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ABSTRACT

This Review highlights basic and transition metal conducting and semiconducting oxides. We discuss their material and electronic properties
with an emphasis on the crystal, electronic, and band structures. The goal of this Review is to present a current compilation of material
properties and to summarize possible uses and advantages in device applications. We discuss Ga2O3, Al2O3, In2O3, SnO2, ZnO, CdO, NiO,
CuO, and Sc2O3. We outline the crystal structure of the oxides, and we present lattice parameters of the stable phases and a discussion of the
metastable polymorphs. We highlight electrical properties such as bandgap energy, carrier mobility, effective carrier masses, dielectric
constants, and electrical breakdown field. Based on literature availability, we review the temperature dependence of properties such as
bandgap energy and carrier mobility among the oxides. Infrared and Raman modes are presented and discussed for each oxide providing
insight into the phonon properties. The phonon properties also provide an explanation as to why some of the oxide parameters experience
limitations due to phonon scattering such as carrier mobility. Thermal properties of interest include the coefficient of thermal expansion,
Debye temperature, thermal diffusivity, specific heat, and thermal conductivity. Anisotropy is evident in the non-cubic oxides, and its impact
on bandgap energy, carrier mobility, thermal conductivity, coefficient of thermal expansion, phonon modes, and carrier effective mass is
discussed. Alloys, such as AlGaO, InGaO, (AlxInyGa1�x�y)2O3, ZnGa2O4, ITO, and ScGaO, were included where relevant as they have the
potential to allow for the improvement and alteration of certain properties. This Review provides a fundamental material perspective on the
application space of semiconducting oxide-based devices in a variety of electronic and optoelectronic applications.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0078037
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I. INTRODUCTION

Transparent conducting and semiconducting oxides have
become some of the most heavily researched material classes.
Investigations have been driven by the desire for a better understand-
ing of the material, electrical, electronic, and optical properties that
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encompass these oxides. Understanding of these properties could lead
to breakthroughs in many aspects of semiconductor device designs.
Increasing research could lead to improved growth quality of bulk
crystals and thin films, which could decrease material defects and
improve electrical properties. This stands to help further device effi-
ciency and implementation of these oxides into novel device designs
in the power electronics field. Reviewed literature included in this
work spans almost an entire century. With increased knowledge and
understanding, the prospect of implementing oxides into electronic
applications grows. Many improvements have been made concerning
oxides over the years. Many material synthesis improvements are evi-
dent in measured parameters, such as increased carrier mobility,
increased growth and crystalline quality, increased precision of
bandgap engineering, and alloying advancements.

An oxide is a chemical compound that forms between at least
one oxygen atom and another element. The selected elements for the
nine oxides are highlighted within the periodic table in Fig. 1 and
include Al, Ga, In, Sn, Zn, Cd, Ni, Cu, and Sc. Of the nine, five are
transition metals (Zn, Cd, Ni, Cu, and Sc) and four are basic metals
(Al, Ga, In, and Sn). These elements and their oxides were selected
based on their contributions and relevance to power electronic devices.
Device design has become increasingly complex, and extensive
research into materials such as these oxides is needed.

Although anisotropy is a common trait among many oxides, it
poses challenges for the determination of many material properties.
Anisotropy is a difference within a material property dependent upon
direction or orientation. Material properties, such as optical, thermal,
and mechanical, are affected by anisotropy depending on the rank of
their respective response tensor.1 This can lead to a specific direction

having more advantageous properties for certain applications. Cubic
structures (CdO, bcc-In2O3, NiO, Cu2O, Sc2O3, zinc-blende-CdO, and
NaCl-NiO) are the least complicated and are generally considered to
have isotropic properties due to the high degree of crystal symmetry pre-
sent as evidenced by a¼ b¼ c and a¼b¼ c¼ 90� within the crystal
structure. However, even with the high degree of crystal symmetry, cubic
structures are not entirely isotropic. The fourth ranked elastic tensor of
the cubic structure is anisotropic. The wurtzite, tetragonal, and rhombo-
hedral structures have uniaxial anisotropy (a-Al2O3, a-Ga2O3, ZnO, and
rh-In2O3, and Cu4O3) with a¼ b 6¼ c, yielding two non-equivalent high-
symmetry directions. For example, a measure of the bandgap energy or
dielectric constant along a and b will differ from the same measurement
taken along c. Orthorhombic structures (j-Ga2O3) are even more com-
plicated as there are now three different lattice constants a 6¼ b 6¼ c result-
ing in biaxial anisotropy. Monoclinic (b-Ga2O3 and CuO) and triclinic
structures, where the angles between axes are no longer constrained to
90�, have even less crystal symmetry and, thus, are more complicated
and challenging to characterize. For example, correct analysis to obtain
the complete dielectric tensor is necessary in order to identify the direc-
tional dependencies of the optical features, which stem from dipole ori-
ented electronic transitions or polarized infrared (IR) phonon modes. A
thorough understanding of the impact of anisotropy on the material
properties will allow for more intentional and novel design of complex
oxide-based devices for electronic and optoelectronic applications.

This review focuses on a multitude of material properties that
have strong relevance to the implementation of oxides in electronic
devices. Basic material properties allow for an understanding of how a
material can be implemented into device structures. Each section
focuses on a different oxide: Ga2O3, Al2O3, In2O3, ZnO, SnO2, CdO,

FIG. 1. A partial periodic table highlighting the elements Sc, Ni, Cu, Zn, Cd, Al, Ga, In, and Sn that comprise the oxides discussed in this review.
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NiO, CuO, and Sc2O3 with alloys addressed in the subsections within
relevant sections. For each oxide, the crystal and electronic structures
are detailed. The crystallographic cell structures presented for each of
the oxides were obtained and visualized using the VESTA program.2

Special attention is given to electronic structure, summarizing bandgap
(EG) values reported across the literature along with methods used to
determine EG. Where it is reported, the temperature dependence of
the bandgap is also highlighted. Material related parameters are
grouped into four subsections: basic material properties, thermal prop-
erties, phonon properties, and electrical properties. The basic and
structural material properties include crystal allotropes, material den-
sity, bulk modulus, and melting point. Within the thermal properties,
parameters including Debye temperature, specific heat, thermal diffu-
sivity, coefficient of thermal expansion (CTE), and thermal conductiv-
ity are discussed. The phonon properties section highlights the
irreducible representations for the Raman and IR phonons as well as
the experimental and theoretical values for the phonon mode frequen-
cies. In addition to the bandgap, the summary of electrical properties
includes electron affinity, breakdown field strength, static and high fre-
quency dielectric constants, effective mass, and carrier mobility.
Growth techniques for both the bulk crystal and thin film samples are
highlighted as well as possible dopants and known material defects are
seen throughout the literature. Where relevant, the properties of the
polymorphs and metastable phases for the oxides are highlighted for
comparison to the stable phase along with potential uses and benefits.

In addition, material properties are grouped into four tables
allowing for comparison across all nine oxides. A wide range of values
and literature sources have been included for each property to show
where there is good agreement or the need for more research. Section
XI discusses the comparisons of the basic material, thermal, electrical,
and optical properties. Of note, the optical properties comparison table
includes values for the bandgap, static and high frequency dielectric
constants, and the Raman and IR active phonon modes. While this
Review highlights many key properties and parameters, the electronic
structure are the focus of this work. In-depth texts and reviews on con-
densed matter physics cited here provide further details on properties
discussed in this work, such as electronic bandgap properties.3–7 This
Review aims to provide wide ranging insight into material properties
to further advance integration into electronic and optoelectronic
devices.

II. GALLIUM OXIDE

Gallium oxide or Gallia, sometimes abbreviated as “GO,” is a
transparent semiconducting oxide that has gained significant attention
recently because of its ultra wide bandgap, high critical field, and
anisotropic transport and optical properties. Ga2O3 research and tech-
nology development are driven by continuing improvement of sub-
strate and epitaxial growth techniques and resulting material, resulting
in a similar technology development road map followed in recent
years by wide bandgap semiconductors such as 4H-SiC and GaN. Due
to its large bandgap, applications in power electronics,8 solar applica-
tions, such as solar cells and solar blind UV photodetectors,9–11 micro-
wave and RF applications,12 and novel sensor technologies,13 have
emerged with the potential to compete or eventually improve over
4H-SiC and GaN technology.

Gallium oxide was discovered in 1875 but was not considered for
electronic applications until increased attention in the early 2000s

brought to the forefront the possibility of its use as an ultrawide
bandgap semiconductor for power device applications. Prior to the
2000s, the material quality of Ga2O3 was rather poor and limited the
complexity of potential devices. As inexpensive high-quality substrates
have become more widely available, the field of applications and devi-
ces has expanded greatly and interest in Ga2O3 has grown
exponentially.14

A. Crystal structure

Ga2O3 consists of five polymorphs/phases: a, b, c, d, and e.15 A j
phase has gained attention in the recent literature as a possible sixth
polymorph but is considered a subgroup of e.16,17 As with most mate-
rial polymorphs, each phase belongs to its own space group with its
own structure and has its own unique gallium ion coordination num-
ber.18 Table I highlights the polymorphs with their respective space
groups and lattice parameters while a brief discussion of their material
properties is presented in Sec. II F.

The a-Ga2O3 phase belongs to space group R�3c (#167) and has a
rhombohedral lattice structure belonging to the trigonal crystal system
which is the same as corundum, the primary structure of the stable
phase of Al2O3.

19–21

The c-phase has been scarcely researched with little known about
the polymorph. Zinkevich and Aldinger (Ref. 22) and Pohl (Ref. 23)
report a face-centered cubic centrosymmetric structure belonging to
space group Fd�3m (#227). Other sources report the c-phase to be a
cubic defective spinel structure.22,24 This polymorph was shown to
grow on cubic spinel structures.25

The d-phase is also a cubic structure belonging to space group
Ia�3 (#206), a centrosymmetric body-centered cubic structure. This
structure is considered a C-type rare earth.15,26 The lattice constant
was predicted to be 9.52 Å and reported to be a¼ 10.0 Å.15,27

The e-phase of Ga2O3 is one of the more complicated and lesser
understood polymorphs due in part to a lack of research. It is pre-
dicted to exhibit piezoelectric properties as the crystal structure breaks
inversion symmetry.28 Initially thought to be an orthorhombic struc-
ture of space group Pna21

20 (#33), it was later concluded to be a hex-
agonal structure belonging to space group P63mc (#186).26 The
orthorhombic structure seen by Yoshioka et al. (Ref. 20) has been
shown to belong to j-Ga2O3 with space group Pna21 (#33), which
was found to be a subgroup of the e phase.16,17

The b-phase of Ga2O3 is thermodynamically stable under ambi-
ent conditions and has become the focus of much of electronic materi-
als research. This focus has necessitated significant work to determine
the material properties and the anisotropy of this specific phase. Kohn
et al. (Ref. 35) reported what is thought to be the first known growth
of b-Ga2O3 crystals in 1957. These crystals were found to be aniso-
tropic and hypothesized to be either tetragonal, hexagonal, ortho-
rhombic, or monoclinic in symmetry. Measured interfacial angles
(around 53� and 76�) were not consistent with uniaxial symmetry,
thus narrowing the structure down to either being monoclinic or
orthorhombic. Optical findings and diffraction patterns pointed
toward an orthorhombic unit cell; however, the absence that was
observed in the single-crystal pattern did not coincide with any other
orthorhombic space groups. This left the monoclinic structure as the
only remaining option. Using a high magnification, re-entrant angles
often seen in twinning were observed. In crystallography, twinning
shows that the orthorhombic structure can be derived from the

Applied Physics Reviews REVIEW scitation.org/journal/are

Appl. Phys. Rev. 9, 011315 (2022); doi: 10.1063/5.0078037 9, 011315-4

Published under an exclusive license by AIP Publishing

https://scitation.org/journal/are


monoclinic structure, explaining the initial orthorhombic classifica-
tion. The symmetry for b-Ga2O3 was then concluded to be monoclinic
belonging to space group A2=m with lattice parameters a¼ 5.80 Å,
b¼ 3.04 Å, and c¼ 12.23 Å and b¼ 103�420.35 However, in 1960,
Geller (Ref. 36) proposed that b-Ga2O3 should be designated as C2=m
(#12), in keeping the monoclinic cell convention of c < a. This is sup-
ported by the fact that the material does not exhibit piezoelectric or
pyroelectric properties.36 A decade later in 1976, Wolten et al. (Ref.
37) reported that b-Ga2O3 possessed a lower triclinic symmetry (P1).
This lower symmetry was refuted later by both Geller (Ref. 38) and
Åhman et al. (Ref. 32). Recently, Åhman et al. (Ref. 32) used precise

x-ray diffraction and found that there exists a clear “C-centered mono-
clinic cell” that belongs to the C2=m (#12) space group, further sup-
porting Geller’s designation.32 Ahman reported values of a¼ 12.214
Å, b¼ 3.037 Å, and c¼ 5.998 Å.32

A key feature that leads to very unique property behaviors and
further elevates the complexities of the b-phase is the monoclinic angle
(b) of the crystal. This angle is at around 103�.32,33 Schematics for the
crystal structure of b-Ga2O3 and a-Ga2O3 are shown in Fig. 2. Within
these structures, there are two positions for the Ga ion labeled Ga(I),
which resides with a tetrahedral geometry and Ga(II), which resides
with an octahedral geometry. The oxygen ions arrange themselves
around the Ga sites in a “distorted cubic” packing structure with oxy-
gen ions occupying three distinct positions denoted O(I), O(II), and
O(III).18 Anisotropy is prevalent among the material properties of b-
Ga2O3 (and several other polymorphs to a lesser extent). Anisotropy
arises from the low symmetry crystal structure leading to the variation
of properties depending upon orientation of the crystal axes, which
affects the optical, physical, thermal, and the electrical properties of
the material. For example, there are variations in thermal conductivity
values,39–41 effective mass,42 static dielectric constants,43 high fre-
quency dielectric constants,44 bandgap energy, thermal diffusivity,41

hardness (Vicker’s),41 and coefficients of thermal expansion41,45 all
depending on a specific crystal direction. By understanding the specific
properties and the effects of anisotropy, b-Ga2O3 devices can continue
to improve in design and efficiency.

Table I summarizes the lattice constants for the five Ga2O3 poly-
morphs as well as the j phase subgroup. With the exception of the
predicted value for the lesser known d-phase, the reported lattice con-
stants are in good agreement across the cited literature. Unless stated
otherwise, all discussions throughout the remainder of this section
refer to the stable, single crystalline, b phase.

B. Growth

The history of crystal growth for b-Ga2O3 dates back to the late
1950s when the first crystals were successfully grown from excess gal-
lium.35 The process involved sealing elemental phosphorus and gal-
lium into a silica tube for 3 h at a temperature of 1100 �C before
cooling at a rate of 40 �C/h. The primary material that resulted from
this process was not b-Ga2O3 but rather GaP crystals. However, within
the silica tube on the walls above the melt growth was very small
amount of light-blue crystals that had a lath-shape to them. These
minor phase crystals that formed on the tube were later shown to be
the very first samples of b-Ga2O3 crystals grown from the vapor
phase.35 Six years later in 1963, Remeika (Ref. 46) was the first to suc-
cessfully demonstrate b-Ga2O3 crystals using a flux-growth method.
The Verneuil method of melt-grown b-Ga2O3 crystals was first shown
one year later in 1964.47 Chemical vapor transport (CVT) growth of
single-crystal b-Ga2O3 was first reported by Lorenz et al.48 in 1967
with many other groups (Refs. 49–51) following up on their success
for a number of years. It was not until 1983 that the Czochralski
growth method was first mentioned in the literature by Vasiltsiv et al.
(Ref. 52). Unfortunately, no context or specifics for this melt-growth
process were given. In the year 2000, the first details regarding the
Czochralski growth method were published by Tomm et al. (Ref. 53).
From this study, the use of the Czochralski growth method in the liter-
ature for the growth of b-Ga2O3 increased greatly.54–57 In 1996,
another method of crystal growth for b-Ga2O3 called the optical

TABLE I. Ga2O3 polymorphs and crystal structure with associated lattice constants
determined from experiment and theory.

Phase Structure Space group Lattice (Å)

a Trigonal/rhomb. R�3c (#167) a¼ 4.9727,29,a

c¼ 13.437
a¼ 4.97530,b

c¼ 13.457
a¼ 4.98331,a

c¼ 13.433

b Monoclinic C2=m (#12) a¼ 12.21432,a

b¼ 3.037
c¼ 5.798
b¼ 103.83�

a¼ 12.2333,a

b¼ 3.03
c¼ 5.80
b¼ 103.7�

c Cubic Fd�3m (#227) a¼ 8.3515,34,d

a¼ 8.23726,a

a¼ 8.2223,27,a

dc Body-centered-cubic Ia�3 (#206) a¼ 9.5215,29,d

a¼ 10.0015,29,a

e Hexagonal P63mc (#186) a¼ 2.90726,a

c¼ 9.25526,a

je Orthorhombic Pna21 (#33) a¼ 5.046316,d

b¼ 8.7020
c¼ 9.2833
a¼ 5.06617,a

b¼ 8.700
c¼ 9.261

aExperimental.
bTheoretical.
cNanocrystalline form of e phase (Ref. 26).
dPredicted.
eSubgroup of e phase.
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floating zone (OFZ) was published.58 As a result, other published
works using OFZ appeared across the literature with much suc-
cess.59–61 Another melt-growth process known as edge-defined
film-fed growth (EFG) was first successfully shown for b-Ga2O3

single-crystals in 2008 by Aida et al. (Ref. 62). It should be noted that
Shimamura et al. were the first to attempt and show proof of EFG
b-Ga2O3; however, their attempt yielded heavily cracked crystals with
many polycrystalline inclusions. From the initial success that Aida
et al. saw in 2008, research into EFG of b-Ga2O3 increased greatly.
Kuramata et al. (Ref. 63) published a now heavily cited work in 2016
where 2 in. and 4 in. diameter substrates of b-Ga2O3 were achieved
from EFG.

When growing b-Ga2O3 float zone crystals, the conductivity can
be controlled by changing the gas ambience. Ueda et al. (Ref. 64)
showed that if a pure O2 atmosphere is used, the resultant crystals will
be clear and colorless and exhibit a conductivity in the range of
10�9 X�1 cm�1. When adding nitrogen partial pressures, the resultant
crystals turned pale blue with increasing conductivity yielding a maxi-
mum conductivity of 38 X�1 cm�1.64 Maximum conductivity was
achieved with a N2/O2 ratio of 0.4/0.6, and it was determined that very
low oxygen partial pressure yielded unstable growth.

Another study by Galazka et al. (Ref. 54) had contrasting results
in terms of the relationship of grown crystal color, the amount of O2

present, and the resultant conductivity. Using the Czochralski growth
method, Ga2O3 crystals were grown in a Ar/CO2 or pure CO2 atmo-
sphere. When the CO2 partial pressure was increased, the crystal color
went from blue to clear to gray. It was found that transparent crystals
possessed low conductivity. The color change toward a blue crystal
was a result of the free carrier absorption, while gray coloring resulted
from carbon incorporation. When high amounts of oxygen partial
pressure were used in the Czochralski growth, the carrier concentra-
tion was found to be high. This leads to a higher conductivity under
high CO2 partial pressure, coming from the carbon contamination.54

Galazka et al. (Ref. 65) also studied dopant segregation using tri-
valent Cr, Ce, and Al doping in b-Ga2O3 Czochralski crystals. There is
a strong dependence on the concentration of O2 in the growth atmo-
sphere for Cr and Ce dopant segregation and charge state. The segre-
gation coefficient of the grown crystals also saw a decrease as a result

of the Cr-Si co-doping. The Si4þ and Cr3þ ions were observed to com-
pete for the octahedral Ga(I) site.65

The increased conductivity from CZ growth under oxygen led to
a hypothesis that the n-type conductivity was the result of oxygen
vacancies. This hypothesis was opposed by Varley et al. (Ref. 66) using
first principles calculations. From their findings, the oxygen vacancies
that are present in the crystal are deep donors with a high ionization
energy (1 eV). This means that the oxygen vacancies could not be con-
tributing to the conductivity. Varley et al. hypothesized that it is in fact
the hydrogen that is increasing the conductivity and not the oxygen
vacancies.66

In a more recent report by Galazka et al. (Ref. 54), the
Czochralski crystal growth method was utilized to better understand
how the incorporation of dopants impacted characteristics such as the
crystal appearance, growth stability, and electrical properties. The
Czochralski method produced single crystals of b-Ga2O3 all grown
along the h0 1 0i direction at a 1.5mm/h growth rate and at 9 rpm.
The grown crystals had a diameter of 18mm with a length ranging
from 20 to 50mm, depending on the specific dopant and concentra-
tion. According to Galazka et al., there are two important factors that
were considered for doping segregation and the subsequent incorpora-
tion into the crystal growth of b-Ga2O3. These factors are the differ-
ence of the atomic radii of Ga3þ and the dopant used as well as the
dopants thermal stability at elevated temperatures often experienced
during crystal growth.67 The dopants consisted of Li1þ, Cu1þ (mono-
valent), Mg2þ, Co2þ, Ni2þ (divalent), Ce3þ, Cr3þ, Al3þ (trivalent), and
Si4þ, Sn4þ, Ge4þ (tetravalent). When thermally unstable carbonates
are used as dopants during crystal growth, their decomposition is not
immediate but gradual. This decomposition alters the melt thermody-
namic equilibrium and acts as a continuous oxygen source with little
to no additional metal incorporation. This source of oxygen also
differs from the atmospheric oxygen as the dopant oxygen is being
produced within the melt volume as opposed to just on the melt sur-
face. This drastically alters the resultant crystal growth resulting in a
smoother crystal surface and little to no coloration. With a continuous
and gradual source of oxygen from the unstable dopants, there is no
longer a need for such high oxygen concentrations in the growth
atmosphere.67

FIG. 2. Schematics for the crystal structure of (a) b-Ga2O3 belonging to space group C2=m shown with the c-axis orientated upward, (b) the (010) plane for b-Ga2O3, and (c)
the (�201) plane for b-Ga2O3. For a-Ga2O3, purple, Ga and red, O. The Ga(1), Ga(2), O(1), O(2), and O(3) atom colors are shown for b-Ga2O3.
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Growth of thin films of Ga2O3 has important implications for
device fabrication.68–70 Techniques, such as ozone assisted molecular
beam epitaxy (MBE), have been used to successfully grow thin films of
b-Ga2O3 capable of achieving device quality.71–73 The growth rate
from the epitaxial method has drastic dependence on the growth plane
with the (010) plane having a growth rate ten times higher than the
(100) plane.71 Atomic layer deposition (ALD) has also been shown to
be an effective method for growth of Ga2O3 thin films.74 In a recent
study, Wheeler et al. (Ref. 75) reported using plasma-enhanced ALD
(PEALD) to grow crystalline films of multiple phases of Ga2O3. Metal
organic vapor deposition (MOCVD) is another popular method for
film growth.76 Alema et al. (Ref. 77) reported MOCVD growth of
Ga2O3 thin films at speeds of up to 10 lm/h.77 Halide vapor-phase
epitaxy (HVPE) and pulsed laser deposition (PLD) was also shown to
produce high quality films grown homoepitaxially.78,79

When fabricating thin films of b-Ga2O3, it was found that bandgap
can be altered by varying the annealing temperature. The optical
bandgap has been shown to increase with an increased annealing tem-
perature for films deposited by PEALD. Using transmission spectra,
b-Ga2O3 films displayed optical bandgaps of 5.00 and 5.24 eV, the larger
bandgap being a result of the increased annealing temperature.80

C. Electronic band structure

The electronic band structure of b-Ga2O3 is a complex topic that
is still being heavily researched. Bandgap calculations are not trivial,
leading to a variety of different calculation methods with varying
results. Many advancements have been made over the last few decades
in producing calculated electronic bandgap structures of b-Ga2O3.
Density functional theory (DFT) calculations particularly the use of
hybrid functionals have proven to be instrumental in the study of b-
Ga2O3. The progress that has been made is evident in the anisotropic
details and accurate transition energies being produced. One of the
earliest works dating back to 1999 by Hajnal et al. (Ref. 81) used a
combination of the cyclic cluster model and the PM3 semiempirical
method to produce a single bandgap energy of 5.58 eV. Using local
density approximation (LDA) to produce a bandgap energy was pro-
posed but ultimately not utilized as it was said to have an overbinding
effect and, thus, a less accurate value than the PM3 method. There was
a brief mention on the observed polarization dependence that is pre-
sent in the optical absorption and that it could be a result of anisot-
ropy. Hajnal et al. made note of the wide range of experimentally
determined bandgap energies that they saw reported in the literature
and stated “the reason of this relative uncertainty might be the anisot-
ropy of the monoclinic material, and/or the difference in prepara-
tion”.81 No other details or values associated with the electronic band
structure or its anisotropy were given. A few years later in 2004,
Yamaguchi et al. (Ref. 82) used LDA along with the first principles
full-potential linearized augmented plane wave method (FLAPW).
Calculations showed an indirect bandgap with an isotropic shape of
the conduction band maximum at C and a flat, anisotropic valence
band minimum at the E line. The effective mass of the valence band is
larger than that of the conduction band effective mass.82 Again, very
few details on the specifics of the anisotropy of the band-to-band tran-
sition energy calculations were discussed.

Often times reported ground state DFT bandgap values are
skewed to lower energy levels as the potential among the excited elec-
trons from the exchange correlation is underestimated. Even LDA

without the addition of hybrid functionals and generalized gradient
approximation (GGA) with multiple hybrid functions such as PBE are
shown to underestimate the bandgap energy of b-Ga2O3. LDA yielded
a bandgap of energy of 2.19 eV while GGA-PBE and GGA-DFT
yielded values of 2.356 and 4.40 eV, respectively.33,82,83 The upper
valence bands consist of Ga 4s, 4p, and O 2p orbitals. The lower con-
duction bands are formed from Ga 4s and O 2p states. The middle
and lower valence band orbitals are usually ignored as the electronic
structure properties are dictated by the upper valence and lower con-
duction band. Another example of ground state DFT yielding signifi-
cantly lower bandgap values is shown by Zhang et al. (Ref. 83) with
intrinsic b-Ga2O3 displaying a calculated bandgap of 2.356 eV.

Many types of functionals and hybrid functionals have been used
in the DFT framework to investigate the bandgap including LDA,
GGA, B3LYP, HSE06, and PBE.19,33,66,82,84 Using a hybrid functional
can result in a more accurate bandgap value when compared to the
lower DFT value. Varley et. al (Ref. 66) used a 120-atom supercell for
unintentionally n-doped single crystal b-Ga2O3 along with HSE06
screened hybrid functionals in order to investigate how oxygen vacan-
cies and impurities influence the optical and electrical properties. An
indirect bandgap off the M point is found to be 4.83 eV and a direct
bandgap of 4.87 eV at the C point.66

While many of the DFT and hybrid functional studies resulted in
slightly different reported bandgap values, it was shown that the con-
duction band edge occurred at the C point and the valence bands are
predominately flat. Calculations show an indirect bandgap for
b-Ga2O3 but it is by such a small margin (often a few meV) that it is
experimentally considered to be a direct bandgap. This review reports
b-Ga2O3 as a direct bandgap material. DFT calculations coupled with
linear combination of atomic orbitals (LCAO) approximation carried
out by He et al. (Ref. 19) yielded theoretically determined bandgap
values in good agreement with experimentally determined values dis-
cussed in Sec. II C 1. The use of this all-electron DFT method allows
for the optical, electrical, and structural properties of the oxide to be
studied. Using LCAO and treating the exchange correlation via B3LYP
function form produced calculated bandgap values of 4.66 eV for the
indirect bandgap and 4.69 eV for the direct band. The indirect
bandgap occurs at M-C point with the M point at the valence band
max only 0.03 eV higher than the C point. The valence band maxi-
mum is almost degenerate along two points of the Brillouin zone; C
andM.19 According to Stepanov et al. (Ref. 18), there is some disagree-
ment on the location of the valence band maximum (as evidenced by
Varley and He), but it is seen to not affect the bandgap value.

Another study by Peelaers et al. (Ref. 85) produced band struc-
tures using the HSE density functional that continue to show some
disagreement with other reported results.85 The location of the valence
band maximum was found to be on the face of the Brillouin zone on
the I-L line yielding an indirect bandgap of 4.84 eV. The direct gap
remained at the C point on the Brillouin zone and was found to be
4.88 eV for a difference of 0.04 eV between the direct and indirect
bandgaps. The transitions of the bandgaps were studied, and it was
reported that the indirect transition was over an order of magnitude
weaker than the direct vertical transition at the C point. Because of the
already small energy difference between the direct and indirect bandg-
aps and the very weak transitions of the indirect gap; a direct bandgap
can be assumed for the bulk single crystal unintentionally doped
b-Ga2O3.

85
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In 2017, Mock et al. (Ref. 86) reported on the complexities of the
bandgap while accounting for the anisotropic properties of the
bandgap and excitonic contributions associated with the monoclinic
nature of b-Ga2O3. Results yielded multiple band-to-band transition
energies between the valence and conduction bands and highlighted
the large amount of anisotropy present in the electronic band struc-
ture. This work shows just how far the electronic band structure calcu-
lations have advanced over the years serving to propel b-Ga2O3

research further into experimental device integration. Brillouin zone
center plots were produced using two theoretical DFT methods,
Perdew–Burke–Ernzerhof (PBE), and Gau-PBE functionals. As seen
in Fig. 3, the main difference between the PBE and Gau-PBE methods
is the energy gap opening that occurs between the valence and conduc-
tion band, roughly 2 eV wider for the Gau-PBE band structure. Using
Gau-PBE, the lowest two band-to-band transitions were calculated
from the band structure. The lowest transition which is mainly parallel
to c is 4.74 eV while the second transition which is mainly parallel to a
is 4.969 eV.86 Both of these values are within 61 eV of Peelaers et al.
direct and indirect bandgap values. For both plots, the C-point
(Brillouin zone) center is dominated by the lowest point of the con-
duction band. Both Mock et al. and Peelaers et al. utilized the same
high-symmetry points; however, Peelaers et al. used a HSE functional
with a larger amount of Hartree–Fock (HF) exchange. The shift in the

conduction band could stem from the choice of the explicit density
functional as well as the HF exchange weighting (35% HSE by Peelaers
et al. as compared to 24% Gau-PBE by Mock et al.). The curvature of
the valence bands appeared in good agreement across both works
while Peelaers et al. displayed steeper and slightly shifted conduction
bands. Possible causes for this shifted conduction band could stem
from the larger amount of HF exchange used in the study of Peelears
et al. (35% compared to 24% Gau-PBE by Mock et al.), the differing
hybrid functionals between the two studies, or a combination of both
the selected hybrid functional and weighting. This shows how selecting
a specific hybrid functional can alter Brillouin zone and bandgap
energy calculations. With less of a conduction band shift in the Gau-
PBE calculations, it is possible that Mock et al. (Ref. 86) present a
more accurate theoretical representation for the bandgap energy in
Fig. 3 that better aligns with current experimental values and better
accounts for the anisotropic properties of monoclinic b-Ga2O3.

An experimental study by Janowitz et al. (Ref. 87) employing
angle-resolved photoemission spectroscopy (ARPES) was used to
determine the band structure and compare it to theoretical findings.
Bulk b-Ga2O3 crystals were grown using the Czochralski method, and
dispersion relations along the C-Z direction parallel to the b� c� cleav-
age plane were observed. At the C point, the lower binding energy
bands have high intensity but only slight dispersion while the deeper
valence bands have weaker intensity and higher dispersion. The A-M
direction at the M point in the Brillouin zone has the deepest valence
band, which is located at�11.05 eV. At the M point, the valence band-
width is much more narrow than at the C point. Just off the M point is
a valence band maximum. At the indirect bandgap, the overall width
of the valence band is 7.37 eV and the energy difference between the
direct and indirect bandgap is found to be�50meV.87

The anisotropy of the electronic band structure and bandgap is
also of importance when studying the band offsets and alloys of b-
Ga2O3. Using projector augmented wave potential calculations, Mu
et al. (Ref. 88) studied the band alignments between Ga2O3 and Al2O3

and how different orientations alter the offsets as a result of the low
symmetry of the crystal structure. Band alignments between Al2O3

and Ga2O3 were investigated for four different crystal orientations
[(100), (010), (001), and (�201)] using DFT with a hybrid functional.
Mu et al. reported conduction band offset for both strained and
unstrained Al2O3, with and without atomic relaxation on the Ga2O3

surface. It was shown that the (100) orientation results in the largest
conduction band offset, suggesting that the highest two-dimensional
electron gas (2DEG) density by modulation doping could form at ter-
nary interfaces along this orientation. A better understanding of the
anisotropy within b-Ga2O3 can lead to more accurate values of the
bandgap energies for the different crystallographic orientations and
directions within the material. Further details on the calculated band
offsets of Ga2O3 and Al2O3 can be found in Ref. 88. Ahmadi et al.
(Ref. 89) were first to demonstrate 2DEG formation in b-
(AlxGa1�x)2O3/Ga2O3 heterostructures. Low-field transport properties
of 2DEGs in b-(AlxGa1�x)2O3/Ga2O3 heterostructures were per-
formed by Kumar and Singisetti.90

1. Experimentally determined bandgap

The bandgap of b-Ga2O3 is a very widely researched topic and
reported values vary depending on method. The binding and excitonic

FIG. 3. Electronic band structure and high symmetry points of b-Ga2O3 at (a)
GGA-DFT (PBE) level and (b) hybrid functional (HF) HF-DFT (Gau-PBE) level.
Reproduced with permission from Mock et al., Phys. Rev. B 96, 245205 (2017).
Copyright 2017 APS (Ref. 86).
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peak energies for b-Ga2O3 are instrumental in determining an accu-
rate value for the bandgap energy. They have recently been reported
and are highlighted in Table II. Table III highlights selected values for
the bandgap of b-Ga2O3 found in the literature from bulk and thin
films using experimental and theoretical methods. The bandgap
energy is often measured by optical methods, which are convenient
and easily accessible. However, due to the low symmetry of b-Ga2O3,
the direct optical transitions depend on the polarization direction of
the electromagnetic wave traveling through a sample. The direct opti-
cal transition energies (band-to-band transition energies) can be tested
and found by varying propagation and polarization directions in opti-
cal experiments, e.g., in polarized transmission and intensity measure-
ments and transmission and reflection type ellipsometry. The band
structure of b-Ga2O3 is highly complex at the C-point valence band
maximum. The fundamental band-to-band transitions are regulated
by quantum mechanic selection rules, which identify non-zero transi-
tion matrix elements between conduction and valence band states
depending on valence and conduction band state and index and pho-
ton energy polarization (vector of the electric field). In b-Ga2O3, the
first, second, and fourth top valence band participate in the lowest
three transitions, and each has a different polarization direction of the
photon involved in the transition. Wurtzite-structure GaN is similar
but not nearly as complex as b-Ga2O3. In GaN, the top of the valence
band is split into three bands, A, B, and C, with A and B being very
similar in energy, and transitions from band C to the conduction band
are blocked for polarization perpendicular to the lattice c axis, while
strongly dominating for polarization parallel to c (see, for example,
Feneberg et al. in Ref. 91). As a result, in GaN, the optical response is
optically uniaxial in wide spectral regions, and dichroic (two-colored)
in the near-band-gap spectral region. The two lowest transitions in
GaN from bands A and B to the conduction band cause the same
onset of absorption for all polarization directions perpendicular to c,
while the onset of absorption is dominated by transition from band C
to the conduction band for polarization parallel c. In fact, one can gen-
erally state that every material has three lowest fundamental band-to-
band transitions, which may all become degenerate and isotropic for
high symmetry materials, for example, in cubic zinc blende structure

GaAs. There, the C-point top valence band (point group Td) is three-
fold degenerate, and hence all associated transitions are the same in
energy. In addition to the concept of the band-to-band transition,
there is also exciton formation which must be considered. Once an
electron has transitioned to the conduction band, it can form a com-
plex with the positively charged hole left behind in its valence band.
Depending on the curvatures (effective mass parameters) and the
dimensionality of the van Hove singularity (critical point structure) in
the combined band structure and density of states between the associ-
ated valence and conduction bands, this exciton can be stable, may
possess three dimensional character or two dimensional character, for
example, and its binding energy will depend on these scenarios. As a
result, the onset of absorption for a given polarization direction and
propagation direction will appear at lower photon energies, reduced
by the energy of the exciton formation (effective Rydberg energy).

The experimental determination of the bandgap of b-Ga2O3 has
progressed greatly over the past few decades. One of the greatest hur-
dles in understanding the bandgap of b-Ga2O3 is recognizing that not
only the excitonic but also the monoclinic nature of the material must
be accounted for. Thus, a direction must be specified for any given
measurement or value. Additionally, the onset of absorption measure-
ments, for example, underestimate the true bandgap value because
they do not take into account the excitonic contribution that is present
in b-Ga2O3. The comparison of bandgap values throughout the litera-
ture is, therefore. complicated by the differences in experimental meth-
ods. In fact, b-Ga2O3 has three unique fundamental bandgap values
that are offset from the onset of absorption by excitonic binding ener-
gies and can be isolated depending on the direction the crystal is ori-
ented, while many papers only report a single value.

The excitonic effects are instrumental in determining a true and
accurate bandgap energy. The excitonic effects are often overlooked
and not accounted for. While there has been much improvement in
band structure calculations by means of hybrid functionals, excitonic
effects are either left out entirely or only partially accounted for.92

When the excitonic effects are considered, then the onset of absorption
due to electronic transition from the valence to the conduction band
occurs within the bandgap. As a result, the real transition energy is
larger than the apparent (i.e., visible) transition energy at the onset on
photon absorption. These features are due to the bound exciton
states.92,93 In theoretical work, Furthm€uller et al. (Ref. 92) observed
key features such as an increase in the imaginary parts around the
absorption edge and within the intraband transition range.
Accounting for the excitonic effects also was found to result in a larger
discrepancies in the averaged dielectric functions across sources. With
such low symmetry in the monoclinic structure, one might expect that
there would be anisotropy within the excitonic effects. Around the
onset of absorption, there are large amounts of anisotropy. The overall
anisotropy of the exciton binding energy is small compared to the
bandgap anisotropy. These excitonic effects and properly accounting
for their anisotropy are instrumental in understanding the large differ-
ence in reported bandgap values as they will hugely effect the onset of
absorption. Furthm€uller et al. also produced calculations for the exci-
ton ground state binding energy for varying orbital characters
(px=py=pz). The lowest two excitons have binding energies of 0.4 eV
for s� px and s� pz , while s� py was found to have an energy of
� 0.1 eV. Excitonic energies were identified experimentally using ellip-
sometric techniques by Mock et al. and Sturm et al. (Refs. 86 and 94).

TABLE II. Anisotropy of the binding energies and excitonic peak energies of
b-Ga2O3. Transition dipole orientation within the a-c plane, a, given with respect to
a-axis.

Direction Binding energy (eV) Excitonic peak (eV) Reference

� k c 0.4 � 4.65 (ezz) 92a

a¼ 115.1� 0.12 4.92 86
a¼ 110� 0.27 4.88 94

� k a 0.4 � 4.90 (exx) 92a

a¼ 25.2� 0.23 5.17 86
a¼ 17� 0.27 5.10 94

k b � 0.1 � 5.54 (eyy) 92a

E k b 0.18 5.46 86
E k b 0.27 5.41 94

aCalculated.
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Notably, Mock et al. identified unique and anisotropic binding ener-
gies associated with the lowest three band-to-band transitions while
Sturm et al. held these values to be equal. The excitonic peaks along
with the subsequent binding energies associated with the lowest three
band-to-band transitions are listed in Table II.

Anisotropy was seldom considered when studying the bandgap
energy early on. This was due to a combination of lack of knowledge
and the inability to properly determine the anisotropy of the bandgap.
Anisotropy of the bandgap and its origins were not accurately reported
until the mid- to late 2010s. Below, we discuss the progression of

understanding of the bandgap of b-Ga2O3 throughout the years and
present the anisotropic values reported in the literature with compari-
sons to calculated values in Table III.

In 1965, Tippins (Ref. 96) determined the optical absorption
edge of b-Ga2O3 and how the atomic structure influenced the
observed bandgap. There was an absorption edge shift of around
100 Å when the temperature was reduced from room temperature to
around 77K. When reducing further to liquid helium temperature,
there was no observable shift. The observed bandgap was 4.7 eV with
a first exciton transition DE of 5.3 eV.96 Kim et al. (Ref. 104) showed

TABLE III. Reported bandgap values of b-Ga2O3 determined from theory and experiment for bulk single crystals and thin films. Transition dipole orientation within the a-c plane,
a, given with respect to a-axis. Films were assumed to be isotropic.

Eg (eV) Direction Method Growth method Reference

Expt. bulk
4.48 E k c Polarized Ref./Trans.–Abs. edge Float zone 95
4.52 E k c Polarized Ref./Trans.–Abs. edge Float zone 59
4.57 E k a� Polarized Ref./Trans.–Abs. edge Float zone 95
4.70 E k b Polarized Ref./Trans.–Abs. edge Float zone 95
4.70 Assumed E k b Optical absorption–Abs. edge Verneuil 96
4.79 E k b Polarized Ref./Trans.–Abs. edge Float zone 59
5.04 a ¼115.1� Ellipsometry EFG 86
5.15 a ¼110� Ellipsometry EFG 94
5.37 a ¼17� Ellipsometry EFG 94
5.40 a ¼25.2� Ellipsometry EFG 86
5.64 E k b Ellipsometry EFG 86
5.68 E k b Ellipsometry EFG 94

Expt. film
4.72 � � � Ellipsometry–Abs edge RF Mag sputtering on Si 97
4.74 � � � Ellipsometry–Abs edge E-beam evap. on GaAs 97
4.79 � � � Optical absorption Pyrolysis on glass 98
4.9 � � � Transmittance PLD on glass 99
4.9 � � � UV–Vis Trans. MOCVD on sapphire 77
4.94 � � � Manifacier method (Ref. 100) Pyrolysis on Si 101
4.99 � � � Manifacier method (Ref. 100) Pyrolysis on Si 101
5.40 � � � Ellipsometry ALD on glass 102

Calc.
4.66 B3LYP—Indirect gap � � � 19
4.69 B3LYP � � � 19
4.74 a ¼100.504� Gau-PBE � � � 86
4.81 HSE hybrid functional � � � 103
4.84 HSE06–Abs edge � � � 85
4.87 Assumed E k c HSE06 � � � 66
4.88 HSE06 � � � 85
4.969 a ¼7.498� Gau-PBE � � � 86
5.341 a ¼110.8� B3LYP � � � 94
5.35 E k b Gau-PBE � � � 86
5.581 a ¼17.7� B3LYP � � � 94
5.911 E k b B3LYP � � � 94
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the optical density spectrum for polycrystalline b-Ga2O3 recorded at
295K which revealed a rapid increase in the spectrum at 290nm that
may line up with the materials bandgap absorption.104 The optical
density spectrum coupled with a direct optical energy gap formula105

yielded an evaluated optical energy gap of 4.23 eV.104

A few decades later in the late 1990s, reports on the observation
of anisotropy within b-Ga2O3 began to appear in the literature gaining
lots of attention. Ueda et al. (Ref. 59) reported findings of the absorp-
tion edge for single crystal b-Ga2O3. Values of 4.79 and 4.52 eV were
observed for light polarized along E k b and E k c, respectively.59 With
values of Ueda et al. being reported for the bulk crystal, it is important
to compare these values to thin films which may display different
properties than that of bulk samples depending on the growth method.
Direct absorption edge values were seen using ellipsometry and multi-
sample techniques with values of 4.72 eV for thin film sputtered sam-
ples and 4.74 eV for e-beam evaporated samples97 in agreement with
Ueda et al. (Ref. 59). Wu et al. (Ref. 98) found a bandgap of 4.79 eV
for spray pyrolysis fabricated thin films. A crystal direction for the
transmission data was not specified.98 Other studies using optical
transmission data as a function of the photon energy along with the
Manifacier method100 yielded bandgap values of 4.94 and 4.99 eV for
as-deposited films and annealed samples, respectively.101

Orita et al. (Ref. 99) reported a direct bandgap of 4.9 eV obtained
using internal transmittance which is the energy loss due to absorp-
tion. The polycrystalline thin films were fabricated using pulsed laser
deposition (PLD).99 Extrapolation of the zero intercept in ða�hxÞ2 vs
�hx suggested a direct bandgap of 4.75 eV for as-grown films with a
polycrystalline structure in a study by Hao et al. (Ref. 106), and
bandgap values of 4.48 and 4.44 eV were estimated for films annealed
at 600 and 800 �C, respectively.

In 2015, Onuma et al. (Ref. 95) also observed and reported on
strong optical anisotropy. Absorption edge energies from various sam-
ples and theoretical reports were split into six ranges, and the authors
provided a symmetry analysis for the C-point transitions.
Assignments were made where the lowest transition (�4:4–4:6 eV) is
polarized parallel to c, the second transition (�4:4–4:7 eV) is polar-
ized parallel to a?, and the third transition (�4:8–5:3 eV) is polarized
parallel to b. The polarization assigned was made from experimental
observation, while symmetry analysis indicated the split among the
valence band structure.95 Building further, several comprehensive
band-to-band transition studies using spectroscopic ellipsometry (SE)
and DFT showed how each transition of b-Ga2O3 is polarized along
unique and identifiable directions.86,94 This continues to exemplify
just how much more complex of a material b-Ga2O3 is compared to
other popular wide bandgap semiconductors such as GaN and SiC.

A few years later in 2017, Mu et al. (Ref. 41) went into great detail
describing the anisotropic properties determined using a diffractome-
ter, refractive index prism coupler, and Van der Pauw Hall effect mea-
surements. However, the authors only reported a bandgap value of
4.73 eV along a� neglecting the bandgap along b and c�.41 Ricci et al.
(Ref. 107) present a comprehensive theoretical and experimental study
on the bandgap anisotropy in order to verify and support past works
that they claim did not provide measurement geometry or sample
orientation. Measurements were completed on undoped EFG NCT
Corp. (formerly Tamura) samples and cut from a boule with (010)
and (�201) surfaces. Room temperature polarized absorption spectra
were reported. Similar experimental measurements were completed

on Sn-doped samples but the absorption edge was shown to match
that of the undoped samples. To further support the experimental
findings as well as other results across the literature, theoretical calcu-
lations, HSE, self-interaction corrected (VPSIC), and generalized gra-
dient (GGA) were used. The calculated values for the bandgaps and
absorption edges were in good agreement with the experimental val-
ues. Anisotropy was seen in the optical absorption as a function of
light polarization and orientation of the crystal. For example, larger
absorption shifts were seen for the (�201) wafer than for the (010) cut.
The magnitude of the shifts was 0.2 and 0.03 eV, respectively.107

Due to the monoclinic structure of b-Ga2O3 and the associated
anisotropy, determining the true and accurate bandgap has proven
challenging. Most bandgap energies reported in the literature do not
take into account anisotropy or the contributions of other optical
directions, merely reporting a value parallel to a crystallographic direc-
tion. Mock et al. (Ref. 86) and Sturm et al. (Ref. 94) published some of
the first works that considered monoclinic symmetry as well as exci-
tonic effects when measuring the three unique fundamental bandgap
values which can be isolated depending on the polarization direction
and the b-Ga2O3 crystal orientation. Mock et al. and Sturm et al. used
SE to determine the fundamental bandgap energies within the a-c
plane and along the b-axis.

The optical transitions were found to be polarized at specific
angles within the monoclinic plane. The first band-to-band transition
(corresponding to C1�1) and what many refer to as the “bandgap” was
found oriented within the monoclinic plane at 115.1� for Mock and
110� for Sturm from the a-axis toward positive c-axis for both works.
The bandgap energy or first band-to-band transition determined by
Mock et al. was found to be 5.04 eV within the a-c plane. The excitonic
peak was reported to be slightly less at 4.92 eV yielding a binding
energy of 120meV. Sturm et al. reported a slightly larger bandgap
energy, using the excitonic peak and the binding energy to determine
the band-to-band transition in the a-c plane. With an extracted bind-
ing energy of 270meV and an excitonic peak of 4.88 eV, the bandgap
was found to be 5.15 eV.86,94

The second band-to-band transition (corresponding to C1�2)
also occurs within the monoclinic plane at 25.2� from the a-axis
toward positive c-axis according to Mock et al. The bandgap energy
was reported to be 5.40 eV with an excitonic peak at 5.17 eV.86 Values
of Sturm et al. differed slightly, using an angle of approximately 17�

from the a-axis toward positive c-axis within the monoclinic plane.
Again, using a binding energy of 270meV and an excitonic peak of
5.10 eV, the bandgap energy of the second transition was found to be
5.37 eV.94

The third fundamental band-to-band transition (corresponding
to C1�4) and excitonic peak according to Mock were 5.64 and 5.46 eV,
respectively, yielding a binding energy of 180meV.86 Sturm’s bandgap
energy was again slightly larger at 5.68 eV with an excitonic peak at
5.41 eV along the b-axis The first fundamental band-to-band transi-
tions can be observed in the band structure at the gamma point of the
Brillouin zone shown in Fig. 6.

While both works reported similar results, a few key differences
can be found throughout. Sturm et al. fixed all binding energies to be
the same throughout (270meV) and fit for a single value.94 Findings
of Mock et al. allowed for anisotropic and unique binding energies.
The reported values for the first and second transitions show that the
binding energy is increasing with increasing transition states. This
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coupled with the difference in binding energies for the different orien-
tations of the dipoles used in the ellipsometry analysis show that the
binding energy is also anisotropic.86 The fundamental bandgap ener-
gies as determined by ellipsometry and as shown in Table III are sys-
tematically higher than those determined by absorption. Reported
values from absorption measurements fail to include excitonic effects,
effectively shifting the reported bandgap down by the neglected bind-
ing energy value. Ellipsometry investigations were able to fully account
for anisotropy, excitonic effects, and dipole orientations thus we con-
clude that to date these values best represent the true fundamental
bandgap values of b-Ga2O3.

2. Temperature dependence of bandgap energy

The temperature dependence of the bandgap energy is often
described by the so-called Bose–Einstein model108

EgðTÞ ¼ Egð0Þ �
2aB

exp ðhB=TÞ � 1
; (1)

where Egð0Þ is the gap energy at zero temperature, aB represents the
strength of the exciton–phonon interaction, and hB is the average pho-
non temperature energy equivalent. In this approximation, the exciton,
which is the quasi-particle formed in association with a band to band
transition, and its interaction with the lattice is considered by an effec-
tive phonon mode. This effective mode thereby represents the much
larger ensemble of phonons, which form the bath of constant lattice
interaction at a given temperature. For temperatures large against the
effective phonon temperature, one can approximate the shift of
bandgap energy with a linear slope, c ¼ dEg=dT � �2aB=hB
(T � hB), and which is often reported in the literature. For low tem-
peratures, one can determine Egð0Þ, and from the curvature of EgðTÞ,
one can differentiate aB from hB. Often, hB is found consistent with an
average over all IR-active phonon modes.

b-Ga2O3 exhibits a bandgap dependence with temperature as
seen experimentally by Rafique et al. (Ref. 109). Using b-Ga2O3 thin
films grown on c-plane sapphire by low pressure vapor deposition,
photoluminescence excitation, and absorbance spectra were used to
find this dependence. This specific study looked at the direct bandgap
as opposed to the indirect bandgap. For [�201] b-Ga2O3 in the exper-
imental temperature range of 77 to 298K, there was a red shift in pho-
toluminescence excitation measurements from 257 to 266.4 nm as the
temperature increased. This showed the bandgap narrowing from 4.82
to 4.65 eV with increasing temperature, hence, c ¼ �0:769meV/K.

Matsumoto et al. investigated vapor grown single crystal platelets
using polarized absorption and reflection spectra, and provided
absorption edge parameters at 77K and room temperature for polari-
zation parallel axes c (4.54 eV [300K] and 4.76 eV [77K]) and b (4.90
eV [300K] and 4.94 eV [77K]), hence, c ¼ �0:98meV/K (Ejjc) and
c ¼ �0:18meV/K (Ejjb). More recently, studies on temperature
dependence were conducted using ellipsometric techniques and EFG
single crystals with different surface orientations by Mock et al. and
Sturm et al.110,111 Mock et al. (Ref. 110) explored the high tempera-
tures and reported critical point (CP) transition energy parameter
decreases with increasing temperature. Anisotropic below-band-gap
dielectric tensors and eigendielectric vectors all displayed shifts and
temperature dependence ranging from room temperature to
550 �C.110 The authors reported linear shifts for all three fundamental

bandgap energy parameters. In their notation (the authors report param-
eters a and P, where P ¼ kBhB and aP ¼ 2aB), c¼�0.83meV/K,
�1.03meV/K, and �0.60meV/K for the lowest transition polarized
nearly along axis a, the second lowest transition polarized nearly along
c, and the third lowest transition polarized nearly along b, respectively.

Sturm et al. (Ref. 111) reported temperature dependent observa-
tions for temperatures ranging from 10 to 300K. With increasing tem-
perature, the exciton ground state energy decreases while broadening
of exciton transitions increases.111 Sturm et al. provide parameters
which permit derivation of c¼�0.90, �0.90, and �0.47meV/K for
the lowest transition polarized nearly along axis a, the second lowest
transition polarized nearly along c, and the third lowest transition
polarized nearly along b, respectively. Temperature shifts determined
in the low and high temperature regions by Sturm et al. and Mock
et al., respectively, are in excellent agreement which indicate that the
effective phonon bath temperature approximation is applicable to b-
Ga2O3. These parameters also agree well with the earlier observations
by Rafique et al. and Matsumoto et al. The isotropically averaged pho-
non temperature was reported as hB¼ 0.067 eV (537.7 cm�1) from all
investigated transition parameter shifts. The arithmetic average of all
(symmetry independent) optical phonon modes described by Schubert
et al.44 was found to be 507.5 cm�1, in excellent agreement with the
Bose-Einstein model assumptions. Because Sturm et al. investigated
the low-temperature response at temperatures below the effective
phonon temperature, the authors were able to determine the zero
temperature bandgap energy parameters (EgðT ¼ 0Þ½Ejja	 ¼ 5.069 eV;
EgðT ¼ 0Þ½Ejjc	 ¼ 5.41 eV; EgðT ¼ 0Þ½Ejjb	 ¼ 5.7 eV).

D. Material properties

b-Ga2O3 has many unique and intriguing material properties
that have spurred a surge in research interest. Such properties include
the anisotropic thermal conductivity relevant to the field of power
electronics and RF devices, the vast number of Raman and IR phonon
modes, the charge carrier mobility, and the thought of learning and
reaching the theoretical maximum charge carrier mobility. The basic
understanding of the oxides properties begin with a knowledge of the
bulk modulus, material density, and melting point, of which reported
values are compared in Sec. XI. There is noticeable variation in the
bulk modulus values that range from 174 to 255 GPa.19,112,113 The var-
iation in values stems from using different theoretical equations of
state, overall experimental method, and the specifics of the sample.
Since bulk modulus is the change in volume vs applied pressure it is
not a vector/tensor quantity and therefore cannot be anisotropic.
Vicker’s hardness displayed anisotropy with values ranging from 656.5
to 1029.6 kg/mm2 depending on direction.41 There is a slight variation
in the melting point across the cited values. Values reported through-
out literature include 1725 �C,114,115 17406 15 �C,116 1795 �C,117 and
1806 �C.118

1. Thermal properties

With b-Ga2O3 being heavily researched for power and RF device
applications, thermal properties and especially thermal management
are vital to improving device efficiency and capabilities. Important
thermal properties to consider for semiconductor device materials
include the coefficient of thermal expansion (CTE), Debye tempera-
ture, specific heat, thermal diffusivity, and thermal conductivity. The
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CTE has been reported by multiple sources across multiple tempera-
ture ranges both experimentally and theoretically.41,45,115

Experimental values range from 4.70 
 10�6 to 8.9 
 10�6 K�1 while
theoretical values range from 1.54 
 10�6 to 3.37 
 10�6 K�1. While
the numerical values differ across temperature ranges and theoretical/
experimental methods, the order of magnitude and pattern for the val-
ues across different crystal planes remains constant. The highest CTE
value is seen along the [010] direction while the lowest CTE value is
seen along the [100] direction for all three given references. All cited
CTE values are listed and compared in Sec. XI.

The Debye temperature has been reported experimentally by
analyzing heat capacity data to be 738K.39 First principles calculations
yield a Debye temperature of 872K.19 Specific heat values were deter-
mined experimentally to be 0.56 J/(gK) for [010] using the Czochralski
method vs temperature55 and 0.47 J/(gK) along the a� direction using
differential scanning calorimetry.41 The latter value was found on EFG
samples. Both values for b-Ga2O3 are noticeably lower than the spe-
cific heat values for silicon [0.71 J/(gK)] and sapphire [0.76 J/(gK)].
The larger molar mass of b-Ga2O3 (187.4 g/mol) is suggested to be
responsible for the lower specific heat.55

Thermal diffusivity values exhibit anisotropy with reported val-
ues being 5.23mm2/s along a�, 9.76mm2/s along b, and 6.26mm2/s
along c�. The values were determined experimentally using the laser
pulse method across a temperature range of 24.5 to 750 �C.41 The ther-
mal diffusivity values decrease monotonically as the temperature
increased to 750 �C.

Perhaps one of the most important thermal properties when con-
sidering high power semiconductor devices is the material’s thermal
conductivity/diffusivity. The thermal conductivity of Ga2O3 is low
compared to other wide bandgap semiconductors. The low thermal
conductivity leads to very localized self-heating and must be consid-
ered for high-power, high-frequency device applications.14,119

Different values have been reported across different crystal directions
due to the monoclinic crystal symmetry. Mu et al. reported values
obtained from the previously mentioned specific heat values. The ther-
mal conductivity values are 15 W/(mK) along a�, 28 W/(mK) along b,
and 18 W/(mK) along c�.41 Guo et al. (Ref. 39) investigated thermal
conductivity in Sn-doped (5–6
 1018 cm�3) bulk b-Ga2O3 single
crystals grown using the EFG technique by NCT Corp. Multiple sur-
face cuts were investigated using time domain thermoreflectance and
the highest room temperature thermal conductivity was found experi-
mentally along [010] with a value of 27.0 W/(mK), while the lowest
value of 10.9 W/(mK) was found along [100].39 Other values were
reported both experimentally and theoretically ranging from 10.68 to
29.21 W/(mK) across multiple directions.55,120–124 Across the cited
values, the [010] direction consistently had the highest thermal con-
ductivity values while the [100] had the lowest. Figure 4 shows the
cited thermal conductivity values plotted against their respective direc-
tion. Calculated values for thermal conductivity are known to underes-
timate experimental values. This is evident in Fig. 4 with the calculated
data from Li et al. (Ref. 124) symbolized by the orange stars. It is
important to note that the thermal conductivity values (along all direc-
tions) are approximately an order of magnitude lower than that of
other popular wide bandgap materials such as GaN (�130 W/(mK))
and SiC (�360 to 490 W/(mK)).18,40,125,126 Thus, the thermal manage-
ment of devices fabricated using Ga2O3 has become an important
topic, which is the subject of much ongoing research. All cited values

for the thermal properties of b-Ga2O3 are listed and compared in
Sec. XI.

Chatterjee et al. (Ref. 127) discuss various methods for device
level thermal management. Such methods include air-jet cooling,
embedded micro channels, as well as known methods already used in
GaN and GaAs devices such as flip chip integration.127 Paret et al.
(Ref. 128) discuss how double sided cooled packages are able to reduce
thermal resistance more than single sided packages. It was concluded
that due to the lower thermally conductive nature of Ga2O3, innova-
tion in the device cooling and packaging sector would be imperative,
similar to innovations made for SiC and Si devices.128 At the packag-
ing level, the thermal management of Ga2O3 devices has become a hot
topic of research. Xiao et al. (Ref. 129) demonstrate the first double-
side-cooling packaging of large-area Ga2O3 devices experimentally.
The transient thermal performance of the double-side-cooled Ga2O3

was shown to be superior to the SiC counterpart as well.129 Other stud-
ies on Ga2O3 thermal management from the packaging level can be
found in Refs. 130 and 131.

2. Phonon properties

Since the primitive unit cell of b-Ga2O3 contains ten atoms, six
oxygen, and four gallium atoms, 30 normal modes of vibration are
expected. The irreducible representations for these are132

FIG. 4. Experimental (solid) and calculated (open) thermal conductivity values of
b-Ga2O3 from literature. Data points were collected from Refs. 39, 41, 55, and
120–124. Data are plotted for anisotropic values found for each of the three crystal-
lographic directions.
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Caco ¼ Au þ 2Bu;

Copt ¼ 10Ag þ 4Au þ 5Bg þ 8Bu;

for the acoustical zone center modes and for the optical zone center
modes, respectively.132 Of the optical modes, Ag and Bg are Raman
active (15 modes) and Au and Bu are IR active (12 modes). The IR
modes are further split into transverse (TO) and longitudinal optical
(LO) modes. This is vastly more complex than other binary semicon-
ductors, such as GaN and SiC, that have a simple primitive unit cell of
only two different atoms.32,133

Phonon mode studies for semiconducting materials are impor-
tant as they provide insight into electrical and thermal transport, and
optical processes. Machon et al. (Ref. 112) report a high-pressure
Raman study for b-to-a transitions in Ga2O3. Powdered samples of
Ga2O3 were used in a diamond anvil cell measured using unpolarized
Raman up to 40 GPa. Machon et al. did not identify the symmetry of
the reported modes. However, they were able to identify the polariza-
tion conditions under which modes become observable.112 The results
from Machon et al. in 2006 were later compared to a 2007 study by
Liu et al. (Ref. 132) using ab initio calculations at ambient pressure.
The two studies appeared consistent in their findings. Liu et al. provide
theoretical phonon frequencies located at the C point of the Brillouin
zone.

Polarized Raman spectra measurements are of interest to help
improve b-Ga2O3 materials for device applications. One of the first
published and highly cited reports by Dohy et al. (Ref. 135) studied
the Raman and IR spectra with varying temperature. Polarized Raman
spectra were reported for a single-crystalline sample. The results show
ten bands belonging to parallel polarization and five bands belonging
to the crossed polarization condition. Polarization considerations
allowed for component separation in 111 to 114 cm�1 and 345 to
353 cm�1 accounting for the 15 modes. Temperature alters the Raman
and IR modes via anharmonic lattice interaction, thermal reorienta-
tion, vibrational dephasing, and defect creation.

Onuma et al. (Ref. 136) reported polarized Raman spectra at
room temperature in order to provide lattice vibration modes for high

quality b-Ga2O3 substrates and devices. Polarized Raman measure-
ments allow for separation of Ag and Bg modes similar to Dohy’s
work. Phonon frequencies were determined from the positions of the
spectral peaks with no need for fitting procedures. Results were com-
pared to first principles values using VASP112 and ABINIT132 codes
with majority agreement. The few modes that appear outside the
rounding error are Ag(8)–Ag(10) and Bg(5), which were hypothesized
to be a result of crystalline quality and/or lattice parameter differences.
Unlike Dohy’s study, separation of Ag(7) and Bg(4) was possible due to
uniformity of the crystalline orientation and good surface flatness seen
in the substrates used.136 Kranert et al. (Ref. 134) used a tensor method
to account for the monoclinic symmetry appropriately that resulted in
the ability to determine the polarized orientation for the net vibrations
of the Raman modes. The dependence of the intensity on the scatter-
ing direction for the majority of the phonon modes was modeled for
monoclinic symmetry. The resultant experimental Raman tensors
obtained from the model aligned well with the ab-initio theoretical
results.134 Raman mode frequencies are listed in Table IV. The IR and
Raman irreducible representations for the active phonon modes are
also summarized in Sec. XII.

IR active phonons in b-Ga2O3 were investigated by Dohy et al.
(Ref. 135) in the early 1980s using transmission measurements on
polycrystalline samples diluted in solution. The spectra were analyzed
in conjunction with valence force field calculation results, and symme-
try assignment was made tentatively from frequency order rather than
polarization characteristics. IR spectra model calculations could not be
performed because of the random orientation of the polycrystalline
sample, and frequencies listed were suggested to be somewhat falling
between actual TO and LO frequencies. It was then still thought that
paradigms for interpreting IR spectra from isotropic materials were
valid and could be applied to anisotropic samples. However, as shown
later by Schubert et al. (Ref. 44), these early tentative assignments were
incorrect since the IR modes reveal a much more intricate behavior
due to the monoclinic symmetry. Modes are listed in Table V for pro-
viding historical account and should not be seen as actual phonon

TABLE IV. b-Ga2O3 polarized Raman phonon mode frequencies (cm
�1).

Mode Expt.134 Expt.135 Expt.112 Expt.136 Theory134 Theory135 Theory112 Theory132

Ag(1) 111.0 111 110.2 112 113.5 113 104 104.7
Bg(1) 114.8 114 113.6 115 118.6 114 113 112.1
Bg(2) 144.8 147 144.7 149 145.6 152 149 141.3
Ag(2) 169.9 169 169.2 173 176.4 166 165 163.5
Ag(3) 200.2 199 200.4 205 199.1 195 205 202.3
Ag(4) 320.0 318 318.6 322 318.5 308 317 315.8
Ag(5) 346.6 346 346.4 350 342.5 353 346 339.7
Bg(3) 353.2 353 � � � 355 359.2 360 356 348.3
Ag(6) 416.2 415 415.7 421 432.0 406 418 420.2
Ag(7) 474.9 475 � � � 479 472.8 468 467 459.4
Bg(4) 474.9 475 473.5 480 486.1 474 474 472.8
Ag(8) 630.0 628 � � � 635 624.4 628 600 607.1
Bg(5) 652.3 651 628.7 659 653.9 644 626 627.1
Ag(9) 658.3 657 652.5 663 655.8 654 637 656.1
Ag(10) 766.7 763 763.9 772 767.0 760 732 757.7
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mode frequencies. In 2002, Villora et al. (Ref. 137) investigated IR
active phonons in single crystal b-Ga2O3 using polarized intensity
measurements, and correctly identified the TO modes for polarization
along axis b. However, spectra obtained with electric field oriented
along the monoclinic plane were analyzed using isotropic model
approaches, and the resulting frequencies were incorrectly determined.
In 2016, Schubert et al. (Ref. 44) investigated the IR phonons in single
crystalline samples using generalized SE and introduced an eigendi-
electric polarization model for TO and LO modes. Thereby, the
authors first accounted properly for the monoclinic nature by present-
ing vibrational orientation within the monoclinic plane, and obtained
the first accurate and complete mode description for Brillouin zone
center modes in b-Ga2O3. Schubert et al. (Ref. 44) also provided DFT
calculations for the phonon displacements, dispersions, and directions
within the monoclinic lattice, and excellent agreement was found
between experiment and theory.

Schubert et al. used a dielectric function tensor model approach
to identify uncoupled far-IR and IR active modes using spectroscopy
ellipsometry. Dielectric function tensor elements were matched to a
monoclinic model to observe and determine anisotropic TO and LO
optical phonon modes having Au and Bu symmetry. Schubert et al.
found all four Au and eight Bu IR modes experimentally while distin-
guishing between TO and LO modes. Polarization orientation angles
with respect to the a-axis were determined for the eight Bu modes. The
IR active modes reported were found to be either orientated at unique
directions within the monoclinic plane (Bu) or parallel the b-axis (Au).
The frequencies and angles with respect to the a axis in comparison
with several theoretical calculations are shown in Table V. Soon after,
a report by Sturm et al. (Ref. 94) came to the same conclusions and
their findings being in excellent agreement with Schubert et al. A
polarization angle for the five highest frequency Bu modes was
reported as well.94 The IR phonon mode frequencies are calculated
using DFT by Schubert et al. (Ref. 44), Liu et al. (Ref. 132), Sturm et al.
(Ref. 94), and Dohy et al. (Ref. 135). The works by Schubert (Ref. 44)
and Sturm (Ref. 94) are considered state of the art findings due to the

directional orientation. Other published reports build off these find-
ings and report on phonon ordering,138 the generalized
Lyddane–Sachs–Teller (LST) relationships,139 and the plasmon LO
mode coupling.140

Mengle and Kioupakis (Ref. 141) used DFT and DFPT to calcu-
late vibrational properties, phonon–phonon interactions, and electro-
n–phonon coupling and obtained the phonon dispersion including
effects of isotope substitution. The authors also reported electron–
phonon coupling for the lowest conduction band and identified a
polar-optical mode with a phonon energy of 29meV which limits the
room temperature mobility.

Another material parameter (numerical approximation) involv-
ing the phonon modes is the phonon deformation potentials (PDPs).
The frequencies of the vibration modes will experience a shift based
on the applied stress and strain. A recent study by Korlacki et al. (Ref.
142) in 2020 provided a first derivation of the strain–stress relationship
in linear perturbation theory for property variations under monoclinic
symmetry while maintaining the symmetry. A linear relationship for
all phonon modes with all strain (eij) parameters was concluded,

Dxn ¼ Pn;xxexx þ Pn;yyeyy þ Pn;zzezz þ Pn;xyexy; (2)

or for the stress (rij) parameters

Dxn ¼ ~Pn;xxrxx þ ~Pn;yyryy þ ~Pn;zzrzz þ ~Pn;xyrxy; (3)

where Pn;ij ¼ hSnjvijjSni (~Pn;ij ¼ hSnjvijjSni) are the strain (stress)
deformation potentials with n 2 fAg;Bg;Au;Bug and ij 2 fxx; xy;
yy; zzg. Hence, four strain (Pn;ij) and four stress deformation poten-
tials (~Pn;ij) are required for every phonon mode to calculate its energy
shift Dxn for small strain/stress parameters. Accordingly, for
b-Ga2O3, for 10 Ag, 4 Au, 5 Bg, and 8 Bu modes 216 potential parame-
ters exist. It is noted that none are determined so far from experiment.
The authors only provided the deformation potential parameters for
Raman active and TO modes (summarized in Table VI), and 48 addi-
tional potential parameters exist for the LO modes which have not
been reported yet.

TABLE V. b-Ga2O3 IR active transverse (TO) and longitudinal (LO) phonon mode frequencies and orientation angles with respect to the a axis. Frequencies reported in units
of (cm�1).

xTO xLO xTO x xLO xTO x x
Label Expt.44,a Expt.44,a Expt.94 Expt.135,b Theory132 Theory132 Theory94 Theory135,b

Au(1) 154.8 156 � � � 155 146.5 141.6 160.7 155
Bu(1) 213.7/ 80.9� 271.2 / 30.7� � � � 250 190.5 187.5 224.3 216
Bu(2) 262.3/ 158.5� 286.5 / 26.1� 253.5 290 264.5 251.6 267.3 300
Bu(3) 279.1/ 0.0� 307.5/ 150� � � � 310 283.6 265.3 281.9 337
Au(2) 296.6 344.7 295.3 � � � 325.5 296.2 300.5 352
Bu(4) 356.8/ 144� 391.8/ 151� 356.7/ 166� 375 354.1 343.6 361.0 374
Bu(5) 432.5/ 21.0� 579.3 / 74.2� 430.3/ 46� 455 484.7 410.5 434.2 500
Au(3) 448.6 558.9 446.7 525 510.6 383.5 447.0 526
Bu(6) 572.5/ 10.6� 719.1 / 20.1� 572.1/ 128� 640 625.3 574.3 560.8 626
Au(4) 663.2 770.3 661.5 668 738.5 647.9 665.8 656
Bu(7) 692.4/ 5.4� 778.1/ 115� 691.0/ 28� 692 728.2 672.6 692.5 720
Bu(8) 743.5/ 48.7� 817.0 / 7.2� 743.0/ 74� 731 746.6 741.6 742.5 760

aPolarization angles reported within the monoclinic plane with respect to the crystallographic a-axis.
bListed to provide historical account and should not be seen as actual phonon mode frequencies.
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LO phonons couple with free charge carriers and form so-called
LO-phonon-plasmon (LPP) modes. This is a property universal to all
semiconductors with polar (IR-active) phonon modes. In b-Ga2O3,
again due to its monoclinic symmetry which is lower than any other
semiconductor studied until now, the LPP mode coupling reveals yet
another peculiarity of this crystal class. In 2019, Schubert et al. (Ref. 140)
demonstrated that LPP mode frequencies depend on the free charge car-
rier density, which is commonly known from other semiconductors and
often used to deduce carrier properties from LPP mode measurements;
however, in b-Ga2O3, the LPP mode excitations are anisotropic and
change their polarization direction with carrier concentration as well
(Fig. 5). This finding is potentially consequential since scattering with
LPP modes affect thermal and electrical transport and, thus, may not
only be directional dependent but also dependent on the carrier density.

Due to the monoclinic symmetry of the b-Ga2O3 lattice, hyper-
bolic shear polaritons occur and which are of interest for phonon and
plasmon propagation in two-dimensional layer systems.143 Recently,
these hyperbolic shear polaritons have been observed in b-Ga2O3 for
the first time by Passler et al. (Ref. 143).

According to the literature, both the static and high frequency
dielectric constants exhibit anisotropy.43,44,86,94 In a recent report by

Gopalan et al. (Ref. 144), the static dielectric permittivity constants
were presented using two types of measurement techniques, tera-
hertz (THz) ellipsometry, and THz polarized transmission (PT).
Measurements were recorded along five axes consisting of a, a�, b, c,
and c� and compared to previously reported values found in the liter-
ature. Values for the static dielectric constants are listed in Table VII.
Values across all references and methods appear in good agreement.
The THz measurements from Gopalan et al. also served to build
upon work by Fiedler et al. (Ref. 43) that was published just one year
prior. Fiedler obtained static dielectric constants using AC capaci-
tance measurements taken perpendicular to the three principle
planes (100), (010), and (001). As seen in Table VII, anisotropy was
also present.43 There was one issue; however, a full set of the intrinsic
permittivity values could not be obtained since the principle lattice
planes and the unit cell directions are not perpendicular in the low-
symmetry crystal system.144 The more recent publication from
Gopalan et al. filled in the gaps. Fiedler et al. also showed that the
static dielectric constants exhibit temperature dependence as the
values increase with increasing temperature.43 Schubert et al.
(Ref. 44) utilized the Schubert–Lydanne–Sachs–Teller relation,
which is coordinate invariant to determine the static dielectric

TABLE VI. DFPT-derived frequency (x0), linear strain (Pg,…), and stress (~Pg;…) potentials for phonon modes in b-Ga2O3 in units of cm
�1, cm�1/(unit strain), and cm�1/kbar,

respectively. Reproduced with permission from Korlacki et al., Phys. Rev. B 102, 180101(R) (2020). Copyright 2020 APS (Ref. 142).

Mode x0 Pg;xx Pg;xy Pg;yy Pg;zz ~Pg;xx ~Pg;xy ~Pg;yy ~Pg;zz

Au-1 632.4 �589 �27 �376 �637 0.217 0.095 0.012 0.118
Au-2 431.4 �28 137 �773 �570 �0.263 �0.121 0.297 0.208
Au-3 293.7 �485 �5 �351 �967 0.109 0.164 0.009 0.246
Au-4 148.6 43 62 �116 �9 �0.067 �0.073 0.059 0.017

Bu-1 708.6 �658 342 �1339 �658 0.037 �0.049 0.376 0.111
Bu-2 659.2 �886 98 �614 �983 0.311 0.109 0.033 0.182
Bu-3 536.2 �1155 422 �1270 �733 0.371 �0.085 0.244 0.046
Bu-4 410.3 �952 �58 �550 �255 0.541 0.406 �0.015 �0.115
Bu-5 343.5 �301 11 �402 �489 0.050 0.113 0.079 0.108
Bu-6 266.3 �309 236 �283 �254 0.051 �0.294 0.066 0.054
Bu-7 248.6 �402 47 �34 �306 0.211 0.003 �0.075 0.037
Bu-8 195.9 547 �163 122 301 �0.257 �0.201 0.057 �0.023

Ag-1 731.7 �773 384 �1239 �656 0.122 �0.132 0.317 0.095
Ag-2 624.6 �939 223 �871 �1006 0.335 0.049 0.129 0.068
Ag-3 596.7 �996 151 �805 �1014 0.346 0.126 0.080 0.165
Ag-4 458.3 �705 111 �770 �403 0.263 0.169 0.136 �0.002
Ag-5 396.9 �115 176 �505 �140 �0.068 �0.077 0.170 0.033
Ag-6 333.0 �619 209 �735 �822 0.098 �0.092 0.155 0.185
Ag-7 303.4 �488 95 �454 �126 0.226 0.091 0.066 �0.053
Ag-8 188.5 �189 176 �404 �285 �0.042 �0.202 0.128 0.081
Ag-9 160.7 �185 114 �149 �75 0.061 �0.106 0.026 0.010
Ag-10 106.7 20 �34 �89 �57 �0.028 0.083 0.033 0.017

Bg-1 620.8 �615 �11 �289 �694 0.245 0.131 �0.030 0.132
Bg-2 458.5 �309 178 �852 �635 �0.111 �0.081 0.267 0.181
Bg-3 344.1 �644 133 �249 676 0.268 �0.028 �0.049 0.124
Bg-4 140.1 �182 95 �287 �372 �0.012 �0.051 0.071 0.105
Bg-5 109.7 10 �67 154 156 0.067 0.0774 �0.062 �0.060

Applied Physics Reviews REVIEW scitation.org/journal/are

Appl. Phys. Rev. 9, 011315 (2022); doi: 10.1063/5.0078037 9, 011315-16

Published under an exclusive license by AIP Publishing

https://scitation.org/journal/are


constants from ellipsometry measurements.139 Passlack et al. (Ref.
145) also reported the static dielectric constants ranging between
9.93 and 10.2. Methods for obtaining these values as well as the direc-
tion(s) with which they occur were not detailed. It should also be
noted that Passlack et al. did not specify the phase of the Ga2O3 films
used in the published work.

The anisotropy among the high frequency dielectric constant
does not appear to be as extreme as the reported static dielectric con-
stants. Schubert et al. (Ref. 44) reports experimental values of 3.7(5),

3.7(1), and 3.2(1) for e1;a, e1;b, and e1;c� , respectively. Other theoreti-
cal values from Liu et al. (Ref. 132) and He et al. (Ref. 19) both show
anisotropy within the calculated high frequency dielectric constants.
Another study calculated a value of 3.57 (e1) determined from a
Cauchy dispersion model fit but was assumed to be isotropic.97 Values
for both the static and high frequency dielectric constants are com-
pared in Sec. XI.

3. Electrical properties

The electrical properties of b-Ga2O3 are of considerable interest
for power and RF device applications. These properties include the
electron affinity, electrical breakdown field, effective mass, and electron

FIG. 6. Evidence of non-negligible anisotropy in the valence band curvatures at the
C point of the Brillouin zone. The dashed red arrows represent two lowest vertical
band-to-band transitions with polarization along the b axis while the black arrows
represent transitions polarized within the a-c plane. Reproduced with permission
from Mock et al., Phys. Rev. B 96, 245205 (2017). Copyright 2017 APS (Ref. 86).

FIG. 5. Dispersion of Bu LPP modes for b-Ga2O3 within the monoclinic plane and vs plasma frequency parameters (see inset for labels). Black solid lines: LPP modes with
increasing carrier density, which is proportional to the square of the plasma frequency xp. Square symbols: Bu LPP modes. Full red circles: Bu TO modes. Green symbols:
experimental data. Reproduced with permission from Schubert et al., Appl. Phys. Lett. 114, 102102 (2019). Copyright 2019 AIP Publishing LLC (Ref. 140).

TABLE VII. b-Ga2O3 static dielectric constants reported in literature from experiment
and theory.

Static a a� b c c� Reference

FIR-IR SE 10.(9) 10.(8) 11.2 12.6 12.(7) 44
THz-SE 10.19 10.05 10.6 12.4 12.27 144
THz-PT 10.11 9.97 10.09 12.35 12.21 144
AC capacitance 10.2 10.87 12.4 43
Theory 10.84 11.49 13.89 132

High frequency a b c� Reference

SE 3.7(5) 3.7(1) 3.2(1) 44
Theory 3.85 3.81 4.08 132
Theory 2.86 2.78 2.84 19
SE 3.57a 97

aIsotropic thin film average.
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mobility among others. Reported electron affinity determined experi-
mentally using photoemission spectroscopy (PES) at room tempera-
ture along the (100) surface was 4.006 0.05 eV.146 The electrical
breakdown field is one of the material parameters that propelled
Ga2O3 into the spotlight, predominantly for high power and high volt-
age applications. The theoretical breakdown strength of 8 MV/cm
stems from the material’s ultra wide bandgap.40,147 The critical break-
down field strength seen experimentally has not reached the high theo-
retical value yet. Values include 0.54148 and 3.5 MV/cm for a lower
bound average and 5.3 MV/cm for a maximum field strength of a
MOSFET fabricated using MOCVD.149 The latter two values were
determined by using the electric field gradient approximation from the
given I–V data. A value of 3.5 MV/cm was also reported for vertical
Ga2O3 Schottky barrier diodes.150 Getting closer to the theoretical
value, Choi et al. (Ref. 102) reports much higher values of 7.6 MV/cm
at 250 �C. The ALD b-Ga2O3 samples deposited on Si exhibited very
low leakage current of 1 
 10�11 A at 1 MV/cm. It is notable that the
very high breakdown value was found using samples with an observed
optical bandgap of 5.4 eV at 250 �C determined using spectroscopy
ellipsometry.102 Other reported experimental values include 1.3 MV/
cm for a silicon d-doped b-Ga2O3 MESFET151 and 0.46 MV/cm for a
top-gated MOSFET.152 Values for the electron affinity and electrical
breakdown strength are listed and compared in Sec. XI.

The anisotropy of the electrical properties in bulk and thin films
is an important aspect of b-Ga2O3. Due to the octahedral GaO6 and
tetrahedral GaO4 lattice units as well as the low symmetry of the
monoclinic structure, it can be expected that the electrical properties
will exhibit anisotropy similar to what has been reported among the
thermal properties.59

The effective mass of the carriers is another important property. Of
interest are extrema within the band structure. The effective mass is
obtained from band structure calculations by interpolations for selected
bands. Usually, a band is plotted in high resolution around a Brillouin
zone point and the band energy vs reciprocal distance of wavevector
coordinate kj is then fitted using a second-order polynomial. The qua-
dratic term coefficients then correspond to the effective mass parameters

m?�1ð Þjj ¼
1

�h2
@2

@k2j
EðkÞ: (4)

The electron effective mass of b-Ga2O3 has been reported from
experiment as well as theory. Results from theory for the electron
effective mass of single crystal b-Ga2O3 typically fall around 0.28 me

with some deviation depending on the direction. Peelaers et al. (Ref.
85) found values between 0.27 me and 0.28 me that were directionally
dependent.85 Varley et al. reported a value of 0.281 me using HSE06
calculations.66 Mock et al. (Ref. 86) showed calculated anisotropy with
more directional dependence than Peelaers et al. Calculated values of
the effective mass were determined to be m�

a ¼ 0.224 me, m�
b ¼ 0.301

me, and m�
c ¼ 0.291 me using DFT calculation with Gau-PBE.86

Bechstedt et al. (Ref. 153) also theorized about anisotropy in the effec-
tive mass using density functional perturbation theory (DFPT) and
found values of mx¼my¼ 0.271 me and mz¼ 0.263 me. Furthm€uller
et al. (Ref. 92) found very little anisotropy within the effective mass
parameters from HSE calculations, only around 3.5% with values of
m�

a ¼ 0.272 me, m�
b ¼ 0.270 me, and m�

c ¼ 0.263 me.
92 He et al. (Ref.

19) used B3LYP hybrid functionals to calculate the band structure.
The effective mass values were obtained by fitting the energy

dispersion of the conduction band minimum to a parabolic function
along different k directions in the vicinity of C, and the effective elec-
tron mass parameters are found practically isotropic with 0.342 me.

19

Knight et al. (Ref. 42) observed the electron effective mass experi-
mentally investigating the optical Hall effect from two samples with
different surfaces of b-Ga2O3, (010) and (�201). For the (010) sample,
the effective mass was shown to be isotropic within the error bars of
the MIR-OHE method and fitting parameters. However, for the (�201)
sample, some anisotropy was observed, but still remained within the
uncertainty limits.42 Values for the experimental electron effective
mass produced by Knight et al. are shown in Table VIII in comparison
with results from various theoretical methods.

The flat valence band structure of b-Ga2O3 results in very large
effective hole mass parameters. The effective hole mass varies strongly
with direction and with band. Varley et al. (Ref. 66) estimated 0.4 me

for the effective hole mass from the band curvatures along the C-Z
direction, and 0.40 me along the C-A direction at the top of the valence
band. Yamaguchi (Ref. 82) used a first principles full-potential linear-
ized augmented plane wave method and obtained a valence band
maximum at the E line connecting the Z and M points, and curvature
parameters were provided for this point, which are also heavily aniso-
tropic (mxx ¼ 6:14 me, myy ¼ 2:0 me, mzz ¼ 4:19 me). Mock et al.
(Ref. 86) highlight DFT determined hole effective mass parameters
involving the valence bands for the lowest band-to-band transitions
with anisotropy being non-negligible as seen in Fig. 6. For b-Ga2O3,
the effective hole mass parameters are calculated for the three of the
four uppermost valence bands at the C point, which are involved in
the three lowest-energy band-to-band transitions.86 In agreement
between theory and experiment, it was observed that each of the tran-
sition is polarized nearly parallel to one of the monoclinic lattice direc-
tions with some small deviations in the monoclinic plane. It was noted
that the polarization direction for each transition is nearly identical
with the direction along which the strongest curvature occurs within
the valence band associated with the transition.

The lowest transition is between the top valence band (index 1)
and the bottom of the conduction band, and polarized nearly along
direction c. The curvature of band 1 is 0.409 me, the second transition
is between the second top valence band (index 2) polarized nearly par-
allel to a, and the curvature is 0.409 me. The third transition is between
the fourth valence band (index 4) and the bottom of the conduction
band, and polarized along direction b. The curvature of band 4 along
b is 0.566 me. For each band, the reported curvature is the lowest
among all other directions.86

TABLE VIII. Experimental and theoretical anisotropic conduction band effective
mass parameters for b-Ga2O3. Experimental values determined using mid-IR optical
Hall measurements. Effective mass in units of me.

Expt. m�
a m�

b m�
c Reference

(010) 0.2886 0.044 0.2836 0.046 0.2866 0.044a 42
(�201) 0.2956 0.039 0.2766 0.037 0.3116 0.044a 42
Calc.
Gau-PBE 0.244 0.301 0.291 86
HSE 0.272 0.270 0.263 92
DFPT 0.271 0.271 0.263 153

aParameter determined for direction c? .
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Presently, the full extent of lattice anisotropy and its influence on
electrical transport properties is not fully understood.44,59 The carrier
mobility, or electron mobility in the case of b-Ga2O3 is a highly
researched property pertaining to improving power device perfor-
mance. Jeon et al. (Ref. 154) highlights the vast amount of research
that has been reported in the literature on the electron mobility of
b-Ga2O3 for various deposition methods and carrier concentrations
(Fig. 7). Special attention is made for the values that fall to the right of
the dashed model line, representing experimental mobilities reported
for highly doped samples. The work of Jeon et al. is represented by the
solid red stars. This work is currently the highest electron mobility
reported for b-Ga2O3 samples doped above 1020 cm�3. Jeon et al. dis-
cuss how passivating or eliminating unintentional acceptors is key to
increasing mobility in highly doped films. They state that while other
mechanisms of scattering could be impacting the mobility, the higher
mobility is driven by the decreased NA/ND compensation ratio. Other
data points in Fig. 7 that fall to the right of the dashed model line likely
have lower NA/ND ratios improving their mobility relative to the
model. As highlighted by Ma et al. (Ref. 155), ionized acceptor impuri-
ties greatly reduces the carrier mobility at high doping, wherein clean
material enables superior mobilities exceeding the model shown as a
dashed line in Fig. 7, which assumes significant compensation. While
this model captures many essential qualities for carrier density depen-
dent doping, it does not incorporate the still nascent understanding of
the crystal anisotropy effects in transport.

Anisotropy of the carrier mobility and its origin have disagree-
ments in the literature.14,167 Phonon interactions within b-Ga2O3 are
important to consider when discussing mobility as there are so many
modes compared to GaN.44,134 Gosh and Singisetti (Ref. 168) first dem-
onstrated the role of polar optical phonon scattering in limiting the
low-field mobility to estimated 115 cm2/(V s) in b-Ga2O3, and studies
of field-velocity and electron mobility as a function of phonon–plasmon
coupling, considering anisotropy and confinement were reported.169–171

Ma et al. (Ref. 155) observed that polar optical phonon scattering is the
main factor limiting the electron mobility below 200 cm2/(V s).155

Estimating electron mobility using experimental data from Sn-doped
samples produced a value of 300 cm2/(V s).147 Unintentionally doped
samples at room temperature and 54K yielded experimental Hall
mobility values of 176 and 3481 cm2/V s, respectively.76 One of the

highest low temperature mobility values currently seen in the literature
was reported by Seryogin et al. and Agnitron Technology (Ref. 172)
with a mobility value of 23400 cm2/(V s) at 32K. At room temperature,
Hall mobility measurements using a Van der Paul configuration
resulted in a value of 130 cm2/(V s),57 while Si doped EFG samples had
a Hall mobility of 93 cm2/(V s).136

Single crystal room temperature electron mobility in b-Ga2O3

presently are 10–20-fold smaller than electron mobility in GaN.155,173

Ueda et al. report anisotropic electron mobility along b and c axes on
(100) oriented UID (Ne¼ 5.2
 1018cm�3) floating zone single crystal
with larger room temperature mobility parallel b [46 cm2/(V s)] than c
[2.6 cm2/(V s)]. The authors hypothesized that a heavy anisotropic
electron effective mass is the reason for the observed anisotropy; how-
ever, it is now known to require different reasons since the effective
electron mass was found nearly isotropic at room temperature and for
similar carrier densities.42,59 There have been reports of carrier mobil-
ity variations across different directions in the crystal as well as differ-
ent crystallographic orientations. The carrier mobility measurements
reported by Ueda et al. (Ref. 59) show strong anisotropy that was
stated to be a result of conduction band anisotropy. Villora et al. (Ref.
61) investigated floating zone single crystals grown along different
directions using different ceramic seeds, and determined room tem-
perature mobility values of 83, 78, and 98 cm2/(V s) along directions a,
b, and c, respectively.61 Similar values were reported from room tem-
perature IR ellipsometry investigations for a large set of single crystals
with no systematic order with respect to crystal directions.140 On the
other hand, many experimental works report no observation of signifi-
cant anisotropy in carrier mobility.57,174

Kang et al. (Ref. 103) published first principles calculations of the
fundamental electron mobility limit within b-Ga2O3. The findings aim
to address the contradictions seen among previous experimental and
theoretical works regarding carrier mobility anisotropy and to identify
possible origins. Experimental measurements show that there is a large
decrease in the room temperature electron mobility as the electron
density is increased from 1017 to 1020 cm�3.57,71 The theoretical find-
ings from Kang et al. do not agree with this, in fact, the calculated
mobility increases with increasing carrier density from 1017 to
1020 cm�3. Compensation was not accounted for in the theoretical
results, and Kang et al. concluded that compensation centers present

FIG. 7. Dependence of electron mobility vs
carrier concentration for homoepitaxial b-
Ga2O3 deposited on b-Ga2O3 substrates.
Figure reproduced with permission from Jeon
et al., Appl. Phys. Lett. Mater. 9, 101105
(2021). Copyright 2021 AIP Publishing LLC
(Ref. 154). References for data points within
the figure are as follows: Refs. 71, 72, 76,
and 154–166.
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in the material were the cause of the experimentally observed decrease
in mobility. As electron carrier concentration increases, the suppres-
sion of mobility from the compensation centers is increasingly appar-
ent. Similar to Peelaers et al. (Ref. 85), Kang et al. also computed a
nearly isotropic conduction band using a HSE hybrid functional. The
calculated mobility results show little anisotropy, less than 30% differ-
ence between different directions. This is significantly less anisotropy
than what was shown experimentally by Ueda et al. (Ref. 59). There is
even a weak anisotropy among the electron–phonon scattering, which
could be seen as surprising given the nature of the monoclinic lattice.
Kang et al. conclude that the large anisotropy that is seen experimen-
tally is not an intrinsic property of b-Ga2O3 but rather a result of
extended defects within the material such as twin boundaries. These
boundaries may play a large role in scattering electrons.57,103,167 Zhang
et al. (Ref. 175) used a refined ensemble Monte Carlo method to inves-
tigate the low-field electron transport considering acoustic deforma-
tion scattering, ionized impurity scattering, and polar optical phonon
scattering. A room-temperature low-field mobility of 110 cm2/(V s)
was obtained, while anisotropy was not considered.

Using non-contact optical Hall-effect measurements on two dif-
ferent surfaces, Knight et al. (Ref. 42) experimentally found nearly iso-
tropic mobility values around 44 cm2/(V s) across all three axes with a
carrier concentration of 6 
 1018 cm�3 on the (�201) surface. The val-
ues are considered nearly isotropic. Measurements on a (010) surface
found the mobility that was also nearly isotropic around 42 to 45 cm2/
(V s) with a carrier concentration of 4.1 
 1018 cm�3.42 Oishi et al.
measured room temperature mobility of 153 cm2/(V s) using a
Schottky barrier on a (�201) surface and reported a maximum mobility
of 886 cm2/(V s) at 85K. Optical phonon scattering and ionized impu-
rity scattering were suggested as dominant mechanisms impeding
transport for temperatures >200 and <100K, respectively.176 Villora
et al. (Ref. 120) used van der Pauw geometry and Hall effect measure-
ment on a-cut float zone single crystal and measured room tempera-
ture mobility of approximately 110 cm2/(V s).120 Galazka et al. (Ref.
54) reported van der Pauw and Hall effect measurement mobility
parameters on (100) cleavage planes on numerous Czochralski grown
single crystals under different atmospheres (CO2, Ar, O2) and list val-
ues from 110 to 150 cm2/(V s).54

E. Doping and defects

b-Ga2O3 is a unique ultra wide bandgap material because it can
be doped n-type with substitutional shallow donors (1013 to 1020

cm�3) and achieve a very wide range of conductivity. A carrier con-
centration of 1020 cm�3 is considered to be the upper limit and was
shown by Ahmadi et al. (Ref. 157) in Sn doped thin films. In this sec-
tion, we briefly summarize literature on the effects of doping (donors
and acceptors) on conductivity, bandgap, and thermal properties of
b-Ga2O3. For more detailed reviews, the reader is highly encouraged
to consult existing literature.14,177

The most researched group IV dopants include silicon, germa-
nium, and tin, where silicon and germanium substitute on the tetrahe-
dral Ga(I) site and tin does so onto the octahedral Ga(II) site. Group
VII dopants include chlorine and fluorine that will both go to the three-
fold O(I) site.66 Silicon has a �40% atomic radius difference with gal-
lium, whereas the atomic radii difference between germanium and tin
with gallium is only �16% and þ14%, respectively.120 Thus, germa-
nium and tin offer good spatial fits for the gallium cationic site. With

regard to oxygen vacancies, as mentioned earlier, Varley et al. (Ref. 66)
have shown that even though such vacancies should act as donors, the
levels are energetically too deep to induce electrical conductivity in oth-
erwise undoped b-Ga2O3 crystals. Thus, any unintentional doping in b-
Ga2O3 is caused by impurities introduced during growth, most notably
silicon.66 Gallium vacancies, on the other hand, create three dangling
oxygen bonds (thus, a triple acceptor), leading to effective donor com-
pensation and reduced free-electron concentration.178

One of the first reports of controlled silicon doping of b-Ga2O3

crystals used a float zone method with feed rods forming a controlled
mixture of SiO2 and Ga2O3.

120 This yielded b-Ga2O3 crystals with a
silicon concentration that ranged from 1016–1018 cm�3 and showed
that at lower doping concentrations, most of the silicon was incorpo-
rated into the crystal. If the doping concentration was higher, the
amount of silicon incorporation was lower, usually 5% of what was in
the feed rod. With increasing silicon in the feed rod, the crystal’s con-
ductivity continued to increase with a value of up to 50 X�1 cm�1 for
the highest doped crystal. This supports the findings that electron con-
ductivity is related to doping (silicon specifically in this case) and not
oxygen vacancies.

It has also been shown that if b-Ga2O3 is annealed in oxygen, the
free electron density will be decreased, but if annealed in the presence
of nitrogen or hydrogen, there will be an increase in the conductivity
(n-type).14 Tadjer et al. (Ref. 179) studied the effects of annealing
Ga2O3 in nitrogen and oxygen. Annealing in the presence of nitrogen
showed a free carrier concentration increase seen using electrochemi-
cal C-V and electron paramagnetic resonance. Annealing in the pres-
ence of oxygen resulted in a suppression of the electron conductivity
which significantly reduced diode forward bias current.179

Rafique et al. (Ref. 109) have studied the effect of doping on the
bandgap of heteroepitaxial Ga2O3 on sapphire. An increase in
bandgap from 4.69 to 4.716 eV for n-type doping concentrations of 1

 1016 to 2.52 
 1018 cm�3 was reported. Burstein–Moss band filling
was found to be the reasoning behind this increase. At even higher
doping level, when electron concentration increased from 6.23 
 1018

to 3.05
 1019 cm�3, there was a narrowing of the bandgap from
4.7 eV to 4.68 eV. The decrease is due to Mott semiconductor–metal
transition, which is found to theoretically occur around 4
 1018 cm�3

for b-Ga2O3.
180 A distribution of impurities in highly doped semicon-

ductors can also lead to band narrowing from electrostatic potential
fluctuations. When doping concentration is increased beyond 7.23

 1019 cm�3, the bandgap widens again due to the Burstein–Moss
effect and the bandgap renormalization effect taking over.109

Theoretical investigations on the possibility of p-type conductivity
in b-Ga2O3 have shown that, due to the strong localization of the holes
in the material, substitutional p-type doping of this material will most
likely not be possible. Any holes localized around oxygen sites will be
practically unable to drift within the crystal lattice regardless of a present
electrical field. This results in a very low or even negligible hole mobility
for b-Ga2O3.

181,182 Several approaches to overcoming this significant
technological hurdle have been proposed, of which the metal-nitrogen
co-doping approach proposed by Yan et al. (Ref. 183) and the Bismuth
alloying approach proposed by Cai et al. (Ref. 184) could be most prom-
ising. In the former, Yan shows via density functional theory calcula-
tions that when b-Ga2O3 is co-doped with magnesium or zinc as donor
and nitrogen as acceptor species, the energy levels for nitrogen are sig-
nificantly reduced to 0.16 and 0.01 eV, respectively.183 Furthermore,
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using electron-poor metals for co-doping also hinders the formation of
compensating vacancy defects. In the bismuth alloying approach, Cai
et al. show that adding even a few percent of bismuth to form a dilute
(BixGa1�x)2O3 alloy facilitates the formation of an intermediate valence
band which lowers the acceptor energy.184

Deep acceptor levels also play a role in the conductivity and the
extremely low hole mobility and should be considered as well.185,186 Neal
et al. showed that iron doping resulted in a deep acceptor behavior that
still resulted in the crystal being weakly n-type and the iron acceptor
energy was reported to be 860meV relative to the conduction band.186

Deep acceptors were considered by Peelaers et al. (Ref. 185) in a first
principles study. Their findings concluded that dopants in b-Ga2O3

often result in deep acceptor levels that occur more than 1.3 eV above
the valence band maximum. These defects further hinder the possibility
of any p-type conductivity within b-Ga2O3. However, deep acceptors are
beneficial for creating highly insulating layers within devices.185

Schubert et al. (Ref. 140) have reported that the presence of free
charge carriers as a result of doping Ga2O3 causes both the frequency
and polarization direction of the LO-phonon plasmon coupled modes
to shift (see also Fig. 5).140 Doping has also shown to play a role in
affecting the thermal conductivity. When doping with tin or iron, it
was shown that the thermal conductivity was lower than an undoped
sample. These dopants increase the phonon scattering, which causes a
decrease in thermal conductivity.14,187

Vibrational spectroscopy is a viable method to identify polariza-
tion dependencies with principal dielectric axes of lattice defect-related
IR absorptions in b-Ga2O3, as shown by Portoff et al. (Ref. 188) who
identified the dominant O-H center as a Ga(1) vacancy-2H[VGa(1)]-
2D center.

It is further noted that Kumar and Singisetti used first principles
and calculated the thermoelectric transport coefficients, Seebeck coeffi-
cient, Peltier coefficient, and electronic thermal conductivity in b-
Ga2O3 for a wide range of temperatures and doping densities.189 The
room temperature Seebeck coefficient was found to be �341 lV/K,
which is high compared to that of the other commonly studied semi-
conductors. Kumar and Singisetti suggest the larger Seebeck coefficient
is due to the higher density of states arising from comparatively high
electron effective mass. b-Ga2O3 thin films also exhibit a bandgap
dependence on the dopant concentration of 1 
 1016–2.52 
 1018

cm�3 showing an increase in the bandgap from 4.69 to 4.716 eV.109

F. Polymorphs

The other polymorphs of Ga2O3 are metastable; however, they
are still of interest for device applications. The phases a, e, and j pos-
sess slightly larger bandgaps and potential bandgap engineering that
could offer advantages for power applications. Investigations into thin
films of a and e-phase have gained considerable traction in the litera-
ture.190–192 The remaining phases, d and c, are currently less known
and scarcely researched due to lack of high quality samples and diffi-
culty in synthesis. Figure 8 highlights the various crystal structures of
the five Ga2O3 polymorphs.

There are conflicting reports of the crystal structure and lattice
parameters of a-Ga2O3 as referenced by Roy and Hill,15 and
Zachariasen.193 Published 17 years before Prewitt’s findings,29 Roy
and Zachariasen state the crystal structure of the a-phase polymorph
is hexagonal with only one lattice parameter reported; a¼ 5.31 Å.15,193

This hexagonal structure is in disagreement with the now widely

FIG. 8. Schematics for the crystal structure of the metastable Ga2O3 consisting of (a) trigonal/rhombohedral a-Ga2O3 belonging to space group R�3C (#167) with the c-axis ori-
entated upwards, (b) cubic c-Ga2O3 belonging to space group Fd�3m (#227) with the c-axis orientated upward, (c) body centered cubic d-Ga2O3 belonging to space group Ia�3
(#206) with the c-axis orientated upward, (d) hexagonal e-Ga2O3 belonging to space group P63mc (#186) with the c-axis orientated upward, and (e) orthorhombic j-Ga2O3

belonging to space group Pna21 (#33) with the c-axis orientated upward. Purple, Ga; red, O.
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accepted rhombohedral crystal structure.29,30 Recent studies discuss
the thermal stability of the a-phase as well as the limitations on
growth. The a-phase has been a cost-effective alternative polymorph
to b-Ga2O3 that is considered thermodynamically semistable. The
corundum structure allows for growth on sapphire as well as for alloy-
ing with other corundum oxides, including Al2O3, rh-In2O3, and a-
Fe2O3.

194 Opportunities for future device design also can arise from
integration with isostructural p-type oxides, such as Rh2O3 or Ir2O3,
and ferromagnetic or ferroelectric oxides, such as a-Fe2O3, a-Cr2O3,
a-V2O3, or ScFeO3.

195 Of note, the bulk modulus of a-Ga2O3 is notice-
ably higher than of b-Ga2O3.

19,113

The limitations of a-Ga2O3 come from the polymorph’s thermody-
namically semistable nature and the difficulties to obtain isomorphic
material depending on growth and annealing conditions. Higher growth
temperatures and higher annealing temperatures result in the formation
of b-phase within the a-phase. The inclusions of b-phase structures
begin to appear when temperatures reach around 550 �C.194,196,197 Below
this temperature, the optical bandgap of a-Ga2O3 is around 5.25 eV. At
higher annealing temperatures with the inclusions of b-phase, the
bandgap is decreased to around 4.75 eV.197 State-of-the-art growth
methods such as MBE or MOCVD are still beginning to be explored.
No isomorphic growth using MOCVD is reported yet.198 It appears that
only limited film thickness can be obtained for isomorphic a-Ga2O3 on
sapphire using MBE (� 0.3nm on c-plane, 14nm on a-plane, 200nm
onm-plane). Jinno et al. (Ref. 199) reported growth of isomorphic high-
quality corundum-structure Ga2O3 on m-plane sapphire by plasma
assisted molecular beam epitaxy (PAMBE). The film thicknesses and the
growth rates were in the range of 52–84nm and 0.43–0.7nm/min,
respectively. The large lattice mismatch between a-Ga2O3 and sapphire
may be overcome by the growth of thick films and using techniques
such as grading the composition from Al2O3 to Ga2O3, thereby reducing
the dislocation density. Very low growth rates make this a challenging
task. Jinno et al. (Ref. 200) obtained reduced edge dislocation density a-
Ga2O3 thin films on sapphire substrates by depositing first quasi-graded
a-(AlxGa1�x)2O3 buffer layers, and structural studies revealed that most
strains remained in the graded buffer layers. High-purity material has

been reported using HVPE at high growth rates. Oshima et al. (Ref. 201)
obtained rates over 100 lm/h on c-plane sapphire. Epitaxial lateral over-
growth (ELO) was reported to reduce the dislocation density to less than
5
 106 cm�2.202 Using double ELO, no detectable dislocations were
found in TEM investigations.203 The addition of Al to the precursor
chemistry was shown to increase thermal stability and suppress the for-
mation of the b-phase, leading to the formation of a-phase (AlxGa1�x)2
O3 up to 20% alloy composition with the measured bandgap of 5.95 eV.
Specifically, the formation of b-phase was observed after annealing at
800 �C for a-(AlxGa1�x)2O3 grown at 650 �C with 2.5% Al. Increasing
the growth temperature to 800 �C and the Al ratio to 20% enabled the
films to be annealed up to 850 �C without b-phase presence detected via
X-ray diffraction. The addition of Al was shown to increase thermal sta-
bility and to decrease the presence of b-phase all while increasing the
operation and growth temperature of the a-phase before the onset of b
formation. With the Al alloying, the growth temperature without beta
phase presence was shown to increase up to 150 �C while widening the
bandgap up to 6.0 eV.194

Sharma and Singisetti (Ref. 204) calculate the band structure of
a-Ga2O3 from first principles calculations in agreement with He
et al.19 The electronic structure using a HSE hybrid functional is com-
pared with the LDA electronic structure in Fig. 9. The indirect
bandgap at the C-F symmetry line is narrowly (0.05 eV) lower than
the direct C-point transition. As is typical, the LDA level electronic
structure calculation results underestimate the bandgap energy.

a-Ga2O3 has been shown to have a large exciton binding energy
of 110meV using a fitting of the first derivative of the absorption curve
on the bandgap.205 Segura et al. (Ref. 205) determined bandgap ener-
gies for the two lowest-energy allowed transitions accounting for the
excitonic binding energy using fitting parameters, optical transmission,
and ellipsometry data. At room temperature, the bandgap energies
across four samples ranged from 5.60 to 5.62 eV for the lowest transi-
tion. The second lowest transition ranged from 6.28 to 6.44 eV for two
samples at room temperature. Bandgap energies were also reported at
6K. Energies ranged from 5.718 to 5.722 eV for the lowest transition
and a single value of 6.39 eV for the second lowest transition. This

FIG. 9. Electronic band structure of a-
Ga2O3 in comparison between HSE
hybrid functional and LDA level DFT cal-
culations. The indirect gap is narrowly
smaller than the direct gap. Reproduced
with permission from Sharma and
Singisetti, Appl. Phys. Lett. 114, 032101
(2021). Copyright 2021 AIP Publishing
LLC (Ref. 204).
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temperature dependence of the bandgap is thought to be due to the
electron–phonon interactions.205

In a 2021 report byHilfiker et al. (Ref. 206), the band structure, exci-
tonic contributions, band-to-band transitions, and the anisotropy of a-
Ga2O3 were determined. The band structure was produced using hybrid-
level-DFT and highlights the uppermost valence bands that are involved
in the lowest band-to-band transitions. Calculated bandgap energies
determined using hybrid-level-DFT for the ordinary and extraordinary
directions are found to be 5.25 and 5.266 eV, respectively. The lowest
band-to-band transitions were reported experimentally using ellipsome-
try for E0;? (ordinary direction) and E0;k (extraordinary direction) with
values of 5.46 and 5.62 eV, respectively. This reveals clear anisotropy that
has been mostly neglected prior to Hilfiker et al. (Ref. 206). A calculated
quasiparticle gap value for the extraordinary direction of 5.625 eV was
reported by Furthm€uller et al. (Ref. 92), in good agreement with the
experimental value for the same direction from Hilfiker et al. Excitonic
contributions are also present as a result of the anisotropic band structure
of a-Ga2O3. The first is the excitonic contribution containing a small
binding energy of 7meV belonging to the M0-type (?) transition. The
second excitonic contribution contains a larger binding energy of
178meV associated with the M1-type (k) transition.206 With respect to
the calculated excitonic effects, the absorption edge of b-Ga2O3 resides
much lower in energy when compared to the rhombodehral Ga2O3 poly-
morph.92,93 Hilfiker et al. present data containing a wider spectral range
and more accurate assignments of the critical points within the band
structure when compared to previous reports. The effective mass param-
eters also experience anisotropy as a result of the anisotropic valence
bands and rather isotropic conduction band structure. The reduced effec-
tive mass parameters for the lowest three transitions are 0.18 me for the
ordinary transition and 0.14me for the extraordinary transition.

206

The phonon modes for a-Ga2O3 have also been reported.30,207 In
2015, Cusco et al. studied the lattice dynamics and phonon modes
stating that the irreducible representation for the a-phase,

Caco ¼ 2A1g þ 2A1u þ 3A2g þ 2A2u þ 5Eg þ 4Eu:

The Raman active modes consist of 2A1g and 5Eg while the IR
active modes are 2A2u and 4Eu. The silent modes consist of 2A1u and
3A2g. Measured phonon mode frequencies for the Raman active modes
were reported by both Cusco et al. (Ref. 207) and Feneberg et al. (Ref.
30) and showed good agreement. Feneberg et al. has also produced
detailed works on the IR active modes.30,208 In the earlier of the two
works (Ref. 208), calculated IR active modes were reported for xTO of
both A2u and Eu. Calculations show that there should be two A2umodes
and four Eu modes. The Eu modes appear to pose an issue as only three
of the four modes are observed experimentally. The mode with the low-
est calculated frequency (220 cm�1) does not appear experimentally in
either of Feneberg’s works as it was outside the spectral range of the
experimental capabilities. Reported values are listed in Table IX.

In a recent work, Stokey et al. report on a combined far infrared
and IR ellipsometry study and DFT calculations at the LDA and GGA
levels and obtain all optical phonon modes, including longitudinal fre-
quencies from experiment and all Brillouin zone center modes from
calculation. The authors compare all results for gallium oxide with the
isostructural compound sapphire. Overlap calculations are provided
for all phonon mode eigenvectors, and the authors discuss the pre-
dicted evolution of all Raman, silent, and IR-active modes into the ter-
nary alloy system and whether modes may form single mode or more

complex mode behaviors. Stokey et al. also provide the first experi-
mental assessment of the static dielectric constant for rhombohedral
structure gallium oxide (eDC;k ¼ 18:016 0:16 and eDC;? ¼ 12:14
6 0:11).209 Reported values are also listed in Table IX. Sharma and
Singisetti (Ref. 204) recently also provide anisotropic static and high
frequency dielectric constants and zone center phonon modes from
first principles.

Sharma and Singisetti (Ref. 204) report an isotropic effective elec-
tron mass of 0.25 me from first-principles studies. Anisotropy was evi-
dent in the electron effective mass of the a-Ga2O3 samples studied by
Feneberg et al. (Ref. 30) using ellipsometry and the plasma frequency
derived from the anisotropic dielectric functions. Perpendicular to
[0001] the effective mass was 0.297 me? while parallel to [0001] had
an effective mass of 0.316 me k. These values were determined from
the highest doped sample containing an electron concentration of
n¼ 1.1
 1019 cm�3.

The effective mass values for a-Ga2O3 are higher than those typi-
cally seen in moderately doped b-Ga2O3 samples.30,42 Feneberg et al.
(Ref. 30) expect nonparabolicity in the conduction band of a-Ga2O3,
and hence, the conduction band bottom effective mass parameters
should be smaller, and also anisotropic similar to rutile SnO2.

210

Sharma and Singisetti (Ref. 204) estimate the low field electron
mobility in a-Ga2O3 from first principles calculations considering full
phonon energy dispersions. Evaluation of the electron mobility is per-
formed including effects of the polar, nonpolar, and ionized impurity
scattering mechanisms. The authors find a room temperature limit of
approximately 220 cm2/(V s) mostly limited by the polar optical pho-
non scattering at an electron density of 1.0
 1015 cm�3.

The cubic c-phase was originally thought to be analogous to c-
Al2O3 but attempts at preparing the polymorph and testing via XRD
yielded no such relationship,193 more than likely due to very poor crys-
talline quality of the samples. In more recent studies, Oshima et al.
(Ref. 25) reported epitaxial growth for c-phase films of the cubic
spinel-defect structure. Undoped samples not only resulted in poor
crystalline quality, but also exhibited a transition to the beta phase.

TABLE IX. a-Ga2O3 Raman, silent, and IR-active phonon mode frequencies (cm
�1)

from experiment.

Mode l¼ 1 l¼ 2 l¼ 3 l¼ 4 l¼ 5 Reference

Raman
A1g 218.0 574.3 30a

218.2 569.7 207b

Eg 241.9 286.8 328.0 431.3 688.4 30a

240.7 285.3 328.8 430.7 686.7 207b

IR
A2u(TO) 271.3 546.6 30a

A2u(TO) 270.8 547.1 209a

A2u(LO) 461.8 702.3 209a

Eu(TO) 333.2 474.1 571.7 30a

Eu(TO) 333.4 469.9 562.7 208a

Eu(TO) 221.7 334.0 469.5 568.5 209a

Eu(LO) 221.9 390.0 564.3 718.3 209a

aExp—Spectroscopic ellipsometry.
bExp—Polarized Raman scattering.
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Doping with Mn was shown to be an effective way of increasing crys-
talline quality and overall stability. Conclusions were made that along
with doping, the crystalline quality was heavily influenced by growth
substrate and substrate temperature.25,211 Cubic c-Ga2O3 was shown
to have a lattice parameter of a¼ 8.237 Å calculated from the Rietveld
refinement26 and the ability to be grown on cubic spinel structures.25

The bandgap of c-Ga2O3 was estimated to be 5.0 eV for a direct transi-
tion and 4.4 eV for an indirect transition.25

The C-type rare earth structure of d-phase is also a cubic struc-
ture and is similar to bcc-In2O3 and Mn2O3 meaning it must have
octahedral metal sites.15,26 Later studies dispute the initial findings of a
d-phase polymorph from Roy et al., (Ref. 15), stating that the very
poor crystalline d-phase is not a distinct polymorph but is a mixture of
b and e phase. By having similarities with the b-phase, the metal sites
cannot be solely octahedral but must be shared across the tetrahedral
and octahedral sites. Neutron diffraction data support that the d-phase
is merely a nanocrystalline e-phase.26 d-phase Ga2O3 is also considered
an isomorph of Ti2O3.

15 The specific phase of Ti2O3 was not specified.
In the early 1950s, Roy et al. (Ref. 15) used powder x-ray diffrac-

tion to determine that e phase was distinctly different from the charac-
teristics of c and d phase with a symmetry that is predicted to be lower
than hexagonal or tetragonal; however, the structure was unable to be
determined and no lattice parameters were reported. Roy et al.
describe this phase as being a definite structure, supported by the
observations they made on GaAlO3. They concluded that at 100� (no
unit given) above the equilibrium transformation temperature, there
exists the formation of solid e-phase solutions.15 In the work by Bosi
et al. (Ref. 212), much attention has been brought to possible methods
of stabilizing and promoting the nucleation of the e polymorph in
2020. Multiple growth methods such as HVPE, MOCVD, MBE, and
PLD were examined as well how the addition of Cl, H, Sn, and In dur-
ing the growth process played a role in polymorph stabilization. The
detailed work by Bosi et al. is driven by (i) e possessing higher symme-
try than b-Ga2O3, (ii) the piezoelectric properties of e-Ga2O3, and (iii)
growth on widely available and cheap sapphire substrates.212

Recently, more work has been published on the e-phase, bringing a
better understanding to this phase and the relation to j-phase. It was
believed that j-phase was simply another name for e-phase as they were
so similar. It was initially reported that e-phase was orthorhombic (space
group Pna21) with lattice constants a¼ 5.120 Å, b¼ 8.792 Å, and
c¼ 9.410 Å.20 In contradiction to the orthorhombic e-phase, Rietveld cal-
culations showed a hexagonal structure with lattice parameters a¼ 2.904
Å and c¼ 9.255 Å.26 In 2017, Cora et al. (Ref. 16) published a report
specifying their findings on the relationship between e-phase and j-
phase, again partly contradicting Yoshioka et al. (Ref. 20) who found e
and j-phase were the same. The e-phase is considered to be the second
most stable phase behind b and classifies the e-phase as hexagonal with
4H close-packed oxygen stacking and j-phase as orthorhombic. The
ordering scheme for the Ga atoms within the hexagonal e-phase is the
cause of the j-phase. This stems from edge sharing of the octahedral Ga
atoms, corner sharing of the tetrahedral Ga atoms, and the formation of
octahedra zig-zag ribbons as highlighted in Fig. 8(e). Reported lattice con-
stants for the orthorhombic j-phase are a¼ 5.0463 Å, b¼ 8.7020 Å, and
c¼ 9.2833 Å.16

The conclusions drawn from this study show that the ortho-
rhombic j-phase is not just another name for e-phase, but is instead
an ordered subgroup of the hexagonal phase. The difference being the

Ga atomic arrangement between the oxygen planes of the structure.
Success in growing j-phase thin films via heteroepitaxial PLD growth
with high crystalline quality that has the potential to be an alternative
for b-phase layers among devices has been shown in the literature
recently.17 Increasing the substrate temperature during growth showed
an increase in crystalline quality as well. The lattice constants were in
better agreement with the values by Cora et al. than Yoshioka et al.
and were shown to be a¼ 5.066 Å, b¼ 8.700 Å, and c¼ 9.261 Å.
Along with comparable crystalline quality to the b-phase, the j-phase
was shown to have a bandgap of around 4.9 eV.17 In one of the more
recent works on j-Ga2O3, Cora et al. (Ref. 213) followed up their 2017
work by detailing the phase transitions of the j-phase toward both the
c-phase and thermodynamically stable b-phase. A detailed TEM study
involving both in situ and ex situ conditions were carried out. With an
increase in temperature up to 950 �C under vacuum, j-Ga2O3 quickly
transitions to b-Ga2O3 via an exothermic transition. The heating rate
was the driving factor behind the speed of the transition. When sam-
ples were annealed ex situ in air, j-Ga2O3 transitions to c-Ga2O3

where the oxygen partial pressure and heating rate were the driving
factors. It should be noted that this transition was considered to be an
intermediate step occurring before the final exothermic transition to
b-Ga2O3, only seen under ex situ conditions.213

Similar to the AlGaN system,214,215 the hexagonal epsilon phase
of Ga2O3, and its alloys with In and Al are anticipated to possess pie-
zoelectric and spontaneous interface charges. This also means that Ga,
Al, or O terminated surfaces should reveal different surface charge
accumulations, also depending on the state of strain across a given het-
erointerface. Thus, also the surface polarity will most likely matter in
epitaxial growth of the epsilon phase [Fig. 8(d)], and affect device per-
formance. Similar piezoelectric and spontaneous interface charge
properties are known for the wurtzite-structure Zn(Mg)O system.216 It
is noted in passing that combinations with ferroelectric oxides offer
many fascinating device architectures.217–219

Figure 10 highlights the variation of the bandgap energies across
five of the six polymorphs. The bandgap energies for the b phase
grouped into three approximate directions to describe the drastic anisot-
ropy within that phase for the first three fundamental transitions. The
experimental b-phase values labeled � denote measurements of the onset
of absorption. The remaining b-phase experimental values were deter-
mined from SE and are noticeably higher in energy than the values for
the onset of absorption because of the inclusion of excitonic effects,
which the absorption measurements neglect. There is also a clear trend
among the sets of experimental b-phase values. For both the onset of
absorption and SE measurements, the trend of b> a> c is present. The
variation of roughly 0.5 eV can be considered a large dispersion even for
such a widely researched phase. The dispersion in values is even larger
for the a-phase as it begins to gain popularity across literature. As seen
from the plot, there are very limited values for the lesser known c, e, and
j polymorphs with none available for the d polymorph. Considering the
similarities that e and j share, it comes as no surprise that the plotted
values vary by less than 0.1 eV. The lack of values for certain poly-
morphs is also due to the unavailability and difficulty of obtaining high
quality material growths amenable to performing bandgap studies on.

G. Alloys

As research continues to accelerate and improve for b-Ga2O3,
new investigations are arising for the complex alloys between Ga2O3
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and Al2O3 and/or In2O3. These alloys offer a unique solution to some
of the issues and problems currently plaguing Ga2O3 power devices.
Of note is the possibility of controlled bandgap engineering. More
research and progress is needed to increase growth capabilities and
availability of bulk and thin film samples of these alloys.

Gallium oxide alloys have gained considerable traction in
research due to increased considerations and implementation into
power, RF, and optoelectronic device applications. Each alloy will
likely warrant their own reviews; however, a brief discussion of some
pertinent alloys follows. Alloying allows for alterations to the electronic
and material properties of Ga2O3 such as bandgap and crystal struc-
ture. Choosing a specific alloy to incorporate into Ga2O3 thin films
and bulk crystals is important, and there are a number of candidates
that offer many advantages. Alloys with aluminum oxide, indium
oxide, and zinc oxide are highlighted below with potential significant
applications in electronic devices.

1. Aluminum gallium oxide—(AlxGa12x)2O3

The alloy of alumina and gallia (AlxGa1�x)2O3, sometimes abbrevi-
ated as “AlGO” or “AGO” in the literature, is of particular interest for
power electronics due to the potential of a widening and tunable
bandgap yielding higher breakdown fields and potential for devices anal-
ogous to the GaN–AlGaN system. Work has accelerated concomitantly
with the increased availability of films via various growth methods. The
Al2O3–Ga2O3 phase behavior was mapped out by Hill, Roy and Osborn
(Ref. 114) and reproduced in Fig. 11 showing significant aluminum solu-
bility in the b phase at elevated temperature, up to 70%. However, upon
quenching to low temperatures, a line compound of AlGaO3 precipitated
out from the b-Ga2O3 resulting in the limited low temperature solubility
of <10%. This line compound is formed in 2-phase stability with either
b-Ga2O3 and a-Al2O3 based on the total aluminum content. While this
suggests high aluminum content b-Ga2O3 is thermodynamically unsta-
ble at low temperatures, significant aluminum content has been

demonstrated by various growth methods.221,222 Both b-Ga2O3 and a-
Al2O3 posses differing ground-state crystal structures, which can be
expected to limit Al2O3 solubility within b-Ga2O3.

223 First principles
DFT calculations conclude that the monoclinic b-phase of AlGaO is the
preferred phase up until 71% Al concentration. Beyond this concentra-
tion, it is predicted that the a-phase will be preferred.223,224

Experimentally, Bhuiyan et al. (Ref. 225) produced b-phase (100)
(AlxGa1�x)2O3 thin films grown epitaxially via MOCVD. Samples
were grown atop b-Ga2O3 (100) orientated substrates. Pure b-phase
(100) (AlxGa1�x)2O3 thin films were grown with an Al composition of
up to 52%. Adequate tuning of growth conditions, temperature, and
VI/III molar ratio led to such high quality samples on native substrates
that were characterized using XRD and high-resolution scanning
transmission electron microscope (STEM). When the Al composition
was high, step flow growth with a smooth surface morphology was
shown. The Al adatoms were considered to be incorporation sites that
influenced the nucleation and growth of AlGaO. XRD was used to
estimate the Al content of three samples. An Al content of 17%, 34%,
and 47% corresponded to XPS bandgap energy estimations of 5.1, 5.4,
and 5.7 eV, respectively, across the three samples.225

The bandgaps of the two oxides, Al2O3 and Ga2O3, are around 8.8
and 4.8–4.9 eV, respectively. This results in an alloyed bandgap that
ranges from 5 to �7.9 eV for b-(AlxGa1�x)2O3 based on the high tem-
perature solubility limit. When comparing the atomic properties of Al
and Ga, both elements possess similar electron configurations besides
their respective oxides having almost a 4 eV bandgap difference.221

Recent studies show the solubility of Al3þ ions within a Ga2O3 crystal

FIG. 11. Measured (AlxGa1�x)2O3 equilibrium diagram. Reproduced with permis-
sion from Hill et al., J. Am. Ceram. Soc. 35, 135 (1952). Copyright 1952 Wiley
Online Library (Ref. 114).

FIG. 10. Experimental (solid) and calculated (open) bandgaps of the Ga2O3 poly-
morphs from literature. Data points collected from Refs. 17, 25, 59, 66, 86, 92,
94–99, 101, 102, 206, and 220. We note that to date, there are no reported values
of the bandgap of d-Ga2O3 as well as no experimental reports on the bandgap of
the c-phase. Values marked with � are reported from the onset of absorption.
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can be as high as 78%.226 Hilfiker et al. (Ref. 227) reported on the evolu-
tion of the three fundamental band-to-band transition energies and their
excitonic contributions for b-(AlxGa1�x)2O3 (x< 0.21) thin films depos-
ited by PAMBE onto (010)-oriented b-Ga2O3 substrates. The observed
shift in transition energies are reported in perfect agreement with theo-
retical predictions (Fig. 12). Jinno et al. (Ref. 199) reported lowest
bandgap energies for a-(AlGa)2O3 thin films over the entire composition
range. Figure 13 reproduces their results also in comparison with the
bandgap evolution in the related systems AlGaAs and AlGaN. Hilfiker
et al. (Ref. 228) report the evolution of the anisotropic high frequency
dielectric constants and frequency diversions over the entire composition
range for a-(AlxGa1�x)2O3 (0 � x � 1) thin films. The high frequency
values decrease by approximately 25% between x¼ 0 and x¼ 1. The dif-
ference between ordinary and extraordinary values also decreases.

Calculated lattice parameters, specific heat, and thermal conduc-
tivity for ordered AlGaO3 (50% Al) were obtained by Mu et al. (Ref.
229) and shown to be a¼ 12.16 Å, b¼ 2.99 Å, and c¼ 5.78 Å with a
monoclinic structure. The thermal conductivity was calculated to be
anisotropic with calculated values being 19.8 [100], 25.0 [010], and
30.4 W/(mK) [001].229

Krueger et al. (Ref. 230) report on lattice parameter and bandgap
variation within b-(AlxGa1�x)2O3 powder samples produced by solu-
tion combustion synthesis. With an increasing Al fraction all three lat-
tice parameters are shown to decrease linearly. The decrease of the
slopes depends on whether x is below or above 0.5. According to DFT
calculations, Al fills the octahedral sites first due to preference over the
tetrahedral sites. The rate with which the lattice parameters change is
also directionally dependent along with Al content. The lattice param-
eters a and b change in unison at a faster rate than c when x is low, but
upon the increasing aluminum content, a and b begin to diverge. The
b lattice parameter, which is the shortest, is shown to be the edge of
both the octahedron and tetrahedron features of the crystal. The a
parameter consists of several different bond lengths while the c param-
eter is the sum of cation octahedral and tetrahedral edges. Krueger
et al. conclude that experimental and theoretical findings for the lattice
constants are in general agreement concerning the change with the

overall Al content. The theoretical data are shown to be an overestima-
tion of the lattice contractions when the Al content is low.230 Krueger
et al. (Ref. 230) summarize how the Al content alters the DFT calcu-
lated bandgap as well, allowing for a tunable bandgap within the deep
ultraviolet spectrum that ranges between 4.8 and 6.6 eV. This also
makes b-(AlxGa1�x)2O3 an attractive material for optical devices.230

FIG. 12. Transition energies (symbols) vs
Al content x of b-(AlxGa1�x)2O3 films
determined from ellipsometry investiga-
tions on (010)-oriented PAMBE-grown thin
films on (010) FEG gallium oxide sub-
strates. Reproduced with permission from
Hilfiker et al., Appl. Phys. Lett. 114,
231901 (2019). Copyright 2019 AIP
Publishing LLC (Ref. 227).

FIG. 13. Evolution of the lowest bandgap energy in a-(AlGa)2O3 thin films in com-
parison with AlGaAs and AlGaN. Reproduced with permission from Jinno et al.,
Sci. Adv. 7, eabd5891 (2021). Copyright 2021 AAAS; licensed under a Creative
Commons Attribution (CC BY) license. (Ref. 199).
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Kranert et al.231 report similar findings for the lattice parameters
with the changing Al content in polycrystalline samples of
b-(AlxGa1�x)2O3 thin films grown by PLD as well as their Raman active
phonon modes. The composition dependent lattice constants were
reported to be a¼ (12.21 – 0.42x) Å, b¼ (3.04 – 0.13x) Å, and c¼ (2.81
– 0.17x) Å using a composition gradient method.231 All three parameters
followed similar trends to those reported by Krueger et al.230 While
Ramanmodes have been observed, it should be noted that there has been
no thorough study on the phonon modes of AlGaO or any reports on
the IR phonon modes of b or a AlGaO. Kranert observed 7 Ag and 4 Bg
Raman modes experimentally. The modes observed appear to be small
and not very strong. This is partly due to the lack of high qualitymaterials
needed to accurately study the Raman modes. Also, the assignment of
modes was done ad hoc as no polarization rules were investigated. The
Raman shifts with changing Al content allow for the determination of
the Al composition from the Raman spectrum.231 Wang et al. (Ref. 232)
report Raman peaks in (AlGa)2O3 thin films as well as the effect of
growth temperature onto specific Raman peaks.232

Like other semiconductor materials, (AlGa)2O3 thin film proper-
ties are altered with substrate growth temperature. Epitaxial samples
of (AlGa)2O3 grown with a substrate temperature of 500–550 �C are
shown to have their crystal structure altered to differ from the b-
Ga2O3 structure. If the substrate temperature was increased above
600 �C, the Ga atoms were shown to evaporate, resulting in no film
growth.233 This implies that understanding the effects of substrate
temperature with the Al concentration is important to (AlGa)2O3 film
growth. The growth process for the (AlGa)2O3 films involved using a
KrF laser source PLD. Films were grown onto (0001) sapphire sub-
strates. A frequency of 2Hz was used for the pulsed laser with a
30mm distance between the substrate and target. The target was a
0.17 Al content target. High purity oxygen gas was present in the
growth chamber due to the low chamber pressure (1 
 10�1 Pa). The
sapphire substrate underwent various temperature changes ranging
from 300 to 600 �C.232 Wang et al. (Ref. 232) report that increasing
substrate temperature in PLD reduces the growth rate for (AlGa)2O3

as well as changes the surface morphology. A temperature increase
from 300 to 400 �C results in a small growth rate decrease while sur-
passing 500 �C substrate temperature drastically reduces growth rate.
For substrate temperatures above 350 �C, grain structures are observed
on the surface with larger grain features being observed as tempera-
tures reach 400–450 �C. Samples grown at 300 �C substrate tempera-
ture show a smooth surface morphology. Bandgap is also altered by
substrate temperature. (AlGa)2O3 films grown on substrates with a
temperature of 400 �C have a larger optical bandgap compared to sam-
ples with substrate temperature of 300 �C due to an increase in the Al
content at higher temperatures. At 450 �C substrate temperature, the
optical gap decreases with decreasing the transition tail. With any tem-
perature increase beyond this point, the bandgap is shown to increase
with increasing temperature. Again, this stems from the increased Al
content that arises from a difference in vapor pressure of the Al and
Ga species as the substrate temperature is increased.232 This behavior
is analogous to other systems such as MgZnO, which has been shown
to have the same behavior with increased substrate temperature.234

A study published by Jinno et al. (Ref. 199) in 2020 described
how the substrate orientation used for a-(AlxGa1�x)2O3 growth
improved the MBE growth of the alloy. The orientation of the sub-
strate crystal plays a role in determining the crystal phases of the

UWBG material being epitaxially grown. Reports of (AlxGa1�x)2O3

being grown on c-plane sapphire have shown the formation of the
b-phase in the epitaxial layers. The c-plane acts as a catalyst for this
formation as the epitaxial layers transition from the a-phase to the
b-phase.199 STEM revealed that when grown on c-plane sapphire, a
three monolayer thick a-Ga2O3 formed followed by the transition to the
beta phase.235 Kracht et al. (Ref. 236) observed epitaxial growth on
r-plane sapphire. The initial epitaxial growth was shown to be a-Ga2O3.
c-plane facets were observed following the initial a-phase growth that
resulted in the growth of b-phase similar to the c-plane sapphire
growth.236 By switching to them-plane of sapphire, perpendicular to the
c-plane, the transition to the b-phase is restricted. This allows for epitax-
ial growth of higher bandgap AlGO ranging from 5.4 to 8.6 eV, making
a-(AlxGa1�x)2O3 a better UWBG material than nitride alloys.199

Epitaxial growth onm-plane sapphire was shown to allow for phase sta-
bilization across the full alloy composition range. This allows for chang-
ing the bandgap as high as 8.6 eV.199

In one of the most recent literature works on a-(AlxGa1�x)2O3,
Hilfiker et al. (Ref. 228) reported on the anisotropy of the high-
frequency dielectric constants with changing Al compositions. Using
the best match Cauchy model, Fig. 14 shows e1;? and e1;jj as the Al
composition is changing. A bowing parameter bj is defined from the
following equation:

e1;j x½ 	 ¼ ð1� xÞe1;j 0½ 	 þ xe1;j 1½ 	 � bjxð1� xÞ: (5)

The perpendicular/ordinary direction has a larger bowing param-
eter than the parallel/extraordinary direction, 0.386 and 0.307, respec-
tively. The bowing parameters and anisotropic high-frequency
dielectric constants reported here will further research into how the Al
composition affects bandgap shifting in a-(AlxGa1�x)2O3.

2. Indium gallium oxide (InxGa12x)2O3

Indium gallium oxide (InxGa1�x)2O3 sometimes labeled InGO is
another alloy that has gained attention in the literature for gallium

FIG. 14. e1;? (red squares) and e1;k (blue triangles) for a-(AlxGa1�x)2O3 as
determined from the Cauchy dispersion extrapolation. Short dashed lines indicate
the best fit to Eq. (5) with associated bowing parameter b. Black square and trian-
gle indicate e1;? and e1;k for the m-plane sapphire substrate, respectively.
Reproduced with permission from Hilfiker et al., Appl. Phys. Lett. 119, 092103
(2021). Copyright 2021 AIP Publishing LLC (Ref. 228).
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oxide alloys. Contrary to AlGO, gallium oxide is here alloyed with a
parent material whose bandgap is smaller than its own. Indium oxide
has a bandgap of around 3.6 eV.237 Using indium lowers the bandgap
for (InxGa1�x)2O3 to be used in deep-ultraviolet phototransistors238

and UV photodetectors,239 for example. This is not possible with
AlGaO as there is a large gap between the solar spectrum edge and
detector cutoff energy.240 InGaO films have been grown and fabricated
using different methods across the literature, including PLD,241 co-
sputtering of amorphous thin films,238 and ALD.242

Kranert et al. (Ref. 240) studied lattice constants and Raman peaks
in b-phase (InxGa1�x)2O3 thin films grown by PLD using the composi-
tion spread method. They reported the lattice constants using Vegard’s
law as a¼ 12.295 þ 1.43x, b¼ 3.035 þ 0.35x, c¼ 5.795 þ 0.39x with x
being the indium content. These parameters are shown to increase by
1%–2% as the indium content is increased. Once a critical point in the
indium content was reached in their process, a high-pressure InGaO3

phase was detected. The slopes with composition x for eight Raman
modes were identified. The eight Raman modes were reported consist-
ing of six with Ag symmetry, one with Bg symmetry, and one with Ag/Bg
symmetry.240 Their finding also show that the increasing indium con-
tent causes a significant change in the lattice parameters. The strain that
the b-(InxGa1�x)2O3 films experience, which to first order approxima-
tion is proportional to the changes seen in the lattice parameters, is large
and shows there must be a substantial amount of strain from epitaxial
growth of (InxGa1�x)2O3. This large amount of strain seen in the growth
of (InxGa1�x)2O3 is similar to both the b and a-phases of AlGO.

Liu et al. (Ref. 243) used first principles calculations to derive the
bandgap for b-(InxGa1�x)2O3 from DFT studies with a scissor opera-
tor.243 The band structure of b-(InxGa1�x)2O3 is similar to b-Ga2O3.
The conduction band minimum is located at the C point in both
materials. The valence band maximum is shown to be off the C point
for both materials in the C–Y direction. When the indium content was
altered in the b-(InxGa1�x)2O3 alloy, the location of the indirect band
does not change its location in the Brillouin zone. With 3.125%
indium content, the alloy contains a band dispersion similar to b-
Ga2O3, further confirming the indirect bandgap calculations. The
bandgap was 4.769 eV, compared to the accepted value of around 4.8
to 4.9 eV for b-Ga2O3. Increasing the indium content up to 18.75%
shows the valence band maximum still occurring off the C point in the
Y direction. Along with the consistent location of the valence band
maximum, both the indirect and direct bandgaps show linear decrease
with an increase in the indium content.243 The bandgap decrease also
allows for b-(InxGa1�x)2O3 to be considered for deep UV photodetec-
tor devices as the wavelength increases from around 256 to 280nm.243

When the indium content is raised above 20%, the undesirable possi-
bility of phase separation arises.244,245

3. Aluminum indium gallium oxide—(AlxInyGa12x2y)2O3

Aluminum indium gallium oxide (AlxInyGa1�x�y)2O3 is another
complex alloy that has begun appearing across literature. By incorpo-
rating combinations of both Indium and Aluminum atoms into b-
Ga2O3 compounds, quaternary alloys can be achieved.246 This process
has been shown in the III-nitride alloys InGaAlN.247 Due to the large
number of atoms in the unit cell for the oxides compared, for example,
with the nitrides, very large supercells must be constructed for compu-
tation of quaternary alloy band structures. For example, b-Ga2O3 has
32 Ga atoms and 48 O atoms when a 1
 2
 2 supercell is

constructed, where then one Ga atom can be replaced by one Al or In
atom. Due to multiple possible lattice sites, different type of atomic
ordering can be conceived and larger supercells are then required.
Then also effects of uniformly cation distribution vs cation clustering
can be investigated, for example.247 As of date of writing, no such
investigations have been reported for b-(AlGaIn)2O3.

Liu and Tan (Ref. 246) used first principles DFT calculations
with GGA-PBE exchange correlation functionals to investigate the
electronic properties of quaternary b-(AlxInyGa1�x�y)2O3 alloys. Lie
and Tan ’s calculations predict the quaternary alloys to possess indirect
bandgap energies for both Al-content x and In-content y from 0% to
18.75% with bandgap energy ranging from 5.171 to 4.432 eV. The
authors also report isotropic electron effective masses parameters,
which reduce with increasing In-content and increase with increasing
Al-content. In addition, the authors discuss the lattice parameters
of the quaternary alloys and lattice-matching conditions for b-
(AlxInyGa1�x�y)2O3/b-Ga2O3 growth. The authors point out the pos-
sibility to tune bandgap energy, effective mass, and lattice parameters
upon alloying with Al and In, but also caution to presume parallel
behaviors with the wurtzite structure quaternary system (Al,Ga,In)N
because the thermodynamically stable binary phases Al2O3 (rhombo-
hedral corundum structure) and In2O3 (cubic bixbyite structure) each
have phases differing from Ga2O3 (monoclinic).

4. Zinc gallium oxide—(ZnGa2O4)

Zinc gallium oxide or zinc gallate (ZnGa2O4) appeared in the lit-
erature in the early 1990s and has since been used in optoelectronic
applications such as vacuum fluorescence displays, ultraviolet photo-
dectors, and low-voltage field-emission devices.248–250 Omata et al.
(Ref. 251) were studying and looking for a new ultraviolet electrocon-
ductive oxide. The basis for the study revolved around materials hav-
ing a spinel structure with a M2þM3þ

2 O4 composition alongside a
cation with the electronic configuration d10s0. Other materials of this
composition such as MgIn2O4 and CdGa2O4 have been reported pre-
viously.252,253 However, these materials possessed bandgap energies of
around 3.5 eV and were not transparent in the ultraviolet region. A
wider bandgap energy along with transparency in the ultraviolet
region was desired. The ZnO-Ga2O3 system provided an electronic
conductor that meets those requirements. The structure of ZnGa2O4

contains a double oxide along with a spinal structure. Samples of
ZnGa2O4 were synthesized from ZnO and Ga2O3. The samples were
polycrystalline in nature with x-ray powder diffraction confirming the
spinel structure. Diffusion reflectance spectra yielded a bandgap
energy of almost 5 eV noting that this energy gap is larger than ZnO
even though both materials exhibit the Zn2þ cation.251

As technology progressed from the early 1990s, the growth capa-
bilities and the research conducted on ultraviolet semiconductors
increased. In 2017, Horng et al. (Ref. 255) published work on the epi-
taxial growth of ZnGa2O4. According to Horng et al., previous litera-
ture showed mainly polycrystalline growth of ZnGa2O4 similar to that
found by Omata et al. (Ref. 251). This shows that the growth of single-
crystalline films is difficult given the high congruent melting tempera-
ture and immiscibility of the ZnO-Ga2O3 system. Samples where
grown on c-plane sapphire using MOCVD. The MOCVD process uti-
lized varying flow rates of diethylzinc (DEZn) during growth which
heavily altered the crystal formation. It was shown that films grown
with a DEZn flow rate of 10 sccm formed a single-crystalline b-Ga2O3
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phase orientated along (�201). When the flow rate was increased to
30–60 sccm the resultant growth was (111)-orientated single-crystalline
films of the ZnGa2O4 phase. Samples grown with the low DEZn flow
rate and resultant b-Ga2O3 phase had poor electrical properties when
compared to the samples grown with a higher DEZn flow rate.
ZnGa2O4 films prepared with a flow rate of 30 sccm exhibited the high-
est electron mobility of 5.6 cm2/(V s). Increasing the flow rate up to 60
sccm, the mobility decreased to 1.4 cm2/(V s). This decrease in mobility
can be explained as a result of larger lattice distortions that occur at the
higher flow rates. A luminescence peak occurring at 236nm is a possible
result of the electrons transitioning up to the conduction band yielding
a bandgap energy of 5.25 eV.255 This value is close to the theoretical
value of 5.2 eV.255 CL spectra also showed a weak luminescence peak at
499nm in all sampled films yielding an energy transition of 2.48 eV.
However when ZnGa2O4 forms after the incorporation of Zn into
Ga2O3, it creates a donor–acceptor pair transition that causes the green
emission band seen at 499nm to be suppressed.255 In all epilayers there
also exists a peak at 332nm corresponding to a transition energy of 3.73
eV. This peak is a result of the radiative carrier transition that occurs
between the donor level and the valence band. The two peaks that occur
at 236 and 332nm suggest ZnGa2O4 films may have a large potential in
short-wavelength applications.255

A few years later in 2019, Galazka et al. (Ref. 254) successfully
grew high quality bulk single crystals of ZnGa2O4 from the melt. Two
methods, including the vertical gradient freeze (VGF) and CZ growth
method, were utilized to achieve the bulk single crystals. XRD mea-
surements showed a cubic crystal structure for ZnGa2O4 belonging to
space group Fd�3m (#227). The Zn2þ cations occupy the tetrahedral
lattice sites while the Ga3 cations occupy the octahedral sites. A cubic
lattice constant of 8.3342 Å was reported.256 The lattice constant and
cubic symmetry make ZnGa2O4 a possible substrate for iron based
magnetic spinel films due to the high lattice matching.254 High quality
crystals of Galazka et al. were conductive and possessed a high Hall
mobility of 107 cm2/(V s). The growth conditions and material starting
composition dictated whether the single crystal ZnGa2O4 were electri-
cally insulating or an n-type semiconductor. Annealing the semicon-
ducting crystals in the presence of oxygen at temperatures above 700�

for multiple hours resulted in the switch to an electrically insulating
crystal. Absorption coefficient measurements allowed for the estima-
tion of the direct and indirect bandgap energies, 4.59 and 4.33eV,
respectively.254 Comparisons of ZnGa2O4 to b-Ga2O4 were also a focal
point of the work of Galazka et al. and are highlighted in Table X.

Phonon modes for ZnGa2O4 have recently been reported by
Stokey et al. (Ref. 257) for high-quality melt grown single bulk crystals.
The primitive cell of ZnGa2O4 contains 14 atoms resulting in 42 pho-
non modes shown by the irreducible representation:

Copt ¼ A1g þ 2A2u þ 2Eu þ Eg þ 4T1u þ 2T2u þ T1g þ 3T2g :

The static and high frequency dielectric constants have also been
determined. The LST relationship was utilized to produce a value of
10.56 0.06 for the static dielectric constant (eDC). The high frequency
constant (e1) was determined to be 3.786 0.02 using fitting parame-
ters from ellipsometric analysis. RF capacitance measurements
resulted in a extracted experimental static dielectric value of
11.36 0.7, in decent agreement with the calculated LST value. It was
shown that the ratio of eDC to e1 for spinel ZnGa2O4 was similar to
the ratio in b-Ga2O3.

257 With eDC being similar between ZnGa2O4 and

b-Ga2O3, it can be hypothesized that the phonon scattering limitations
of the intrinsic free charge mobility are also similar between the two
materials.155 With dielectric constants so similar to b-Ga2O3 as well as
the isotropic lattice structure of spinel ZnGa2O4, there is potential for
ZnGa2O4 to be applicable as material in high power devices.257

Hilfiker et al. (Ref. 258) determined the band-to-band transition
energy, the exciton properties, and the dielectric constants of zinc gal-
late in a combined ellipsometry and DFT study. The material is pre-
dicted to be indirect. The authors find an isotropic effective mass
parameter (0.24 me) at the bottom of the C-point conduction band,
which equals the lowest valence band effective mass parameter at the
top of the highly anisotropic and degenerate valence band (0.24 me). A
Wannier–Mott type exciton with an effective Rydberg energy of
14.8meV was obtained with bandgap energy of 5.27(3) eV. Similar to
monoclinic gallium oxide, the valence band top is mostly composed of
oxygen 2p orbitals and low hole mobility is anticipated (Fig. 15).

H. Summary of b-Ga2O3 property values

Tables XI and XII highlight a summary of the properties
reviewed for b-Ga2O3. Values for each of the properties are presented
along with references and notation of whether they are experimental
or calculated findings, where relevant anisotropy is denoted. Currently
b-Ga2O3 is one of the most widely researched materials in the

TABLE X. Comparisons of ZnGa2O4 to b-Ga2O3 bulk single crystals grown from the
melt. Table of values reproduced from Galazka et al. (Ref. 254).

ZnGa2O4 b-Ga2O3

Growth method VGF, CZ CZ
Growth status Beginnings of

expt. development
Advanced

development
Max volume (cm3) 8 160
Melting point (�C) 1900 1800
Symmetry Cubic Monoclinic
Polishing, slicing Easy Difficult
Best cleavage plane(s) N/A {100} and {001}

4.570 dir. 4.56 k [001] dir.
Bandgap energy (eV) 4.325 ind. 4.59 k [100] dir.

4.85 k [010] dir.

n¼ 3 
 1018

�9 
 1019 cm�3
n¼ 5 
 1016

�2 
 1018 cm�3

UID elect. properties l¼ 40–100 cm2/(V s) l¼ 100–150 cm2/(V s)
q¼ 1–0.002 X cm q¼ 1–0.04 X cm

Max carrier
conc. (cm�3)

1020 UID 1019 Si or Sn dopeda

Along [100]11

RT thermal
cond. [W/(mK)]

22.1 Along [010]29

Along [001]21

aMax carrier conc. considered to be 1020 (Ref. 157), see Subsection II E.
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literature. While this review focuses on material properties, it is also
important to recognize the rapid advancements in the field of
b-Ga2O3 power electronic devices

259–262 due in part to the exceptional
material research highlighted throughout Sec. II as well as the active
research in device packaging and thermal management to overcome
the low thermal conductivity of b-Ga2O3.

263,264

III. ALUMINUM OXIDE

Aluminum oxide or alumina (Al2O3) is an ultrawide bandgap
material often used in ceramic applications.268–270 With a bulk crystal
bandgap of around 9 eV,271 and very good thermal properties such as
a relatively high thermal conductivity,272 relative to other oxides
highlighted in this review. Al2O3 has gained interest in device applica-
tions as an insulating substrate in its crystalline form or a gate oxide
where it is typically amorphous. While single crystals can be grown
using a variety of methods,273 ALD has been heavily researched for
thin film growth.274 Even though Al2O3 differs from the other oxides
reviewed in the sense that is not regarded as a semiconducting oxide,
an understanding of its crystal structure as well as its electronic band
structure and subsequent properties are useful for device engineering
and as a baseline comparison with the rest of the materials presented
here, particularly where other oxides such as Ga2O3 can readily form
alloys with Al2O3. Al2O3 has been studied and reviewed heavily from a
commercial and manufacturing standpoint as evidenced by Abyzov
(Ref. 275). However, this section differs from a manufacturing review
as it focuses on the properties of Al2O3 bulk crystals and thin films rel-
evant for electronic device applications.

A. Crystal structure

Aluminum oxide has many phases, all of which are metastable
with the exception of the stable corundum phase a-Al2O3.

265 The meta-
stable phases include c, g, h, d, j, and v. Of the six metastable poly-
morphs, four of them (c, g, h, d) have a face-centered cubic oxygen
anion arrangement while j, v, and the stable a phases have a hexagonal
oxygen anion arrangement. With the polymorphs being divided as such,
it is the distribution of the cations that distinguish each phase. There is
additional evidence to support the existence of three other phases con-
sisting of h0, h00, and k.265 Table XIII shows reported lattice constants
and crystal structures for the metastable and stable Al2O3 polymorphs.

There is some disparity of the nomenclature within the literature
about the precise crystal structure of a-Al2O3. However, the lattice
parameters do not appear to be affected by this disparity as they are in
relatively good agreement throughout the literature. Levin et al.
(Ref. 265) report that a-Al2O3 contains trigonal symmetry along with
rhombohedral Bravais centering. This reported structure belongs to
space group R�3c (#167) with 10 atoms within the unit cell.265,285 The
reported lattice constants are considered to be hexagonal parameters
with a¼4.75 Å and c¼12.97 Å.276 The oxygen anions reside inWyckoff
spots within the hexagonal description.265 Ching et al. (Ref. 284) report
a corundum structure for a-phase which has a rhombohedral or trigo-
nal unit cell. The unit cell contains two Al2O3 molecules and belongs to
the space group R�3c (#167). At the same time, the corundum structure
can also be considered a hexagonal cell with six Al2O3 molecules.

The lattice parameters for the hexagonal cell at room temperature
are a¼ 4.762 Å and c¼ 12.896 Å. Figure 16 shows a schematic of the

FIG. 15. Color-plot density distributions of 2s-O and 2p-O, 4s-Zn and 3d-Zn, and 4s-Ga and 4p-Ga admixture to DFT/GGA computed valence and conduction bands in zinc
gallate. Reproduced with permission from Hilfiker et al., Appl. Phys. Lett. 118, 132102 (2021). Copyright 2021 AIP Publishing LLC (Ref. 264).
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crystal structure for a-Al2O3. When the temperature is increased to
2000 �C the lattice parameters increase by 1.83% and 1.86% for a and
c respectively.284,286 The trigonal unit cell has a parameter a¼ 5.128 Å
at room temperature that increases by 1.35% at 2000 �C.277,284,286

Shirai et al. (Ref. 287) also detail the corundum structure of a-Al2O3

that contains alternating A and B planes of packed oxygen atoms.287

Stoichiometrically, there must be two Al3þ ions for every three O2�

ions due to theþ3 valence of aluminum and the�2 valence of oxygen
resulting in 2/3 occupancy of the octahedral sites by aluminum cati-
ons. Because of the 2/3 occupancy, the aluminum cation layers form
an A-B-C stacking pattern that exists between the A-B-A-B stacked
oxygen planes.287

The metastable phase of d-Al2O3 has been described as a tetrago-
nal structure cell consisting of lattice parameters a0¼ 7.96 Å and
c0¼ 11.70 Å according to XRD data.288 Levin et al. (Ref. 265) further
complicate matters by referencing works that support either a

TABLE XII. Summary of theoretical and experimental electrical and optical properties
of b-Ga2O3.

Electron affinity (eV) 4.006 0.05 Expt.146

Breakdown field
(MV/cm) 8.0 Pred.147

m�
e m�

a 0.288 Expt.42

m�
b 0.283 Expt.42

m�
c 0.286 Expt.42

m�
a 0.224–0.41 Calc.42,86

m�
b 0.301–0.41 Calc.42,86

m�
c 0.291–0.37 Calc.42,86

m�
h m�

a 1.769 Calc.86

m�
c 0.409 Calc.86

le [cm
2/(V s)] 220–300 Calc.147,155

112–176 Expt.57,76,95,267

Gap type Direct Ref. 66
Eg (eV) 2.19–2.36 Bulk calc.82,83

4.37–5.04a Bulk calc.19,33,66,85,86

5.04–5.15 Ekc Bulk expt.86,94

5.37–5.40 Eka Bulk expt.86,94

5.64–5.68 Ekb Bulk expt.86,94

5.341 Ekc Bulk calc.94

4.969–5.581 Eka Bulk calc.86,94

5.35–5.911 Ekb Bulk calc.86,94

4.72–5.40 Film expt.77,97–99,101,102

e0 10.9 ea Expt.44

10.8 ea� Expt.44

11.2 eb Expt.44

12.6 ec Expt.44

12.7 ec� Expt.44

10.19 ea Expt.144

10.05 ea� Expt.144

10.6 eb Expt.144

12.4 ec Expt.144

12.27 ec� Expt.144

e1 3.89 ea Expt.44

3.87 eb Expt.44

2.9 ec� Expt.44

3.85 ea Calc.132

3.81 eb Calc.132

4.08 ec� Calc.132

Phonon modes
IR active 4Au, 8Bu Ref. 44
Raman active 10Ag, 5Bg Refs. 112 and 135

aIncludes both indirect and direct gap.

TABLE XI. Summary of theoretical and experimental structural and thermal proper-
ties of b-Ga2O3. Common names of gallium oxide, gallium sesquioxide, and gallia.

Stable phase b-Ga2O3 Ref. 265

Stable structure Monoclinic C2=m (#12)
a¼ 12.214 Ref. 32
b¼ 3.037
c¼ 5.998

b¼ 103.83�

a¼ 12.27 Ref. 33
b¼ 3.04
c¼ 5.80

b¼ 103.7�

Metastable phases a, c, e, d,a jb

Density (g/cm3) 5.88–5.95 Expt.115,266

Bulk modulus (GPa) 174 Calc.19

184–255 Expt.112,113

Tm (�C) 1725–1795 Expt.115,117

Debye temp. (K) 738 Expt.55

872 Calc.33

Specific heat (J/(gK)) 0.47–0.56 Expt.41,55,115,117

Thermal cond. (W/(mK)) 15 (a�) Expt.41

28 (b) Expt.41

18 (c�) Expt.41

10.9–13.6 [100] Expt.39,115

22.8 [010] Expt.115

14.7 [001] Expt.39

13.3 [-201] Expt.39

27.0 [110] Expt.39

Thermal diff. (mm2/s) 5.23 (a�) Expt.41

9.76 (b) Expt.41

6.26 (c�) Ref. 41
CTE (
 10�6/K) 4.7–5.3 [100] Expt.41,115

5.45–8.9 [010] Expt.41,115

5.35–8.2 [001] Expt.41,115

1.54 [100] Calc.45

3.37 [010] Calc.45

3.15 [100] Calc.45

aNanocrystalline form of e phase.
bSubgroup of e phase.

Applied Physics Reviews REVIEW scitation.org/journal/are

Appl. Phys. Rev. 9, 011315 (2022); doi: 10.1063/5.0078037 9, 011315-31

Published under an exclusive license by AIP Publishing

https://scitation.org/journal/are


tetragonal or orthorhombic structure with conflicting lattice parame-
ters. Jayaram et al. (Ref. 279) conclude that the d-phase is an ortho-
rhombic structure belonging to space group P212121 (#19). P21212
(#18) has also been considered as a possible space group; both pro-
posals were based on convergent beam electron diffraction.279 Both
the tetragonal and orthorhombic structures are included in Table XIII
as there appears to be no concrete resolution on the crystal structure.
Levin et al. (Ref. 289) state that when the tetragonal d phase was
observed, it originated from the mineral boehmite (AlOOH). The

orthorhombic d phase was seen when a precursor phase was thermally
oxidized or the melt was quenched.289

Both c and g-Al2O3 are considered to be a cubic spinel crystal
structure with practically identical parameters.265,289 They both share
the space group Fd�3m (#227) and Levin et al. (Ref. 265) state the lat-
tice parameter a¼ ac � 7.9 Å.265 There are also reports that c-Al2O3

can have a tetragonal structure when derived from boehmite.290,291

Stumpf et al. (Ref. 280) report that the lattice constant for cubic g-
phase is a¼ 7.94 Å,280 consistent with Levin et al. (Ref. 265). Even
though these two metastable phases share identical crystal structure,
space grouping, and a lattice parameter, they are still considered two
distinct phases. This is a result of the chemical ordering within the cat-
ions of the fcc anion structure.265

Values for the bandgap energy of the metastable c-phase have
also been reported in the literature. The bandgap energy of bulk
c-Al2O3 was found to be 8.7 eV.292,293 Ealet (Ref. 294) reports the
same value for bulk c samples while the bandgap decreases to 2.5 eV
for thin films. The explanation behind such a large bandgap decrease
is reported to be similar to the a-Al2O3 decrease: defect levels located
amongst the bandgap.294

j-Al2O3 is an orthorhombic phase of alumina belonging to the
space group Pna21 (#33).289 Originally thought to have hexagonal
structure,282,295 it was confirmed to be orthorhombic by Liu et al.
(Ref. 281). Within the unit cell there are 16 cations that are ordered
both octahedrally and tetrahedrally.265 The space group was deter-
mined using convergent-beam electron diffraction.281 Lattice constants
for j-Al2O3 are reported in Table XIII. Figure 17 shows a schematic of
the crystal structure of j-Al2O3. The crystal structure of j-Al2O3 was
included as it is one of the most widely researched alumina
polymorphs.

v-Al2O3 is another phase with multiple possible crystal structures
and parameters reported. The first suggested structure is a non-spinel
cubic structure determined by XRD patterns. The lattice constant is
approximated to be the same as the g-phase parameter of 7.94 Å,
reported by Stumpf (Ref. 280). No space group is reported for this sug-
gested cubic structure. There are two reported possible hexagonal unit
cells. The first belongs to space group P6/mm or P63/mcm (#193) with

FIG. 16. a-Al2O3 crystal structure belonging to space group R�3c (#167) with the
c-axis oriented upward (gray¼ Al, red¼O).

TABLE XIII. Al2O3 polymorphs and crystal structure with associated lattice con-
stants. All reported values below were determined using experimental methods.

Phase Structure Space group Lattice (Å)

a Trigonala R�3c (#167) a¼ 4.75265,276

c¼ 12.97

Hexagonal R�3c (#167) a¼ 4.762277

c¼ 12.896
ab¼ 5.128277

d Tetragonal P�4m2 (#115) a¼ 5.599278

c¼ 23.657

Orthorhombic P212121 (#19) a¼ 16.4279

b¼ 12.2
c¼ 8.2

a � ac
265,c

b � 2ac
c � 1.5ac

g Cubic Fd�3m (#227) ac � 7.9265

a¼ 7.94280

c Cubic Fd�3m (#227) ac � 7.9265

j Orthorhombic Pna21 (#33) a¼ 4.6265,281

b¼ 8.18
c¼ 8.87

v Hexagonal P63=mcm (#193) a¼ 5.56265

c¼ 13.44
a¼ 5.57282

c¼ 8.64

Cubicd a¼ 7.94280

h Monoclinic C2=m (#12) a¼ 11.813283

b¼ 2.906
c¼ 5.625
b¼ 104.1�

a¼ 11.795278

b¼ 2.91
c¼ 5.6212
b¼ 103.79�

aTrigonal symmetry with hexagonal parameters.265,276
bTrigonal unit cell parameter within the hexagonal lattice.277,284
cac � 7.9 Å.265
dNon-spinel cubic.280
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lattice constants a¼ 5.56 Å and c¼ 13.44 Å.265 The second reported
hexagonal structure has lattice constants a¼ 5.57 Å and c¼ 8.64 Å
(Ref. 282) without a space group to be determined.

h-Al2O3 possess a monoclinic crystal structure belonging to the
space group C2/m (#12).278,283 Reported lattice constants and mono-
clinic angles for both calculated and experimental methods are listed
in Table XIII. The lattice constants are in good agreement between
calculated and experimental values.278,283,296

There currently does not appear to be a large amount of interest
in the metastable phases, unlike a-Al2O3 (sapphire), which has been
widely used as a substrate for devices. Possible explanations for a lack
of research and interest into the metastable phases include difficulty of
growing the metastable phases, scarcity and lack of sample availability,
and poor growth quality. Unless stated otherwise, all discussion
throughout this section refers to the stable, bulk single crystalline, a
phase.

B. Growth

Bulk crystals and thin film samples of Al2O3 vary in their growth
and fabrication process. The desired application for the grown oxide
also influences the specific method of growth. The sapphire crystal, or
a-Al2O3, can be grown by many methods utilizing high temperature
melt growth. The Verneuil process is a process from the 19th
century297 that allows for growth and fabrication of small diameter
sapphire crystals. These crystals are not ideal for electronic applica-
tions as they often have high dislocation densities. However, Verneuil
sapphire can be utilized by other melt growth methods as the starting
material.273 The Czochralski (CZ) method can be used for a very large
number of oxide crystals. Once a common technique for sapphire
growth from melt, it was pushed aside as it became difficult to grow
large samples along the c-axis as well as larger diameter. Akselrod et al.
(Ref. 273) states that as of 2012, the CZ method could re-emerge as a
viable method of sapphire growth along the c-axis as a result of the
promising findings seen using proprietary growth methods and
improvements. At the time of publishing their work, Akselrod et al.
said their results and improvements were being “closely held.” The

heat exchange method (HEM) is another method that can be used for
Al2O3 crystal growth. The reduction of the heating power can be used
to control crystallization. The overall process can take multiple weeks
if the desired crystal size is large. ARC Energy Corp. developed a mod-
ification called the Combined Heat Exchanger Solidification (CHES)
that increases the wafer volume yield by allowing for c-axis crystal
growth.273 EFG was originally designed for sapphire fiber growth that
displayed high tensile strength for uses such as missile warheads and
IR transmitting domes.273 The Stepanov EFG method has the ability
to reduce sapphire machine and production costs by 50%. Common
advantages of EFG sapphire growth are high linear pulling rates and
small profile shapes. Disadvantages include layers of bubbles that must
be removed using a grinding method as well as commonly having
high dislocation densities.273

Thin film growth of Al2O3 has been utilized to produce dielectric
films for a wide variety of device applications including Si and III-V
semiconductors.298,299 Chemical vapor deposition (CVD) is com-
monly used for Al2O3 film growth. Maruyama et al. (Ref. 300) used
atmospheric pressure CVD with aluminum acetylacetonate pyrolysis,
an inexpensive organometallic compound.300 Using the same organo-
metallic compound, Kim et al. (Ref. 301) fabricated amorphous thin
films. ALD is another common Al2O3 thin film growth method that is
immensely researched,302–305 often used for depositing amorphous
gate dielectrics. Examples of ALD growth are seen on GaAs,306

b-Ga2O3,
307,308 4H-SiC,309 as well as high field surface passivation in

GaN and other materials.310 ALD is a good choice for Al2O3 film
growth due to the ability to use a wide range of precursors and efficient
cycle times, as well as homogeneous coverage and precise control over
film thickness. An optimal growth temperature of around 350 �C was
observed for electronics applications desiring low impurities and high
dielectric constants.304 Temperatures as low as 33 �C have also been
shown to produce ALD grown Al2O3 with properties that are in com-
parison to those grown at higher temperatures, regarded as optimal.311

Of note, thin films grown at low temperatures exhibited low leakage
currents, low surface roughness, and contained high dielectric con-
stants. This is all contradictory to the presence of increased hydrogen
concentrations and decreased densities found in films grown at low
temperatures.311

C. Electronic band structure

As interest in a-Al2O3 began to expand beyond ceramics and
into electronic applications,312–315 the electronic band structure gained
considerable attention. First principles calculations such as
Orthogonalized Linear Combination of the Atomic Orbitals
(OLCAO)284 as well as experimental methods have been utilized to
better understand the electronic band structure of a-Al2O3.
Theoretically, the valence band maximum and conduction band mini-
mum both occur at the C point of the Brillouin zone.285 The DFT and
OLCAO method result in a lower than expected bandgap energy
due to the local exchange potential being unable to negate the
self-interaction within the Coulomb potential. The larger exchange
parameters could be accounting for a greater cancelation of the self-
interaction of the Coulomb potential, resulting in a more accurate
bandgap energy.285 Electronic band structures determined from GGA-
PBE Kohn–Sham316 and tight-binding parameterization317 can be
seen in Fig. 18. From Figs. 18(a) and 18(b), Santos et al. (Ref. 316)
describe the electronic structure of a-Al2O3. The maximum of the

FIG. 17. j-Al2O3 crystal structure belonging to space group Pna21 (#33) with the
c-axis oriented upward (gray¼ Al, red¼O).
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valence band occurs at C with only a minor amount of band disper-
sion occurring everywhere except along C-A. This leads to large
amounts of anisotropy of the effective hole mass. The large curvature
and parabolic nature seen in the conduction band at C results in an
isotropic electron effective mass. The density of states of the conduc-
tion band minimum is also quite small at around 1 electron/eV where
the Al 3s states dominate, followed by O 2s states, and very small con-
tributions from Al 3p. The secondary conduction band has a signifi-
cantly larger DOS at around 6 electron/eV. Figure 18(c) shows a much
older interpretation of the bandgap from Godin et al. produced from
tight-binding parameterization. The curvature within the valence band
is not as pronounced as in Fig. 18(a), but it is included to show the
high-symmetry points.

One of the distinct features of the electronic band structure
alongside the ultrawide bandgap is the grouping of bands shown in
Fig. 18. The band structure of a-Al2O3 is shown to be separated into
three groupings with the Al and O atomic orbitals contributing differ-
ently to each group throughout the structure. The lowest lying bands
within the valence band are comprised mainly of s-type orbitals from
oxygen atoms with some Al contribution. Going up in energy of the
lowest band grouping, the amount of Al contribution will decrease.
The next grouping of bands in the valence structure are comprised of
both Al(3s) and O(2p) orbitals. Again, the Al contribution decreases
with increasing energy of this band grouping. The uppermost group-
ing closest to the valence band maximum are almost entirely com-
prised of O(2px), O(2py), and O(2pz) orbitals. Crossing the bandgap
into the lower most conduction band consists of Al(3s) orbitals. The
valence bands are also seen to be grouped into three distinct groupings
in a-quartz with O and Si orbitals comprising the bands in a similar
way to O and Al within a-Al2O3. The atomic bonding within a-Al2O3

is found to be heavily ionic, meaning the valence bands are not pulled
as deep into the valence structure, unlike a-quartz which exhibits cova-
lent bonding and very deep valence bands.285 It should be noted the
comparison made by Batra (Ref. 285) between a-quartz and a-Al2O3

is not ideal. Although they are related to similar structures, there are
differences in the stoichiometry and space grouping of a-quartz and
a-Al2O3.

Ching et al. (Ref. 284) performed first principles calculations
using OLCAO on corundum structure a-Al2O3. The uppermost
valence bands appear flat resulting in a large effective hole mass. With
a single band comprising the conduction band minimum, the effective
mass of the electron was found to be around 0.4 me.

284 More informa-
tion and further studies on the effective mass of Al2O3 can be found in
Sec. IIID 3. The specifics of the electron band structure in regard to
the O and Al orbitals is reported to be in good agreement with those
previously determined by Batra (Ref. 285). The bonding of O and Al
within the electronic structure is also found to be highly ionic from the
calculated valence charge density. While both Batra (Ref. 285) and
Ching et al. (Ref. 284) agree on the nature of the bonding within
a-Al2O3, Xu et al. (Ref. 318) proposes potential covalent bonding.

318

French (Ref. 271) reported on the electronic structure of Al2O3

using pseudofunction band structure calculations. The orbital compo-
sition of the bands were found in good agreement with those men-
tioned previously in this subsection. The higher conduction bands are
derived from Al(3p) anti-bonding orbitals and tend to have flatter
bands compared to the lower most conduction band. The ionic nature
of Al2O3 causes the upper valence band to be derived from the O 2p
states, and the conduction band minimum derived from the Al 3s and
3p states.271 The nature of the atomic bonding is found to be ionic and
is supported by comparing the rather ionic a-Al2O3 to other covalent
materials such as AlN and GaAs. An explanation for the previously
proposed covalent bonding was hypothesized to be due to the hybrid-
ized Al-O bonding. The large area between the valence band groupings
detailed by Batra (Ref. 285) is often called an ionicity gap that is lack-
ing electronic states, providing further support of ionic bonding.271

1. Bandgap energy

The bandgap values for Al2O3 and have been reported from theo-
retical and experimental investigations. The bandgap energies vary
widely depending on the level of theory involved, experimental
approach, and sample investigated. Many reports ignore anisotropy
and polarization dependence of the bandgap energy. Overall, a precise
assessment of exciton properties, accurate band to band transition

FIG. 18. (a) The GGA-PBE Kohn–Sham electronic band structure of a-Al2O3 (Ref. 316), (b) partial density of states located around the main bandgap (Ref. 316), and (c) elec-
tronic band structure determined using tight-binding parametrization. The high symmetry points are labeled for the Brillouin zone inset (Ref. 317). Reproduced with permission
from Santos et al., Chem. Phys. Lett. 637, 172 (2015). Copyright 2015 Elsevier and Godin and LaFemina, Phys. Rev. B 49, 7691 (1994). Copyright 1994 APS. Note the resolu-
tion of (c) is identical to that of the source.
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energies, and their polarization dependence, e.g., as previously
reported for a-Ga2O3 (Ref. 206) remain unknown as of yet. There
appears a wide range of results spanning several eV depending on
whether the sample is bulk or thin film. Historic conclusions on bulk
and single crystal samples tend to have larger bandgaps in the range
8–9 eV (Refs. 271 and 319) compared to that of amorphous thin films
with an experimentally determined bandgap ranging from 6.2 to 6.8
eV.307,320–323 Single crystal high quality a-Al2O3 samples have become
available only recently, for interest due to bandgap engineering via
alloying with Al and Ga. We note here that preliminary investigations
by some of the current authors have revealed that bandgap energy
parameters and their anisotropy of MBE grown a-Al2O3 thin films are
in excellent agreement with results obtained from high quality single
crystalline bulk samples (see Table XIV).

Batra calculated a bandgap energy of around 8 eV.285 Increasing
the exchange parameter within the calculations drastically alters both
the bandgap and bandwidth. When Batra (Ref. 285) increased the
exchange parameter, the bandgap for a-Al2O3 increased and became
more comparable to larger experimental values seen by Arakawa et al.
(Ref. 319) of 9.5 eV. The bandwidth of a-Al2O3 is decreased with an
increasing exchange parameter as well.285 Ching et al. (Ref. 284) used
OLCAO and obtained a direct bandgap of 6.31 eV but the true mini-
mum bandgap was shown to be indirect with a gap of 6.29 eV. Due to
such a small difference that could be considered undetectable, Ching
et al. refer to the bandgap as direct with the gap occurring at the C point
of the Brillouin zone. Schmid et al. (Ref. 324) reported bandgap values
using GGA-DFT and HF-DFT (HSE03 level) calculations and obtained
6.3 and 8.0 eV for GGA-DFT and HF-DFT (HSE03 level), respectively.

Experimentally determined bandgap energies have been reported
throughout the literature. French (Ref. 271) also reported on the elec-
tronic structure of Al2O3 using optical spectroscopy and vacuum ultra-
violet (VUV) techniques. The electronic transition and exciton
formation associated with the bandgap energy can be seen in VUV

reflectance and absorbance spectra. The distinct excitonic peak feature
was determined in reflectance at approximately 9 eV. French also
observes a transmission cutoff at approximately 8.8 eV; however, the
cutoff energy where transmitted intensity drops below measurement
sensitivity also depends on the sample thickness, defect densities, and
instrument capabilities and does not serve as good reference for the
bandgap energy. The observed transition was identified with the direct
bandgap located at the C point of the Brillouin zone with no mention
of any possible indirect gap. Tomiki et al. (Ref. 325) performed VUV
reflectance in the range from 6 to 120 eV on single crystal sapphire for
both polarization parallel and perpendicular to the lattice c axis, and
thereby permitting for identifying the two potentially different
bandgap energy parameters. Kramers–Kronig analysis was performed
to obtain the real and imaginary parts of both ordinary and extraordi-
nary dielectric functions. The authors identify peaks in the imaginary
parts at approximately 9 eV in both spectra, but did not perform a line
shape analysis. The authors conclude, given that exciton properties are
not yet known, that the direct bandgap energy of sapphire is some-
where around 10 eV. Harman et al. (Ref. 326) performed a model line
shape analysis using Lorentzian oscillators, and identified the lowest
resonance features in both spectra at 9.2 eV (electric field Ejjc) and
9.25 eV (E?c). It is anticipated that sapphire will behave similar opti-
cally than a-Ga2O3, hence, exitonic absorption and ground state fea-
tures will be superimposed onto the reflectance spectra. Therefore, the
values obtained by Harman et al.may identify the excitonic transition,
while the true bandgap energy parameters remain hidden yet. A full
line shape analysis using physical model functions, e.g., as performed
by Hilfiker et al.206 will be necessary. Regardless, data in Table XIV
reflect recent findings and are summarized here as bandgap energy
parameters.

Miyazaki et al. (Ref. 327) report a bulk sample bandgap of around
8.8 eV for a-Al2O3 determined by photoemission signals.327 Kamimura
et al. (Ref. 307) reported a bandgap of 6.86 0.2 eV for Al2O3 thin films
grown via plasma-enhanced ALD formed at 250 �C. The bandgap was
extracted from the core-level XPS peak and energy loss structure. The
reported value for the ALD-deposited amorphous films was consistent
with prior literature which reported bandgap values ranging from 6.4 to
6.9 eV for ALD Al2O3 thin films.306,309,321,328 Nohira et al. produced
ALD Al2O3 thin films with a bandgap of 6.76 0.2 eV with a negligible
dependence of bandgap on film thickness.322 All cited bandgap values
are listed in Table XIV as well as values compared in Sec. XI. Of the
nine oxides reviewed, Al2O3 has the highest bandgap; this could be a
possible advantage to incorporation of Al2O3 in alloys. The large
bandgap allows for tailoring through a wide range. Alloys involving
Al2O3 such as aluminum gallium oxide (AlGaO) and aluminum indium
gallium oxide ((AlxInyGa1�x�y)2O3) are highlighted in Sec. IIG.

We note here in passing that the ternary system a-(Al,Ga)2O3

should reveal a transition from indirect (a-Ga2O3) to direct (a-Al2O3)
bandgap behavior since, as discussed above, computational results sug-
gest a-Ga2O3 is indirect and a-Al2O3 is direct. This resembles to some
extent the inverse of the behavior in the system (Al,Ga)As which is lat-
tice matched to GaAs, where the bandgap behavior expands from
direct (GaAs) to indirect (AlAs).

2. Temperature dependence of bandgap energy

Due to the historic usage as a ceramic insulator and in high
temperature environments, Al2O3 is often subject to very high

TABLE XIV. Selected bandgap energy parameters of Al2O3 determined from theory
and experiment.

Eg (eV) Method Bulk/film Reference

Experimental
8.8 VUV Trans; kc Bulk 271
9 Ref; kc Bulk 271
9.2a VUV-Ref.; kc Bulk 326
9.25a VUV-Ref.; ?c Bulk 326
9.9 Polarized Ref/Trans Bulk 319

6.2 Photoconductivity Film 320
6.52 Energy loss spectra Film 321
6.7 XPS Film 322
6.7 X-ray absorption Film 323
6.8 XPS Film 307

Calc.
6.29 OLCAO Bulk 318
6.3 HSE03 Bulk 324
8.0 HSE03 Bulk 324

aModel analysis of Kramers–Kronig reflectance spectra.
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temperatures whether it be during material processing or structural
and device applications. The temperature dependence of the bandgap
is an important parameter to understand, specifically in Al2O3 due to
the mixture of electronic-ionic character within the defect chemis-
try.271 Typically, the linear bandgap expansion coefficient of the tem-
perature dependence, c ¼ dEg=dT � �2aB=hB (T � hB), is reported
[See also introduction to Eq. (1)]. French (Ref. 271) observed this tem-
perature dependence when reporting electronic structure and optical
properties. As stated previously, the room temperature bandgap of the
single crystals were reported to be 8.8 eV. a-Al2O3 exhibited a linear
decrease in the bandgap when the sample was heated from 300 to
1573K. The shift that appears in the absorption edge also shows a lin-
ear decrease in the bandgap of c¼�1.1meV/K.271 The magnitude of
this decrease is substantial when compared to other covalent semicon-
ductors like Si or Ge that exhibit decreases of c¼�0.22meV/K and c
¼�0.44meV/K.329 The first exciton peak located around 9 eV at
room temperature displays a shift of c¼�1.0meV/K as well as a
decrease in magnitude and peak broadening with increasing tempera-
ture. This broadening and decrease in magnitude is a result of the pho-
non scattering seen amongst the electron–hole pairs. A second peak
located around 12–13 eV decreases at a smaller rate of c¼�0.7meV/K.
Overall, the temperature dependence causes an optical bandgap decrease
of 1.6 eV (8.8 to 7.2 eV) from room temperature to 1763K.271 The tem-
perature dependence within the electronic structure can be attributed to
two aspects, the lattice thermal expansion and electron-phonon interac-
tion.330,331 Thermal expansion accounts for c¼�0.31meV/K of the
overall temperature dependence of the bandgap while phonon mode
interactions are calculated to account for c¼�0.62meV/K. This adds
to a calculated temperature dependence from thermal expansion and
phonon modes of c¼�0.93meV/K compared to the experimental
value of c¼�1.1meV/K.271

D. Material properties

Basic material properties reviewed throughout literature include
the material density, bulk modulus, Vicker’s hardness, and the melting
point. The density of the stable a-Al2O3 is roughly 3.95 g/cm3. When
the Al percentage in ceramic Al2O3 is varied, the density changes
accordingly. Going from 80% to 86% Al content in Al2O3 results in a
density ranging from 3.30 to 3.60 g/cm3 while 99.8% Al2O3 has a den-
sity of 3.97 to 3.99 g/cm3.332,333 The Al percentage is often a factor of
the ceramic grade, sintering aids, impurities, or alloys.332 With increas-
ing temperature the density is also shown to decrease in sintered a-
Al2O3.

334 Bulk modulus values exhibit both temperature and porosity
dependence. With increasing temperature from 20 to 1500 �C, the
bulk modulus drops from 257 to 227 GPa.334 Vicker’s hardness is
shown to decrease drastically with increasing temperature, having a
value of 2.5 GPa at 1500 �C. At room temperature, the Vicker’s hard-
ness increases to around 15 GPa.334 Melting point values are in good
agreement across literature, ranging from 2323 to 2344K.334,335 All
cited basic parameter values are compared in Sec. XI.

1. Thermal properties

With applications ranging from high temperature insulators and
structural components to device oxides such as gate oxides and insula-
tors, the thermal properties are of particular importance. The phonon-
phonon interactions dominate the heat transport mechanisms similar
to other dielectric solids.336 Thermal properties highlighted here

include CTE, specific heat, Debye temperature, thermal conductivity,
and thermal diffusivity. Engberg et al. (Ref. 337) report on the average
coefficient of linear thermal expansion across a temperature range of
1000 to 1600 �C to be 7.56 0.4 
 10�6 1/K. Data were taken across
multiple samples including cold pressed, extruded, and single crystals.
The percentage of change from the room temperature length was
shown to increase for all samples.337 Throughout experiments the ori-
entation of the samples was not considered as any anisotropy was
believed to be negligible. Comparing Engberg’s findings to other data
presented in the literature338 it was stated that the CTE is isotropic. Of
note, Wachtman et al. (Ref. 339) considers the thermal expansion to
be nearly isotropic but did consider the small amount of anisotropy.339

That small amount of anisotropy was enough for Munro (Ref. 334) to
cite Wachtman et al. (Ref. 339) as well as Amatuni et al. (Ref. 340) as
proof of anisotropy amongst the thermal expansion. Munro only
reports values of thermal expansion for sintered samples that exhibit
an increase with increasing temperatures. Since sintered samples are
polycrystalline, there is no anistropy (unless the sample is textured).
Munro does, however, present plots of thermal expansion along the a
and c axes for single crystals with plotted data being derived from cal-
culations.334 Other CTE values were reported across Al2O3 samples
with varying Al2O3 percentages (80.0% to 99.6%). Values ranged from
4.5 
 10�6 to 5.4 
 10�6 1/K at room temperature. The lower values
of CTE are primarily for samples with lower Al2O3 percentages.

332,333

Samples with lower Al percentages were reported to have higher
porosity. All cited CTE values are listed and compared in Sec. XI.

The specific heat parameter for Al2O3 offers insight into how
quantities of heat are added to the oxide with increasing temperature.
Values reported near or at room temperature show good agreement
between high-purity high-density sintered samples and samples with
greater porosity that utilized cheaper growth methods. Values ranged
from 0.750 to 0.785 J/(gK).332–334 Specific heat values for sintered sam-
ples increased from 0.755 to 1.33 J/(gK) with increasing temperature
from 20 to 1500 �C.334

The Debye temperature has been reported by Chung et al. (Ref.
341) for polycrystalline samples with an emphasis on the elastic modu-
lus, temperature, and pressure. Across a temperature range of 4.2 to
1300K, the (elastic) Debye temperature decreased from 10446 3 to
965K. At a constant temperature of 298K and increasing pressure
from 1 bar to 10 kbar, the (elastic) Debye temperature increased
slightly from 1034.9 to 1039.9K.341 The low temperature elastic Debye
value is found to be in agreement with the thermal Debye temperature
reported by Wachtman et al. (Ref. 339). With the 0.5% increase in
Debye temperature with increasing pressure, the Gruneisen theory of
solids provides understanding by stating that the frequency of lattice
vibrations is only a function of volume.341 Slack (Ref. 335) offers a dif-
ferent take on the Debye temperature by considering the acoustic
Debye temperature. h0 and h1 are considered the acoustic mode
Debye temperature at absolute zero and the high temperature limit of
the acoustic modes, respectively. Reported values are h0¼ 478K and
h1 ¼ 390K for a-Al2O3 samples.335 While these values are outliers
compared to previously reported values they do follow the trend of
decreasing Debye value with increasing temperature.

The thermal conductivity is one of the most wide ranging
and differing material properties for Al2O3. A key factor in the
varying thermal conductivity values comes from the deposition
and growth method of the sample and whether it is a single crystal
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or amorphous. Reported thin film thermal conductivities range from
0.25 to 0.8 W/(mK)342 with the exception of a value reported by Ristau
et al (Ref. 343) and Akhtar et al. (Ref. 344) deposited via electron beam
evaporation that had a thermal conductivity of 33 W/(mK). Single
crystal samples generally have much higher thermal conductivity val-
ues than amorphous samples and range from 35 to 54 W/(mK).272

Zeller et al. (Ref. 345) state that dielectric solids that are non-
crystalline will exhibit a nearly identical thermal conductivity for tem-
peratures higher than 100K. That statement is found to be true based
on Stark’s findings.342 Munro (Ref. 334) evaluated high-purity and
high-density sintered a-Al2O3 samples. Thermal conductivity was
found to decrease from 33 to 6.23 W/(mK) as temperature was
increased from 20 to 1500 �C. The minimum thermal conductivity is a
topic studied by Slack (Ref. 335) for reasons of understanding the
minimummean free path of phonons within crystals and how the tem-
perature dependence of the thermal conductivity is affected by fre-
quently scattered phonons with a minimummean free path. Calculated
minimum thermal conductivities yield a value of 2.93 W/(mK) for
the high temperature limit around the melting point of 2345K.335

Experimental data for the minimum thermal conductivity for tempera-
tures above 700K were presented by Schatz et al. (Ref. 346) where the
measured data had a slope of around e¼ 2.6, far different from the cal-
culated minimum thermal conductivity value. If this slope value were
in fact correct, it would point to a large number of optical modes in the
crystal.335 However, Slack (Ref. 335) considered the data to be inaccu-
rate due to uncertainty at the higher temperature values, even though
the measured data did begin to approach the calculated values at tem-
peratures of 1500K.

Thermal diffusivity values were reported and shown to exhibit
strong temperature dependence. At room temperature, the thermal
diffusivity was around 1.0 to 1.1
 10�5 m2/s and decreased to around
0.2 
 10�5 m2/s at 1000K.347 Munro’s (Ref. 334) thermal diffusivity
values for sintered samples exhibited the same temperature depen-
dence.334 There was also great homogeneity of the thermal diffusivity
among multiple specimens cut from alumina plates. Ten different cuts
from a single alumina plate displayed a negligible difference in value
with a standard of 0.86%. Across 20 different alumina plates, the stan-
dard deviation of the thermal diffusivity was 1.36%. Heat treatment
did not change the thermal diffusivity of alumina specimens either.347

All cited values of thermal diffusivity are compared in Sec. XI.

2. Phonon properties

The unit cell of a-Al2O3 contains ten atoms (4 Al and 6 O). From
a unit cell of the corundum structure of a-Al2O3, group theory predicts
that 30 C-point vibrational modes should exist. These 30 modes are
separated into three acoustic branches and 27 optical branches.348 The
irreducible representation of the optical modes was reported as349,350

C ¼ 2A1g þ 2A1u þ 3A2g þ 2A2u þ 5Eg þ 4AEu:

Of the irreducible representation, the acoustical modes consist of
2A2u þ Eu. Due to the center-of-inversion that is present within the
corundum structure, any mode that is IR allowed is Raman forbidden,
and any mode that is Raman allowed is IR forbidden. This results in
2A1g and 5Eg Raman active modes and 2A2u and 4Eu for the IRmodes.
2A1u and 3A2g are neither Raman nor IR active vibrational modes
(silent modes).349 Watson et al. (Ref. 350) report that the Raman

modes of sapphire crystals exhibit pressure dependence, increasing in
frequency slightly with an increase in applied pressure and uniaxial
stress.350

Schubert et al. (Ref. 351) report findings for the specific frequen-
cies of the IR modes for both LO and TO modes. IR-ellipsometry was
performed to determine the frequencies of the modes.351 The results
were also compared to other reported findings that used IR-
reflectivity.352–354 Across the multiple methods reported, IR frequen-
cies were in good agreement with each other. Raman and IR mode
frequencies can be found listed in Table XV while a list of the Raman
active modes can be found in Sec. XI. Stokey et al. (Ref. 209) report
the DFT calculation of the Brillouin zone center phonon mode eigen-
vector overlaps with the zone center modes in a-Ga2O3. From these
overlaps, similarities and differences arise between the phonon modes
of the same index and symmetry between the two binary isostructural
parent compounds in the a-(Al,Ga)2O3 system. For example, Raman
modes with A1g symmetry should reveal a one mode behavior and
maintain their displacement character almost 100%, while IR-active
modes Eg � 3 and Eg � 5 in a-Al2O3 almost merge in displacement
character with that of mode Eg � 3 in a-Ga2O3. It is predicted that
these modes may show a complex behavior upon alloying.

PDPs help to present the stress and strain relationship of a mate-
rial. Zhu et al. (Ref. 355) provide what is reported to be the first com-
prehensive study of the PDP stress analysis for a-Al2O3. The
frequencies of the vibration modes will experience a shift based on the
applied stress and strain. How rapid and significant of a shift is deter-
mined by the PDPs. Zhu et al. present how the strain anisotropy alters
the A1g and Eg Raman modes spectral shifts. The present Raman active
modes (2A1g and 5Eg) and the Raman scattering aids in the observa-
tion of the optical phonons for both the transverse and longitudinal
directions. Zhu et al. were able to experimentally determine the PDP
values for both single-crystal and polycrystalline samples of a-Al2O3,
presented in Table XVI. The PDPs were calculated using calibration
data from single-crystal samples that were uniaxially loaded across
varying crystallographic directions. A data set from a polycrystalline

TABLE XV. Al2O3 Raman and IR active TO and LO phonon mode frequencies.

Raman350 x (cm�1)

A1g(1) 417.4
A1g(2) 644.6

Eg(1) 378.7
Eg(2) 430.2
Eg(3) 448.7
Eg(4) 576.7
Eg(5) 750.0

Infrared351 xTO (cm�1) xLO (cm�1)

A2u(1) 397.52 510.87
A2u(2) 582.41 881.10

Eu(1) 384.99 387.60
Eu(2) 439.10 481.68
Eu(3) 569.00 629.50
Eu(4) 633.63 906.60
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sample was also used. Calculated Raman band shifts were in good
agreement with those seen experimentally, yielding only small errors
in the A1g and Eg bands of<5% and<10%, respectively.

Along with IR phonon modes, Schubert et al. (Ref. 351) were
able to obtain values for the static dielectric and the high-frequency
dielectric constants. To calculate values for high-frequency dielec-
tric constants, the Lyddane–Sachs–Teller (LST) relation was
utilized with data from IR experiments.356 Perpendicular to the c-
axis, values of 9.385 and 3.077 were reported for the static and high
frequency dielectric constants, respectively. Parallel to the c-axis,
values of 11.614 and 3.072 for static and high frequency dielectric
constants were reported, respectively. There is clear anisotropy for
the static dielectric constants due to the uniaxial nature of the mate-
rial; however, anisotropy does not appear as strongly for the high-
frequency constants.351 Several other reports in literature also
report on this strong anisotropy in the static dielectric constant and
weak anisotropy in the high frequency dielectric constant.326,352,357

All cited values for both the static and high-frequency dielectric
constants are listed and compared in Sec. XI.

3. Electrical properties

Al2O3 has often been used as a ceramic in non-electrical applica-
tions. With the oxide being used in more electrical applications such as
gate oxides, the electrical properties are of importance. These properties
include electron affinity, electrical breakdown field, effective mass, and
electron mobility. The reported values for the electron affinity of Al2O3

range from around 1 to 2.58 eV.328,358–360 Using thermally grown
Al2O3 thin films, Pollack et al. (Ref. 358) determined the electron affin-
ity to be 1.58 eV, extracting the parameter from current density vs volt-
age data. a-Al2O3 has a bandgap of almost double b-Ga2O3, but that
value does not correlate to a superior electrical breakdown field.
Reported values for the electrical breakdown field of Al2O3 range from
5.2 to 8 MV/cm.304,361,362 Groner et al. (Ref. 304) finds catastrophic
breakdown at 5.2 MV/cm using 12nm thick ALD grown amorphous
thin films.304 Higashiwaki et al. (Ref. 147) plotted the breakdown field
(MV/cm) vs the bandgap to produce the well-known breakdown field
of 8 MV/cm for b-Ga2O3. If that plot were to be followed in order to
predict the breakdown field of single crystal a-Al2O3, it would result in
a value of well over 20 MV/cm or possibly as high as 25 MV/cm for a
bandgap of around 9.5 eV (exceeding the range calculated by
Higashiwaki et al.) and a value of 15 MV/cm for the bandgap of
around 6.2 eV observed of amorphous films. Al2O3 thin films with
bandgaps of around 6.7 eV would have a predicted breakdown field of
around 17 MV/cm. All reported values of the electron affinity and elec-
trical breakdown field are listed and compared in Sec. XI.

Due to the flat valence band maximum seen in Fig. 18, the effec-
tive mass of the holes are expected to be large.318 Perevalov et al.

(Ref. 363) report that there is a strong anisotropy of the effective hole
mass that is not seen for the effective mass of the electrons. Along the
C-M and C-K directions, the heavy hole effective mass was found to
be 6.2 mh and 6.4 mh, respectively. What can be considered the light
holes have an effective mass of 0.36 mh along the C-A direction.363

Calculated electron effective mass values are around 0.4 me along all
directions363 and compare well with experimental tunneling effective
mass values ranging from 0.05 me to 0.42 me.

364–366 While Perevalov
et al. (Ref. 363) found no anisotropy for the effective mass of the elec-
trons, Xu et al. (Ref. 318) found strong anisotropy for a-Al2O3 calcu-
lated along four varying directions of the Brillouin zone, for an average
electron effective mass of 0.35 me.

318

The mobility of Al2O3 is not a widely researched topic, with very
little available in the literature. This lack of interest stems from the
oxide predominately being used as a gate dielectric. If interest in using
Al2O3 as an alloy for device applications continues to gain ground,
more information regarding the carrier mobility should become avail-
able. The predominant charge carrier within Al2O3 was reported to be
electrons.284,367 Reported Hall effect mobility values range from 0.8 to
100 cm2/(V s) across a wide temperature range.368–370 Using these
reported Hall values, Will et al. (Ref. 367) calculated mobility values
along two directions based on the previously cited values. Parallel to
the c-axis, mobility was predicted to be 24 cm2/(V s) at 900 �C, and
perpendicular to the c-axis, mobility was predicted to be 7.3 cm2/(V s)
at 900 �C.367 The anisotropy seen for the calculated mobility values
within Al2O3 stems from the structure of sapphire. Along the c-axis
there is substantially less atomic packing than the direction perpendic-
ular to the c-axis, resulting in fewer scattering centers and a higher
mobility along the c-axis.367 The reported room temperature values
for both the carrier effective mass and mobility are listed and com-
pared in Sec. XI.

E. Doping and defects

Al2O3 has many possible doping candidates that have been dis-
cussed across the literature. Some of the dopants are researched in
regard to the electrical properties of Al2O3 while others are considered
for density changes among single crystals. Dopants used include Ti,
Co, Fe, Mg, Y, Cr, Ca, Mg, Si, and V. Mohapatra et al. (Ref. 371)
observes how Ti affects the defect structure of a-Al2O3. Titanium acts
as a donor when used as a dopant and is found occupying the alumi-
num site in both trivalent and quadrivalent states.371 Within Al2O3 Ti
solubility is greater for polycrystalline samples and smaller for single
crystals.372 Ti3þ incorporates without native defects and Ti4þ exhibits
native defect formation to account for charge compensation.373,374

With Ti4þ incorporated into Al2O3 the conductivity was shown to
increase due to an increase in self-diffusion that occurs as a result of
the increase in native ionic defects.371 Ti3þ brings about three optical
absorption band systems; one in the visible range, one in the far IR
range and one occurring at 6.9 eV. Ti4þ did not have any observable
absorption bands related to the dopant.371

Cobalt doping of Al2O3 causes the conductivity to increase within
oxygen and air.375 The divalent dopant has been shown to increase
positively charged native defect concentrations and is thought to be
present at Al sites.376 For iron doped Al2O3 Dutt et al. (Ref. 377) pro-
poses similarities to their previous work involving cobalt doping.
Similar models can be used that show how the ionic defects are the
main source of charged species and yield an explanation for the

TABLE XVI. Phonon deformation potential values for single-crystal and polycrystal-
line a-Al2O3 determined using bending calibrations. Values from Zhu et al.
(Ref. 355).

K1 K2 K3 K4

(
 103 cm�2) (
 103 cm�2) (
 103 cm�2) (
 103 cm�2)

A1g �396 6 19 �406 6 6 �7776 18 � � �
Eg �293 6 22 �227 6 24 �3.26 0.5 �8.56 1
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conduction of cobalt doped Al2O3. Carrying that model over to iron
doped Al2O3, a model was proposed that accounted for creep, sinter-
ing, and conductivity.377 Heiba et al. (Ref. 378) examined how iron
doping altered the structural, optical, and electronic properties of
Al2O3 nanoparticles. The addition of iron doping allowed for bandgap
narrowing and changes to the emission peaks.378 When single crystal
Al2O3 is doped with magnesium then magnesium acts as an acceptor
that is substituted for aluminum. With the addition of magnesium the
native ionic defect concentration is increased as well as the hole con-
centration with the holes still remaining a minority species within the
crystal. Ionic conductivity was found to be anisotropic while electronic
conductivity was isotropic.379 Rare-earth elements such as yttrium
were also a studied dopant of Al2O3.

380 In regard to the ceramic prop-
erties of Al2O3, there are many structural applications involving high
temperatures. High-temperature creep deformation is a known issue
that stems from grain boundary diffusion. When doping with yttrium
it is possible to retard and control the high-temperature creep in fine-
grained Al2O3. The grain boundary diffusivity of yttrium doped Al2O3

was reduced by ten times when compared to pristine crystals.380

Rasmussen et al. (Ref. 381) examined the role that dopants had on the
defect structure for single crystal Al2O3. Dopants included Cr2O3,
CaO, MgO, SiO2, V2O5, and TiO2. Densities of the crystals as well as
X-ray peak locations were measured and compared to undoped pure
Al2O3 crystals.381 With Cr2O3 doping, the molecular weight change
can be calculated with the Cr3þ substituting for Al3þ. For CaO doping,
measurements of density and transmission electron micrographs
reveal the presence of a second phases forming within the doped crys-
tal. MgO doping results in a deviation of the measured and calculated
densities that appear to increase at a fast rate with an increase in the
Mg concentration. Within the SiO2 doped samples Si4þ solutions
forms with Al3þ vacancies to account for charge neutrality. With
V2O5, V

5þ was added but the resultant change of density reveals V3þ

substituting for Al3þ ions.381 TiO2 shows similar findings as
Mohapatra et al. (Ref. 371) in that the titanium forms a mixed valence
state with Ti3þ and Ti4þ being present.381,382

As is common with most oxides, there is the occurrence of oxy-
gen vacancies. These vacancies act as defects within the crystal struc-
ture and are prevalent within a-Al2O3. These oxygen vacancies occur
as a result of oxygen loss or incorporation into the material.383 As a
result of the vacancies, charge trapping occurs and fixed charge centers
arise.384 The oxygen vacancies are also considered nanoscale absorp-
tion centers that attract metallic clusters or molecules. These types of
structural defects are believed to be key in enhancing catalytic reac-
tions.385,386 Aluminum ions within a-Al2O3 have five valence states
that are supported by the oxygen vacancies ranging from 2þ to 2�.
With these vacancy states a-Al2O3 exhibits a form of electron trans-
port known as Poole-Frenkel hopping. This form of transport is a
method of electron conduction that allows an insulator to conduct a
current and explains how an oxide with such a large bandgap as that
of a-Al2O3 can be considered a semiconducting oxide at times. The
vacancy states of a-Al2O3 allow charge carriers to “slowly” make their
way up through the energy bandgap by stopping in the localized traps
of the vacancies. The carriers are excited to the next vacancy or trap by
a stimulus as simple as a slight thermal increase or fluctuation.387

A comparison of the band alignment of a-Al2O3 and h-Al2O3

was made alongside the band edge of silicon.388 The two Al2O3 phases
are also shown against HfO2 at the silicon band edge. The comparison

shows the possibility of the Al2O3 dielectric being a possible replace-
ment for HfO2, an oxide that has received much attention as a possible
gate dielectric for MOSFETs and other electronic devices.321,389–392

For both phases of Al2O3, the þ/0 vacancy level resides lower in the
energy gap than HfO2. The vacancy states for Al2O3 also remain in
stable form as the Fermi energy is increased; that is not the case for the
HfO2 vacancy states.

388 Other defects that occur with Al2O3 are alumi-
num vacancies as well as oxygen and aluminum interstitial sites. The
aluminum vacancies and the oxygen interstitial sites are deep accept-
ors within the band while aluminum interstitial sites are deep donors
and the oxygen vacancies are both donors and acceptors as seen from
the 2þ to 2� charge states.384

Jones et al. (Ref. 393) highlight defect diffusion within titanium
doped single crystal Al2O3 samples. Titanium doped Al2O3 exhibits a
shift in color boundary with a change in the oxidation state. This
means that diffusion transport within the crystal controls the oxida-
tion. The point defects in the crystal lattice have a diffusion coefficient
that controls the color boundary migration. Lattice diffusion can be
attributed to either the concentration of ith defects per concentration
of lattice sites or the correlation coefficient of the ith type of defect.
The defect that has the most overall contribution to the transport can
be considered the means of lattice diffusion.393

Shifting from single crystal to Al2O3 thin films, Schmid et al.
(Ref. 324) reports a first of its kind study involving oxygen-deficient
line defects. It is demonstrated how anti-phase domain boundaries
within thin film Al2O3 grown on NiAl(110) substrates are oxygen defi-
cient and act as adsorption sites for electronegative species.324 The
energies of the empty conduction band states were previously reported
to be þ2.5, þ3.0, and þ4.5 eV using scanning tunneling spectroscopy
experiments by Nilius et al. (Ref. 394) and are in good agreement with
the defect state energies found by Schmid et al. (Ref. 324). The findings
suggest that while O atoms exhibit defect behavior they are not local-
ized structure defects. Stoichiometry of the model and electronic prop-
erties show an O deficient structure. Oxygen deficient domain
boundaries act as native electron donors.324 This donor like behavior
is very much debated for oxygen-deficient defects that occur within
transition metals oxides like ZnO, for example.395,396 Of note, there
still exists electronic defects within the thin film even though the films
building principles are maintained perfectly. This negates the one-to-
one correlation between electronic and structural defects.324

F. Summary of Al2O3 property values

Table XVII highlights a summary of the properties reviewed for
Al2O3. Values for each of the properties are presented along with refer-
ences and notation of whether they are experimental or calculated
findings. Where relevant anisotropy is denoted.

IV. INDIUM OXIDE

Indium oxide is a widely researched oxide commonly grown in
the form of single crystal or thin film. With a combination of dopants
such as Sn, and material coatings, In2O3 has many electronic and
optoelectronic applications such as solar cells,403–405 energy efficient
windows,406,407 thin film transistors,408–410 and Schottky contacts and
diodes.411–413 There are also numerous ceramics applications for
In2O3,

414–416 similar to Al2O3. Over the past few decades, the availabil-
ity of high crystalline quality bulk samples and thin films have fur-
thered the interest in integration of In2O3 into device applications.
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For the purpose of the present review, we note that a thorough sum-
mary of the properties of Sn-doped In2O3 (also known as ITO) is
beyond the scope of this work. However, where relevant, ITO compar-
isons are made to In2O3 throughout this section. The reader is referred

to existing literature specific to this material.417–419 Material properties
including crystal and electronic structure, as well as thermal, phonon,
and electrical properties are reviewed to provide further insight into
In2O3.

A. Crystal structure

In2O3 contains multiple widely accepted crystal structures, a
body-centered cubic and a rhombohedral structure according to
Wang et al. (Ref. 420). Hagleitner et al. (Ref. 421) state there are three
possible alternative structures for In2O3 to exist in, but do not specify
any of them besides the body-centered cubic structure. This structure
and phase has thermodynamic stability in ambient conditions.422 The
body-centered cubic structure of In2O3 belongs to the space group Ia�3
(#206) with a lattice constant of 10.118 Å420,423 regarded as having a C
rare-earth sesquioxide424 or a bixbyite structure.421 Figure 19 shows a
schematic for the In2O3 crystal structure. Within a unit cell there are
80 atoms.425 Of the 80 atoms, 32 are metallic indium atoms with 24
located in the d position and 8 located in the b position. The remaining
48 atoms are oxygen with no special position or location.424 The b
atoms are coordinated with axial symmetry while the d atoms have a
high asymmetry within their coordination.421 When looking down the
(001) direction of the crystal, there are 3 alternating layers that
makeup the crystal. There is a mixed layer that contains both b and d
atoms which referred to as the M layer, a layer of d atoms known as
the D layer, and a layer containing O atoms known as the O layer.
There exists a net dipole that is perpendicular to the surface due to the
indium and oxygen layers alternating.421 The In atoms have a coordi-
nation to six oxygen atoms thus forming an octahedron. The bond
lengths between the In and O range from 2.12 to 2.21 Å and the In to
In bond lengths range from 3.35 to 3.36 Å.426

Karazhanov et al. (Ref. 427) report that there is an additional
body-centered cubic In2O3 structure, called In2O3-I. The structure of
In2O3-I belongs to the space group I213 (#199) and possess a lattice
constant of 10.120 Å.427 In2O3-I contains three types of indium atoms
and two types of oxygen atoms. The indium atoms, In(1), In(2) and
In(3), reside at 8a, 12b, and 12b, respectively. The oxygen atoms O(1)
and O(2), both reside at 24c Wyckoff locations.427 First principles
studies on the quasiparticle electronic states by Fuchs et al. (Ref. 428)
report that this specific cubic polymorph is unstable.428

The second accepted phase of In2O3 is the rhombohedral struc-
ture. This phase belongs to the R�3c (#167) space group with lattice
constants a¼ 5.478 Å and c¼ 14.51 Å.420 Zhang et al. (Ref. 422) state
that the rh-phase of In2O3 is stabilized under high pressure conditions.
The rhombohedral cell, sometimes called a hexagonal cell, contains six
formula units within each hexagonal cell and contains a slightly
smaller volume per formula unit than the bcc-phase; 62.85 Å3 and
64.72 Å3, respectively.422 Karazhanov et al. (Ref. 427) state there are 12
indium atoms and 18 oxygen atoms within the unit cell occupying the
c and e Wyckoff positions, respectively.427 Very little is known about
the rhombohedral phase compared to the bcc phase due to lack of
overall research interest and suitable synthesis methods.420,429

Notably, there are known property and parameter differences between
the bbc-phase and the rhombohedral phase that will be highlighted
throughout.

The third accepted phase of In2O3 is the orthorhombic phase, or
o0-In2O3 belonging to space group Pbcn (#60). The orthorhombic
phase is similar to the rhombohedral phase in that they are connected

TABLE XVII. Summary of theoretical and experimental basic properties of Al2O3.
Common names of aluminum oxide, aluminum sesquioxide, alumina, and corundum.

Stable phase a-Al2O3 Ref. 265
Stable structure Trigonala R�3c Refs. 265 and 276

a¼ 4.75
c¼ 12.97

Hexagonal R�3c Refs. 277 and 284
a¼ 4.762
c¼ 12.896
ab¼ 5.128 Refs. 277 and 284

Metastable phases c, g, h, d, j, v
Density (g/cm3) 3.92–3.984 Expt.334,347

Bulk modulus (GPa) 257 (20 �C) Expt.334

225–252 Calc.397–399

Tm (�C) 2050–2071.85 Expt.334,335,400

Debye temp. (K) 1045 Calc.339

965–1044c Expt.341

Specific heat (J/(gK)) 0.750–0.785 Expt.332–334

Th. Cond.(W/(mK)) 30, 33, 30–40 Expt.332–334,347

CTE (
10–6/K) 4.5–5.5 Expt.332–334

Electron affinity (eV) 1.58 Ref. 358
Breakdown field >20 Pred.147

(MV/cm) 5.2–7 Expt.304,362

m�
e 0.38–0.40 Calc.284,318,328

0.40 (?c) Est.363

0.40 (k c) Est.363

m�
h 6.3 (?c) Est.363

0.36 (k c) Est.363

le [cm
2/(V s)] 0.8 Expt.368

Gap type Direct Ref. 271
Eg (eV) 6.3–8.8 Bulk calc.324,401

8.8–9.9 Bulk expt.271,319,324,402

4.0–6.8 Film calc.307,321,322,324

e0 8.9–9.385 (?c) Calc.326,351

11.614 (k c) Calc.326,351

9.395 (?c) Expt.357

11.589 (k c) Expt.357

e1 3.038–3.077 (?c) Calc.326,351,357,d

3.065–3.072 (k c) Calc.351,357

Phonon modes
IR active 2A2u, 4Eu Expt.350

Raman active 2A1g, 5Eg Expt.350

aTrigonal symmetry with hexagonal parameters.265,276
bTrigonal unit cell parameter within the hexagonal lattice.277,284
cPolycrystalline sample.
dDerived from IR experiment using LST relation.
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via a diffusionless pathway of the P2/c monoclinic subgroup.430

Bekheet et al. report lattice constants of a¼ 7.929 Å, b¼ 5.482 Å, and
c¼ 5.589 Å for samples recovered from 9 GPa and 600 �C. Lattice
constants did not vary more than 0.001 Å with 8 GPa recovery at
1100 �C while bringing the oxide back to ambient pressure and tem-
perature and while still maintaining the orthorhombic phase and not
transforming to the rhombohedral phase. There was much disagree-
ment about the conditions for obtaining the orthorhombic phase.
Yusa et al. (Ref. 431) states that orthorhombic In2O3 is only stable
between a pressure range of 8.1 to 19.9 GPa and will transform into
the rhombohedral phase upon decompression. Bekheet was able to
recover orthorhombic samples from 30 GPa to ambient pressure and
temperature, but yielded very few and small samples. In further stud-
ies, Bekheet et al. (Ref. 430) were able to synthesize orthorhombic
samples from the rhombohedral phase, successfully recovering the
orthorhombic phase from moderate high pressure (8–9 GPa) and
moderate high temperatures (600–1100 �C) back to ambient pressure
and characterizing the crystal structure. It was concluded that o0-In2O3

was an orthorhombic distortion of the rhombohedral phase. While o0-
In2O3 contains octahedrally coordinated indium and tetrahedrally
coordinated oxygen similar to the cubic and rhombohedral phases, it
differs in the stacking of the InO6 octahedra. o0-In2O3 does not vary
much in the interatomic distancing compared to bcc and rh, but does
possess the smallest volume of 60.74 Å3.430

Yusa et al. (Ref. 431) states that there is a fourth phase obtainable
at pressures above 19.9 GPa. The phase is an orthorhombic a-Gd2S3-
type o0-In2O3, belonging to possible space groups Pnma (#62) and
Pn21a

430,431 with lattice constants reported to be a¼ 5.473 Å,
b¼ 3.003 Å, c¼ 11.618 Å using XRD data.431 This phase is a transfor-
mation from the Rh2O3(II) structure with very little known about the
stability of the structure or possible recovery similar to o0-In2O3.

431

The lattice parameters, space grouping, and structure for the reviewed
phases of In2O3 are highlighted in Table XVIII. An additional

reference detailing the high pressure Gd2S3 structure can be found in
Yusa et al. (Ref. 432).

B. Growth

There are many growth and fabrication methods that have been
explored since the dawn of the In2O3 crystal and thin film research. As
seen from the parameters obtained from older works such as Weiher
et al. (Ref. 434), the purity and growth quality plays a large role. As
growth and fabrication methods have improved, so have the resultant
material properties, as evidenced by the reported electron mobility val-
ues below. Concerning bulk crystal growth there are a wide range of
methods spanning back as far as the 1950s. Using a hydrothermal
method, the first bulk crystal samples of In2O3 were obtained by Roy
et al. (Ref. 435) with few details regarding the overall quality and
dimensions.435,436 Flux methods for bulk crystal samples have been
explored by a multitude of groups as well.421,437,438 Contamination is a
common consequence of using a flux method, thus altering the electri-
cal properties as well as the overall crystalline quality.438 Physical and
chemical vapor transport (PVT and CVT) as well vapor phase meth-
ods are other well-known methods for bulk growth.434,436,439 Galazka
et al. (Ref. 439) grew samples using PVT as well as melt-grown meth-
ods to compare the resultant crystals. With PVT samples having a
higher carrier concentration, the overall mobility was lower than melt-
grown samples.439

Galazka et al. (Ref. 440) reported on a novel growth method
from melt called Levitation-Assisted Self-Seeding Crystal Growth
Method (LASSCGM). Melt growth is a difficult growth method for
metal oxides like those discussed in this review. The decomposition of
the melt must be suppressed and oxygen partial pressure must be
managed. As the oxygen partial pressure requirements are increased,
the difficulty of growth increases as well. Compared to other oxides,
In2O3 has been shown to be far less stable.440 LASSCGM allows for
the oxide melt to be levitated using electromagnetics. This allows for

FIG. 19. Schematic for the crystal structure of In2O3 with space group Ia�3 (#206) (a) with the c-axis orientated upward and (b) along the c-axis (white¼ In, red¼O).
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the melt to be pulled away from areas of highest temperature during
growth in the iridium crucible apparatus which proves advantageous
as it decreases the eutectic formation probability. While the conditions
of the LASSCGM are extreme, the resultant crystals were shown to
have good quality.440

As with many other thin film materials, the methods of fabrica-
tion are numerous. In2O3 thin films have been fabricated using
ALD,441–443 spin coating,444 PLD,445,446 MBE,447 MOCVD,448,449 spray
pyrolysis,450 and dc magnetron sputtering.451 Ramachandran et al.
(Ref. 443) reported on the versatility of ALD temperatures. The growth
rate was shown to remain mostly constant across a temperature range
of 100–400 �C. The evident possibility of wide ranging deposition tem-
peratures is key for insuring compatibility with various dopants that
require various deposition temperatures. Ramachandran’s work was
the first to publish crystalline In2O3 thin films grown using ALD at a
temperature of 100 �C.443 MOCVD is a well-known method due to
the ability to control the film composition as well as achieve high uni-
formity at a high growth rate.449

C. Electronic band structure

The electronic structure of In2O3, derived from the atomic com-
position of the oxide, provides insight and understanding into the elec-
tronic properties that make In2O3 a candidate for device applications.

The stable body-centered cubic phase will be the focal point here with
comparisons to the other metastable phases highlighted where rele-
vant. Karazhanov et al. (Ref. 427) reported a conduction band mini-
mum located at the C point, shown to be very dispersive and uneven.
The conduction bands that reside just above the conduction minimum
share the same dispersive feature. The valence bands are predomi-
nately flat, similar to Al2O3 and a common trait of many transparent
conducting oxides (TCO).427 Peelaers et al. (Ref. 452) found that
within the valence bands there is low dispersion of O(p) orbital char-
acter. The lower level conduction bands are primarily s orbitals that
have a very large dispersion.452 There are three groupings of bands
within the valence band structure. The lowest in energy reside around
�15 eV below the flat uppermost valence band. Between �10 and
�14 eV lies the middle grouping of valence bands. The third grouping
resides just below the valence band maximum and is the broadest sec-
tion of bands. The stable body-centered cubic phase has a valence
band maximum located at the C point, resulting in a direct bandgap.
The rhombohedral In2O3 has a conduction band minimum at the C
point and a valence band maximum located at the L point, resulting
in an indirect bandgap.427 This direct bandgap is the topic of much
discussion and disagreement, as presented below. The band structure
for cubic In2O3 is shown in Fig. 20 as well as the comparison to the
electronic structure for rhombohedral In2O3.

Fuchs et al. (Ref. 428) present a first principles study providing
further insight into the electronic structure of In2O3. The C position
for the resultant direct bandgap is considered to be widely accepted
with some disagreement about the indirect bandgap energy.
Quasiparticle calculations show that the overall electronic structure
and density of states for both the stable cubic phase and high pressure
rhombohedral phase are similar. There is large k space dispersion seen
in the lowest conduction bands near the C point. This is commonly
seen among other In materials and compounds like InN.453 The high-
est valence bands are derived from predominately O(2p) orbitals with
a bandwidth of around 6 eV. Between the energy range of �11 to
�13 eV, bands are derived from In(4d) orbitals and the lowest bands
are a result of mainly O(2s) valence bands. Fuchs et al. (Ref. 428)
explain the complexity of the electronic band structure as a result of
atomic orbital hybridization. Beginning with the lower conduction
bands, In(5s) is dominant but will begin to combine with In(5p) char-
acter with increasing k vector. The top of the valence band contains
hybridization of In(4d) states.428 The binding energies of In(4d) as
well as the coupling of the In(4d) and O(2p) states are often reasons
for an under estimation of bandgap value seen for LDA and other
DFT theoretical methods. According to angular resolved photoemis-
sion studies (ARPES) by Janowitz et al. (Ref. 87) the beginning of the
allowed transitions start in the band states located 0.8 eV below the
valence band maximum. This transition is reported to be 3.7 eV. XAS
data find that the conduction band minimum is made of oxygen atoms
with indium contributions. At low binding energy there exists mainly
O(2p) character, and In(5P) at the higher binding energies. This is
derived from the symmetry selection rules.87 Methods for determining
the value of the In2O3 bandgap are discussed below.

1. Bandgap energy

The bandgap energy for In2O3 has been reported often for both
theoretical and experimental methods. Theoretical methods include

TABLE XVIII. In2O3 polymorphs and crystal structure with associated lattice con-
stants determined from experiment and theory.

Phase Structure Space group Lattice (Å)

bcc-In2O3 Cubic Ia�3 (#206) a¼ 10.118420,a

a¼ 10.117421,423,a

bcc-In2O3-I Cubic I213 (#199) a¼ 10.120427,b

rh-In2O3 Rhombohedral R�3c (#167) a¼ 5.478420,433,a

c¼ 14.51

o0-In2O3 Orthorhombic Pbcn (#60) a¼ 7.929430,a,d

b¼ 5.482
c¼ 5.589
a¼ 7.92430,a,e

b¼ 5.488
c¼ 5.597
a¼ 8.072430,b

b¼ 5.588
c¼ 5.678

a-Gd2S3 type Orthorhombic Pnma (#62) a¼ 5.473431,c

Pn21a (#33) b¼ 3.003
c¼ 11.618

aExperimental.
bTheoretical.
cModeled.
d9 GPa recovery, 600 �C.
e8 GPa recovery, 1100 �C.
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LDA, LDAþU, HSE03, HSE03þG0W 0/D, and GGA.427,428 Fuchs
et al. (Ref. 428) reported calculated bandgaps for both the direct and
indirect transitions for both the cubic and rhombohedral polymorphs
using LDA, HSE03, and HSE03þG0W 0/D. For cubic In2O3, LDA cal-
culations produced the lowest values; 1.12 eV and 1.11 eV for direct
and indirect gaps, respectively. As seen from the values, the difference
between the direct and indirect values are small. HSE03þG0W 0/D
provided the highest theoretical value of 3.10 eV for the direct
bandgap. Across all calculated methods used by Fuchs, the bandgaps
of the rhombohedral polymorph were larger than the cubic poly-
morph. The difference between the direct and indirect bandgaps were
also more pronounced; 1.27 and 1.23 eV, respectively.428 While there
is a difference in value across the LDA and HSE03 methods, the posi-
tioning of the upper valence bands are unchanged across the two vary-
ing methods. That was the case when switching to LDAþU
calculations that resulted in a lower valence band located at the C
point, thus increasing the difference between the direct and indirect
bandgap.428,454

King et al. (Ref. 455) provide a comparison of the theoretically
and experimentally determined bandgaps for both the fundamental
and optical gaps for single-crystalline epitaxial thin films. The theoreti-
cal gaps were higher in value than the experimental gaps for both the
cubic and rhombohedral polymorphs. This is due to the theoretical
method using a zero temperature limit for calculations and being con-
sistent with a bandgap reduction as temperature increases. The theo-
retical fundamental and optical gaps for cubic In2O3 were 3.10 and
3.72 eV, respectively. Experimentally, the fundamental and optical
gaps were 2.93 and 3.55 eV, respectively. Rhombohedral In2O3 has
larger fundamental gaps than the cubic polymorph but a small optical
gap for both theoretical and experimental values. For the cubic (bixby-
ite) structure, optical transitions between the valence band maximum
and conduction band minimum are dipole forbidden. Transitions
from the lower valence bands up to the conduction band minimum
are forbidden or have optical transition matrix elements that are small.
These forbidden transitions are seen among the optical absorption
spectrum calculations in that the absorption coefficient has a signifi-
cant increase that is only seen for energies 0.5 to 1.0 eV above the fun-
damental bandgap.455 Weiher et al. (Ref. 237) observed that at around
2.6 eV there was the onset of optical absorption that continued up to
2.94 eV; reported to be the indirect forbidden transitions. This led to
the proposal that In2O3 contained a conduction band maximum at the
C point of the Brillouin zone with a valence band maximum away
from the C point making for an indirect bandgap. This valence band
maximum is around 1 eV higher in the gap than the valence band at
the C point. The model concluded that there is an absorption edge
with a direct energy gap of around 3.7 eV at the C point for direct
allowed transitions, and that there are indirect forbidden transitions
between the conduction band maximum and the valence band maxi-
mum with an energy gap of 2.6 eV,237 in good agreement with ARPES
studies by Janowitz et al. (Ref. 87). All reported bandgap values for the
bcc and rh structure are listed in Table XIX.

Wang et al. (Ref. 429) determined the bandgap of both the cubic
and rhombohedral polymorphs by plotting the square of the optical
absorption coefficient against photon energy. Interestingly, the
reported values show that the cubic polymorph has a larger bandgap
than the rhombohedral polymorph; 3.7 and 3.0 eV, respectively.429

The cubic bandgap of 3.7 eV is noted to be in good agreement with a
value of around 3.6 eV reported by Bender et al. (Ref. 456) using pho-
toconductivity measurements.

The bandgap energies have a dependence on the thickness of
In2O3 films as well. There is a decrease in the optical bandgap from
3.57 to 3.49 eV in a 420 to 35nm In2O3 film. Note that there is an
inequivalence between electronic and optical bandgaps in relation to
the optically forbidden transitions within the valence and conduction
band. This comes from the dipole in the spatial inversion symmetry.
When the material is strained, the optical and electronic bandgap
trends are equivalent. The observed bandgap changes come from the
energy difference of the conduction and valence band. Calculations
show that compressing/straining the crystal will increase the bandgap.
The calculation results show that the bandgap is altered due to lattice
strain and comes from a change in the materials electron affinity.
In2O3 has deformation potential values greater than ZnO but less than
GaAs and GaN. Calculated deformation potential values for In2O3

range from�4.2 to�3.66 eV. The valence band deformation potential
4a tends to be positive and has a large role in the overall deformation

FIG. 20. The band structure, density of states (DOS), and partial DOS for (a) cubic
In2O3 and (b) rhombohedral In2O3. Calculations were performed within DFT-LDA.
Note that the resolution of the figure is identical to that of the source. Reproduced
with permission from Fuchs and Bechstedt, Phys. Rev. B 77, 155107 (2008).
Copyright 2008 APS (Ref. 428).
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potential of the unit cell volume. This positive valence deformation
sets In2O3 apart from typical III-V and II-VI semiconductors. The pri-
marily flat valence band of In2O3 is insensitive to any changes in vol-
ume that may arise from strain.457

2. Temperature dependence of bandgap energy

Building off the optical properties study by Weiher et al. (Ref.
237), Irmscher et al. (Ref. 458) observed the nature of the bandgap

and its temperature dependence. The absorption onset of 2.7 eV was
found to be intrinsic of In2O3.

458 To study the transition process of the
material, four transition mechanisms were considered. These mecha-
nisms include direct allowed, direct forbidden, indirect allowed, and
indirect forbidden. There is a proportionality between the photon
energy and the absorption coefficient for each transition mechanism.
For direct allowed a / ðh� � Eg;dirÞ1=2, for direct forbidden
a / ðh� � Eg;dirÞ3=2, for indirect allowed a / ðh�6Ephonon
�Eg;indirÞ2, and for indirect forbidden a / ðh�6 Ephonon � Eg;indirÞ3.
It should be noted that the wide ranging and contradicting bandgap
values presented in Table XIX are often a result of incorrect use and
simplification of these equations. By taking the absorption coefficient
from each mechanism and plotting it against the photon energy, the
transition will be linearized. At room temperature (300K) the indirect
transition had a value of 2.76 eV. At a low temperature of 9K the value
was 2.94 eV. Both indirect transition values included the phonon
energy. This concluded that within In2O3 the optical absorption begins
at the indirect allowed transitions and are followed by the direct transi-
tions at higher photon energies. This is in agreement with Weiher
et al. (Ref. 237) findings of an indirect bandgap with the valence band
maximum and the N point of the Brillouin zone. There is a tempera-
ture dependence of the indirect bandgap that can be determined by
using the fitting of a single oscillator model with the measure of
electron-phonon coupling strength. Further details on this are dis-
cussed in Sec. II. Starting at low temperatures and increasing to room
temperature there exists an indirect bandgap of 2.887 eV and an
electron-phonon coupling strength of 6.73. At higher temperatures up
to 1200K a drastic decrease of the indirect bandgap was observed, and
was strong compared to other semiconductors. At 1200K the indirect
bandgap is reduced by half when compared to the indirect bandgap at
lower temperatures. This was predominately caused by the strength of
the electron–phonon coupling parameter, which is shown to increase
to 8.24 at these higher temperatures. The zero temperature bandgap
was calculated to be 2.884 eV, and at 1200K the bandgap was roughly
1.5 eV.458

Schmidt-Grund et al. (Ref. 460) investigate the temperature
dependence of the dielectric function from 0.5 eV to 8.5 eV of a cubic
In2O3 thin film deposited onto yttrium stabilized zirconium oxide sub-
strate (YSZ). The authors observed a redshift of the onset of absorp-
tion with decrease in temperature from 300K to 10K. A model
dielectric function approach was employed to differentiate between
indirect and direct electronic transitions and to quantify transition
energy parameter temperature dependencies. The Bose–Einstein
model [Eq. (1)] was used, and a phonon coupling strength of
aB¼ 16meV, phonon temperature of h¼ 30.1meV, and bandgap
shift c¼�0.001 eV/K were reported for the indirect transition. The
reduction in energy toward low temperatures was only half of what
was observed previously by Irmscher et al. (Ref. 458) who studied bulk
samples, and Schmidt-Grund et al. suggested the cause being differing
crystal quality between film and bulk. However, Schmidt-Grund et al.
did not consider the possibility that the epitaxial film undergoes ther-
mally induced strain due to differing lattice expansion coefficients
between YZO and In2O3, and such strain could strongly affect the
band structure property of the In2O3 film. For a quantitative value for
the temperature dependence of the bandgap, both De Wit et al. and
Weiher et al. (Refs. 438 and 237) report values of c ¼ �1:1 
 10�3

and c ¼ �1:0 
 10�3 eV/K, respectively. Compared to b-Ga2O3, c

TABLE XIX. Bandgaps of the bcc and rh In2O3 structures determined from theory
and experiment.

Eg (eV) Method Bulk/film Reference

bcc—Expt.
2.72 Transmission spect. Bulk 458
2.93 Optical absorption Bulk 455
3.10 Optical measurements Bulk 434
3.55 Optical absorption Bulk 455

2.619a Absorption data Film 237
2.63a ARPES Film 87
3.71 ARPES Film 87
3.75 Absorption data Film 237

bcc—Calc.
1.11a LDA � � � 428
1.12 LDA � � � 428
1.16a LDA � � � 454
1.21 LDA � � � 454
1.82 GGAþU � � � 454
2.18a LDAþU � � � 454
2.20a HSE03 � � � 459
2.21 LDAþU � � � 454
2.44a HSE03 � � � 428
2.45 HSE03 � � � 428
3.10 Calc. � � � 455
3.10 HSE03þG0W0/D � � � 428
3.7 Est. Bulk 459
3.72 Calc. � � � 455

rh—Expt.
3.02 Optical absorption Bulk 455
3.16 Optical absorption Bulk 455

rh—Calc.
1.23a LDA � � � 428
1.27 LDA � � � 428
2.57a HSE03 � � � 428
2.61 HSE03 � � � 428
3.26 HSE03þG0W0/D � � � 428
3.26 Calc. Bulk 455
3.40 Calc. Bulk 455

aIndirect gap.
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values for In2O3 are very similar. All reported values for the bandgap
of In2O3 are compared in Sec. XI.

D. Material properties

Many properties are utilized and studied to further research into
materials and their applications. The thermal, phonon, and electrical
properties are key to the understanding and implementation of In2O3

into technological and device applications. The basic material proper-
ties such as the density, bulk modulus, and melting point are some of
the most basic parameters that begin to open the door for possible
uses on In2O2. The density is regarded as being around 7.1 to
7.2 g/cm3.406,424,436 As noted in Sec. IVD1, Wheeler (Ref. 461) states
the density is much lower at 6.3 g/cm3. This value is used to determine
theoretical values for certain thermal properties causing some devia-
tion from results using the more widely regarded density of 7.1 to 7.2
g/cm3. The bulk modulus has been reported both theoretically and
experimentally. An experimental value of 194.24 GPa462 was found to
be much higher than a DFT calculated value of 174 GPa.428 With
increasing pressure, the bulk modulus is shown to increase. The rhom-
bohedral polymorph has a higher bulk modulus at all pressures than
the stable cubic polymorph.463 The melting point of In2O3 is in good
agreement, averaging a temperature of 1950 �C.458,464,465 All reported
basic material properties are compared in Sec. XI.

1. Thermal properties

Thermal properties reported for In2O3 include CTE, Debye tem-
perature specific heat, thermal diffusivity, and thermal conductivity.

CTE has been studied by multiple groups for multiple varieties of
In2O3 including powders, bulk crystal, and thin films. Kundra et al.
(Ref. 466) explored the CTE for powder samples across an increasing
temperature range. A CTE was reported to be 7.206 0.06 
 10�6/�C,
similar to the value of 6.156 0.11 
 10�6/�C from Weiher et al. (Ref.
467 for a crystal sample). Both were considered to be linear with tem-
perature.466 Of the cited values, tin doped In2O3 (ITO) films used as a
substrate have the highest CTE, a value of 10.2 
 10�6/�C, similar to
the CTE of glass.468 The Debye temperature for In2O3 has wide rang-
ing values of 420 to 811K.469,470 Bachmann et al. (Ref. 469) extracted
a Debye temperature of 4206 20K from the heat capacity but did not
specify if the value was for pure In2O3 or tin doped samples. Preissler
et al. (Ref. 470) published a study detailing the electrothermal trans-
port within In2O3 single-crystalline films. An effective Debye tem-
perature of 700 K was calculated using the temperature-dependent
mobility. Error analysis yields a Debye temperature ranging from
650 to 811 K.470 Specific heat (heat capacity) for In2O3 has been
reported across a wide range of temperatures as well. From 1 to
40 K the heat capacity increases from 1.0 
 10�5 to 2.91 cal/(mol
K).469 Bachmann’s values are contested by Cordfunke et al. (Ref.
471). Heat capacity measurements show disagreement with
Bachmann’s low temperature values. Below 20 K, Bachmann’s val-
ues are much lower; above 20 K they are higher with much devia-
tion.471 At a room temperature of 298.15 K, Cordfunke reported a
molar heat capacity of 99.08 J/(mol K). Other values reported by
Cordfunke include molar heat capacity for temperatures ranging
from 6.94 to 346.51 K resulting in 0.069 to 105.592 J/(mol. K).471

Heat capacity per unit volume was also cited by Yagi et al. (Ref.
472) to be 2.58 
 106 J/(m3 K).

At room temperature, thermodynamic calculations were reported
for In2O3 thin films in the ground state. The specific heat ranged from
18.98 to 19.199 cal/(mol K).473 Wheeler (Ref. 461) offers a different
take on the specific heat value. The density of a material along with the
known specific heat can be used to calculate a thermal conductivity
value. Wheeler lists the material density of In2O3 to be 6.3 g/cm3,
much lower than the reported density values listed above. The specific
heat was also stated to be assumed constant at a value of 0.2 cal/(gK).
In2O3 was the only material within that study to use an assumed value
for specific heat instead of a cited value.461 This is further evidence
that the specific heat of In2O3 is one of the lesser researched thermal
properties, and what is available is in much disagreement. Converting
Wheeler’s specific heat in cal/(gK) to units of J/(gK) yields a specific
heat 0.837 J/(gK). Finally, Cordfunke et al. (Ref. 471) present the molar
heat capacity in units of J/(mol K) across a wide temperature range. At
room temperature (299.99K), the molar heat capacity was reported
to 99.040 J/(mol K). Using the known molecular weight of In2O3,
277.64 g/mol, the molar heat capacity converts to 0.356 J/(gK). The
specific heat values are listed and compared in Sec. XI.

Thermal diffusivity values are in better agreement than the
specific heat values, especially for tin doped In2O3 thin films. The
reported thermal diffusivity for thin film samples ranges from 1.2

 10�6 to 2.27 
 10�6 (Refs. 472 and 474) with some dependence on
O2 flow rate during thin film fabrication. Using 100% Ar gas during
deposition, thermal diffusivity was 2.24
 10�6 m2/s. Values peaked at
2.27 
 10�6 m2/s with an increase in the O2 flow rate before falling to
1.53 
 10�6 m2/s as the flow ratio of O2 increased.

474 Of note, these
values are almost double the thermal diffusivity of amorphous ITO
and Indium Zinc Oxide (IZO) films.472,475 With the values of thin
films being similar, bulk single crystal thermal diffusivity appears to
deviate. At 7.0 
 10�6 m2/s the bulk crystal thermal diffusivity is sig-
nificantly higher than the reported thin film values.465 However, com-
pared to Si, In2O3 has a thermal diffusivity of more than one order of
magnitude less.476

The thermal conductivity of bulk crystal In2O3 has only recently
been reported due to the availability of high quality bulk crystal sam-
ples. In a recent study by Xu et al. (Ref. 465) the thermal conductivity
was studied across multiple crystal samples and orientations, utilizing
various annealing conditions. Peak thermal conductivity ranged from
100 to 5000 W/(mK) with the lowest value coming from an as-grown
sample with no specified annealing conditions. Across six samples,
each subsequent peak thermal conductivity occurred at lower temper-
atures, possibly pointing to disorder evolution in the samples. Along
the (111) orientation, the peak thermal conductivity of 5000 W/(mK)
was achieved at 20K following multiple annealing conditions.465 This
peak thermal conductivity value is comparable to diamond477 and sili-
con,478 and only slightly lower than Al2O3

479 at 20K. Room tempera-
ture thermal conductivity was reported to be around 15 W/(mK),
which is three times larger than the room temperature thermal con-
ductivity of Indium Tin Oxide (ITO) thin films.474 Bulk crystal tem-
perature dependence of the thermal conductivity shows a room
temperature value of 13.09 W/(mK) that falls to 2.89 W/(mK) at
800 �C.436 Another temperature dependence study shows a quadratic
behavior as the thermal conductivity decreased from 7 to 10 W/(mK)
at room temperature to around 2 to 3 W/(mK) at 1200K.480 Thin
film samples of In2O3 are usually tin doped and referred to ITO,
which has received considerable attention in research for device
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applications.481,482 Fermi gas models estimate the electronic thermal
conductivity of ITO thin films to range from 1.0 to 1.4W/(mK) for thin
films increasing in thickness from 27 to 62nm.472 Other ITO thermal
conductivity values derived from the thermal diffusivity range form 4.00
to 5.86W/(mK) and show dependence on the O2 flow rate.474

In2O3 has been considered as a thermoelectric oxide for applica-
tions that can generate electrical power from heat. Thermoelectric
devices are measured by a dimensionless figure of merit, ZT. Thermal
conductivity resides in the denominator of the figure of merit,
ZT ¼ S2Tr=k, where S is the thermopower or Seebeck coefficient, T
is temperature, r is electrical conductivity, and k is the thermal con-
ductivity. While most power electronics applications such as transis-
tors and diodes strive for higher thermal conductivity values,
thermoelectric devices rely on lower values of thermal conductivity.
B�erardan et al. (Ref. 483) report how Ge doping in In2O3 resulted in a
decreased thermal conductivity and a ZT FOM almost 4
 higher than
undoped In2O3. Thermal conductivity has two components due to
charge carriers and phonons. At 1273K, the thermal conductivity of
undoped In2O3 is mainly comprised of thermal transporting phonons.
When Ge doping is added, the charge carrier component of thermal
conductivity increases, strongly decreasing the electrical resistivity as
well. Past the solubility limit, Ge doping will decrease the charge car-
rier thermal conductivity contribution and increase the electrical resis-
tivity. Undoped In2O3 has a reported thermal conductivity of around
3 W/(mK) while the addition of Ge doping lowers the thermal con-
ductivity to 0.6 W/(mK) in In1.8Ge0.2O3, enhancing the thermoelectric
FOM from 0.1 to 0.45.483 All reported thermal property values are
compared in Sec. XI.

2. Phonon properties

The phonon properties of In2O3 are important for understanding
of electrical and thermal transport, charge carrier mobility, Debye tem-
perature, as well as Raman, IR, and vibrational modes. The cubic crys-
tal structure of In2O3 has a primitive unit cell containing 40 atoms for
a total of 117 optical phonon modes. The irreducible representation
for the optical modes is484

C opt ¼ 4Ag þ 5Au þ 4Eg þ 5Eu þ 14Tg þ 16Tu:

The Ag, Eg, and Tg are Raman-active while Tu are the IR-active
modes. The remaining Au and Eu modes are silent. It should be noted
that previous works list the Tg Raman-active modes as Fg or F2g and
the Tu IR-active modes as Fu.

485,486 The IR and far-IR active modes
have been determined using DFT calculations and are listed in Table
XX. Group theory predicts that all 16 modes should be present but
only 11 modes had been detected experimentally until recently by
Stokey et al. (Ref. 484). TO and LO modes for Tu 12–16 contain low
intensities, which offers a possible explanation for why they remained
undetected experimentally for so long. Stokey et al. were able to
observe and determine the far-IR phonons. Since this is the first exper-
imental recording of these modes there were no such values to com-
pare to within the literature except for their own DFT analysis. There
was an overall good agreement between the calculated and experimen-
tal phonon modes.484 Experimental IR and far-IR TO and LO modes
are also included in Table XX. The set of TO and LO modes reported
by Sobotta et al. (Ref. 486) are within decent agreement with the full
set of DFT calculated modes except for the absence of the far-IR

TABLE XX. In2O3 TO and LO IR and far-IR active phonon mode frequencies determined by theory and experiment. All frequencies are in units of cm�1.

xTO xTO xTO xTO xLO xLO xLO

Mode Calc.a Expt.b Expt.c Expt.d Calc.a Expt.b Expt.c

Tu(1) 588.61 594.96 0.7 612 595.5 611.35 6246 0.3 625
Tu(2) 553.45 561.06 0.9 570 560.5 569.28 579.16 0.3 578
Tu(3) 527.83 534.06 1.3 542 534.1 540.15 549.16 5.9 548
Tu(4) 460.07 470.06 0.1 489 � � � 503.84 518.06 0.6 513
Tu(5) 409.12 408.26 0.2 409 408.0 460.01 470.16 0.2 � � �
Tu(6) 386.87 384.76 0.1 380 386.2 394.19 394.06 0.1 391
Tu(7) 363.37 362.26 0.2 362 361.7 383.47 383.26 0.1 381
Tu(8) 330.41 327.36 0.1 322 327.3 339.21 337.46 0.1 352
Tu(9) 310.89 309.76 1.2 301 307.3 312.26 310.46 1.1 318
Tu(10) 260.02 260.26 5.3 245 260.09 260.96 4.7 245
Tu(11) 214.71 216.36 0.4 205 216.00 217.66 0.2 224
Tu(12) 171.00 1726 0.9 171.29 172.46 0.1
Tu(13) 152.81 154.26 1.1 152.85 154.46 1.1
Tu(14) 148.44 150.56 1.2 148.48 150.66 2.1
Tu(15) 123.27 126.46 1.7 123.32 126.76 0.3
Tu(16) 100.86 99.06 0.2 100.86 99.16 0.2

aDFT calculations from Ref. 484.
bBest-match model dielectric function analysis from Ref. 484.
cReflectance from Ref. 486.
dIR ellipsometry from Ref. 487.
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modes. Sobotta et al. used low quality samples from a pellet source
material which could provide reasoning for some of the slight devia-
tion from DFT values. Feneberg et al. (Ref. 487) only reported TO
modes with the absence of Tu (4) and no modes below 300 cm�1.

The Raman-active modes have been extensively studied by
Kranert et al. (Ref. 485) and Garcia-Domene et al. (Ref. 488). Ab initio
calculations were reported showing the frequencies for all 22 Raman
modes expected from group theory. Experimental Raman modes were
also reported using Raman spectroscopy. All values are listed in Table
XXI. The calculated work from Garcia et al. and symmetry assign-
ments that were used show good agreement with Raman selection
rules of Kranert et al. Kranert et al. performed two experimental tests
with the first at a spectra excitation of k¼ 532nm at room tempera-
ture. This sample was a (111)-oriented film. The second experiment
used a spectra excitation of k¼ 325nm at 10K. The values for this
“sample” consist of averages across multiple samples. Therefore, only
rough comparisons can be made between the two experimental sets of
values found by Kranert et al.485 Across the experimental values
reported by both groups, each of the 22 predicted and calculated
Raman modes for In2O3 are seen.

In2O3 has a polar nature due to the bonding between the In and
O atoms. This means that the carrier mobility within In2O3 is limited

by acoustic and optical phonon scattering. Since the stable polymorph
of In2O3 is cubic and centrosymmetric, piezoelectric scattering does
not need to be accounted for. Instead, acoustic deformation potential
(ADP) makes up the acoustic phonon scattering,470 with an ADP
value reported to be -4.31 eV.457 As stated in the electronic structure
section, the conduction band is mainly comprised of In(5s) orbitals.428

This s-orbital symmetry and character causes the scattering from opti-
cal deformation potential to disappear, similar to what has been
observed in GaAs.489 The LO phonons are the cause of the optical
phonon scattering.470 Preissler et al. (Ref. 470) modeled how the
mobility is altered due to polar optical phonon scattering with chang-
ing carrier concentration, and predicted a maximum room tempera-
ture mobility, which is further discussed in Sec. IVD3. Polar optical
phonon scattering is dominant for low carrier concentrations and the
acoustic deformation potential scattering can be considered negligible
with increasing carrier concentrations.470 This statement refutes previ-
ous findings fromWeiher et al. (Ref. 434) stating that acoustic phonon
scattering and impurity scattering are not negligible, but are the main
forms of scattering in the crystal. When looking at polar optical pho-
non scattering with respect to the electron carrier concentration, the
mobility is shown to decrease for carrier densities from 2.0 
 1018 to
2.0 
 1019 cm�3. This means that optical phonon emission in the
form of kinetic electron energy is nearing the energy of the LO pho-
nons. Once carrier concentration increases past this point, mobility
increases due to LO-phonon plasmon coupling.470,490 The Debye tem-
perature, as discussed in Sec. IVD1, along with the number of LO
phonon modes, helps to characterize the polar optical phonon
scattering.

Due to the indirect nature of absorption, the phonons provide
momentum to allow for unoccupied conduction band states off the
Brillouin Zone center to be reached. First principles calculations show
LO phonons dominating indirect absorption. When considering pho-
non modes for the intraband transitions, it can be assumed that the
main factor for any phonon assisted absorption comes from LO pho-
non modes. Fr€ohlich models for electron phonon coupling give insight
into this process. Modeling shows that when comparing In2O3 to
another TCO like SnO2, In2O3 has 50% less phonon assisted indirect
absorption. SnO2 has stronger electron-phonon coupling. The differ-
ence in the static and high frequency dielectric constants is larger for
SnO2, stemming from its more ionic nature compared to In2O3.
When comparing LO phonon frequencies of SnO2 and In2O3, the
largest frequency of SnO2 is greater than the largest frequency of
In2O3. The smaller electron phonon coupling and smaller LO phonon
frequency attribute to In2O3 having a weak indirect absorption com-
pared to SnO2.

452

In regard to the rhomobohedral In2O3 phase, Wang et al. (Ref.
420) reported the irreducible representations for the optical modes in
a single crystal to be

2A1g þ 2A1u þ 3A2g þ 2A2u þ 5Eg þ 4Eu:

Due to the primitive cell and its two In2O3 molecular units, there
are 30 C point vibrational modes. Due to the center of symmetry, the
allowed Raman modes are IR forbidden, and the allowed IR modes are
Raman forbidden. The A1u and A2g modes are inactive for both
Raman and IR modes. A1g and Eg are considered Raman active while
A2u and Eu are considered IR active. The acoustical modes are 1A2u

þ 1Au.
420,491 The difference in the space groups and crystal symmetry

TABLE XXI. In2O3 Raman phonon mode frequencies determined from theory and
experiment (cm�1). Note that the Fg Raman modes are equivalent to the Tg Raman
modes listed in the irreducible representation above.

Mode Calc.a Expt.b Expt.c Expt.d

F2g(1) 106 108 109 112
F2g(2) 114 118 119 � � �
Ag(1) 128 131 133 135
F2g(3) 148 152 154 � � �
Eg(1) 165 169 � � � 172
F2g(4) 199 205 � � � 209
F2g(5) 204 211 � � � 215
F2g(6) 302 306 306 307
Ag(2) 302 306 309 310
Eg(2) 308 � � � � � � 317
F2g(7) 312 � � � � � � 321
F2g(8) 356 365 369 369
F2g(9) 379 � � � � � � 392
Eg(3) 385 396 � � � 400
F2g(10) 438 � � � � � � 454
F2g(11) 447 467 � � � 469
Ag(3) 476 495 499 499
F2g(12) 499 513 � � � 520
F2g(13) 520 � � � � � � 547
Eg(4) 565 590 � � � 589
Ag(4) 576 � � � 634 629
F2g(14) 600 628 636 633

aReference 488.
bReference 488—k¼ 633 nm and T¼ 300K.
cReference 485—k¼ 532 nm and T¼ 300K.
dReference 485—k¼ 325 nm and T¼ 10K.
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of the cubic and rhomobohedral polymorphs causes the difference in
the vibrational modes.420

3. Electrical properties

The electrical properties reported help to show the material char-
acterization and device potential of In2O3 and include electron affinity,
electrical breakdown field, static and high frequency dielectric con-
stants, effective mass, and electron mobility. The electron affinity,
often an important parameter for band alignment and heterojunctions,
is somewhat contested. An early value of around 3.3 eV was deter-
mined using theory.492 This value is the lowest electron affinity that is
cited within this review. Most reported values range from 4.3 to
4.5 eV.493–495 Lang et al. determined the electron affinity to be around
3.7 eV from the experimental values of work function (4.3 eV),
bandgap, and Fermi level of highly conductive In2O3 films.496 In
studying tunneling solar cells, the theoretical electron affinity of 3.3 eV
was considered. It was found that an electron affinity below that value
increased the solar cell efficiency while a higher affinity caused the effi-
ciency to deteriorate.497 The electrical breakdown field of In2O3 crys-
tals or thin films is not a parameter of great interest, making it hard to
find throughout literature. Following Higashiwaki et al. (Ref. 147) and
their hypothesized breakdown field values based on a materials
bandgap, In2O3 would have a breakdown field of around 3 to 4 MV/cm.
Solely based off of the bandgap, this would make the breakdown field
comparable to GaN and 4H-SiC.147 Values for the electron affinity and
electrical breakdown field are compared in Sec. XI.

The static and high frequency dielectric constants of In2O3 are
reported to be in good agreement. In regard to the static dielectric con-
stant, both theoretical and experimental values are around
9.0,406,457,463 with Hamberg et al. (Ref. 406) stating that a value of 9.5
has been used in calculations previously with no reason as to
why.498,499 The high frequency dielectric constant have very little devi-
ation and are reported to be around 3.82 to 4.0, with LDA-DFT calcu-
lations yielding the lowest value.406,457,463 According to Walsh et al.
(Ref. 463), there is no evidence of anisotropy within the cubic bixbyite
structure, and very little anisotropy within the rhombohedral structure
for both the static and high frequency dielectric constants.463

Alongside producing the current state of the art work for the phonon
modes of In2O3, Stokey et al. (Ref. 484) also reported on the static and
high frequency dielectric constants. The high frequency dielectric con-
stant e1 was approximated from wavelength-by-wavelength analysis
to be 4.056 0.05, in good agreement with the DFT predicted e1 of
4.128484 and 4.08 from Feneberg et al. (Ref. 487). The static dielectric
constant eDC was then determined from the LST relationship to be
10.556 0.07, again, in good agreement with the DFT predicted value
of 10.74 from the same work.484 Values for the static and high-
frequency dielectric constants are compared in Sec. XI.

The electron effective mass is another heavily researched electri-
cal parameter of In2O3. This parameter has been reported both experi-
mentally and theoretically using methods such as Hall and Seebeck
coefficients, ARPES, and LDA. The possibility of anisotropy has also
been examined for both the cubic and rhombohedral polymorphs.
There is a wide range of reported effective mass values found through-
out the literature and summarized in Table XXII. An early report dat-
ing back to 1962 by Weiher (Ref. 434) stated that the effective mass
was as high as 0.55 me from single crystal samples. The crystal quality

of the sample used must be considered as a possible reason for such a
larger value. At the time, quality and purity of single crystal In2O3 was
lacking. A few decades later, a much smaller value of 0.14 me was
determined using Hall and Seebeck coefficients.500 The very same
method also produced an effective mass of 0.306 0.03 me.

470 Finally,
using a combination of a Drude model and Hall-effect measurements,
Feneberg et al. (Ref. 487) reported a zero-density effective mass of
0.18 me. This value is in very good agreement with the calculated effec-
tive mass of 0.16 me found by Peelaers et al. (Ref. 452) using LDA. Once
the carrier concentration surpassed n¼ 5 
 1019 cm�3, the effective
mass increased reaching a value of 0.40 me at n¼ 1021 cm�3.487 The
wide range of values could be a result of the pronounced nonparabolic
nature of the conduction band near the C point of In2O3. This causes
the effective mass to increase with increasing carrier concentration. In a
recent study by Stokey et al. (Ref. 484) optical Hall effect measurements
were used to determine the near zero-density effective mass, found to be
0.2086 0.006 me. This near zero-density effective mass is in good agree-
ment with the other zero-density value of 0.18 me found by Feneberg.

487

Fuchs et al. (Ref. 428) reported calculations that support an increasing
effective mass with an increased electron carrier density. The effective
mass was found to increase up to 0.30 me for carrier densities that
eclipse 1020 cm�3. This value is still well below the outlying large effec-
tive mass of 0.55 me.

434 As expected for a bcc structure no anisotropy
has been reported for the effective mass.

Fuchs et al. (Ref. 428) observes the difference in effective mass
values for cubic and rhombohedral polymorphs of In2O3. From a the-
oretical approach Fuchs et al. calculated an effective mass for cubic
In2O3 found to be nearly isotropic with values of 0.18 me and 0.22 me

for LDA and HSE03 methods, respectively. The rhombohedral poly-
morph took into account two independent directions that makeup the
effective mass tensor. The anisotropy was considered to be almost neg-
ligible with values of mx¼my¼ 0.22 me and mz¼ 0.23 me from
HSE03 calculations. LDA calculations showed an effective mass of
0.16 me for all directions.

428

The electron mobility for In2O3 single crystals and thin films
appears to be as wide ranging as the bandgap values. The electron
mobility is effected by many aspects and variables including crystalline
quality, carrier concentration, and temperature. The theoretical limits

TABLE XXII. Effective mass values determined from theory and experiment for bcc
In2O3.

Effective mass (me) Method Reference

Expt.
0.14 Hall–Seebeck 500
0.18 Plasma frequency 487
0.208 Optical Hall effect 484
0.30 Hall–Seebeck 470
0.40 Plasma frequency 487
0.55 Hall-thermoelectric power 434

Calc.
0.16 LDA 452
0.18 LDA 428
0.22 HSE03 428

Applied Physics Reviews REVIEW scitation.org/journal/are

Appl. Phys. Rev. 9, 011315 (2022); doi: 10.1063/5.0078037 9, 011315-48

Published under an exclusive license by AIP Publishing

https://scitation.org/journal/are


of the electron mobility are stated to be 270 cm2/(V s) 470 and 274 cm2/
(V s),501 with the latter being determined using Matthiessen’s rule.
Experimental values are wide ranging, spanning from as low as
7.81 cm2/(V s) for undoped In2O3 films502 to as high as 180 cm2/(V s)
to 190 cm2/V s and even 226 cm2/(V s) for bulk crystals.440,464,501 Of
the cited values, thin films tend to have lower values than those of sin-
gle crystal samples. There is also some orientation dependence on the
electron mobility of both UID In2O3 thin films and ITO thin films.
Along the (111) orientation, UID thin films are reported to have a
mobility of 110 cm2/(V s),503 while UID samples along the (001) orien-
tation have a mobility of only 55 cm2/(V s).504 In ITO thin films, the
(222) and (400) directions result in mobilities of 22.30 cm2/(V s) to
30.00 cm2/(V s) and 43.97 cm2/(V s) to 80.54 cm2/(V s), respectively.505

King et al. (Ref. 455) reported on the mobility of the differing cubic
and rhombohedral polymorphs. While the cubic was grown using
molecular beam epitaxy (MBE) and the rhombohedral was grown
using MOCVD, the single rhombohedral sample possessed a higher
mobility.455 Weiher et al. (Ref. 434) analyzed the experimental Hall
mobility with temperatures from around 300 to 90K, comparing theo-
retical equations to experimental results. Bierwagen et al. (Ref. 501)
also reported on the mobility’s temperature dependence. Room tem-
perature measurements showed a maximum mobility of 226 cm2/
(V s),501 surpassing the previously reported maximum mobility value
of 160 cm2/(V s) for bulk samples at room temperature by Weiher
(Ref. 434). The mobility was shown to increase as the temperature
decreased from 300 to 100K, peaking at 1290 cm2/(V s). Polar optical
phonon scattering hinders the mobility at room temperatures. Below
100K, dislocation and impurity scattering take over. Comparing works
by Bierwagen et al. and Weiher (Refs. 501 and 434), it is evident from
the room temperature and peak mobility values that high crystalline
quality and purity plays a large role in increasing mobility.434,501 A few
years after the work by Bierwagen et al., Galazka et al. (Refs. 440 and
464) produced mobility values for bulk In2O3 of 180 cm2/(V s) and
190 cm2/(V s), respectively. All cited electron mobility values are listed
and compared in Sec. XI.

E. Doping and defects

In2O3 in its undoped form can be considered a transparent semi-
conducting oxide. In this form, with near perfect stoichiometry, In2O3

and other wide bandgap oxides exhibit insulating behavior. When
large amounts of dopants are implanted, In2O3 and other oxides are
considered TCOs with n-type conductivity being seen most com-
monly. When dopants are added, the conductivity will be increased
beyond the level of the unintentionally doped sample.506 There are
many possible dopants that have been implanted into In2O3 with tin
being the most widely used dopant. An entirely separate review could
be compiled just on tin doped In2O3 (ITO) as it is such a widely stud-
ied oxide with a wide range of device applications.481,507,508 Bel Hadj
Tahar et al. (Ref. 509) reported on the electrical properties of tin doped
In2O3 with a few comparisons to undoped In2O3. With a multitude of
preparation methods, the properties of ITO are heavily dependent on
the specific method used. When doping with tin, it takes the role of
the cationic dopant, replacing the indium and yielding n-type conduc-
tivity while still preserving the oxide’s charge neutrality. According to
Bel Hadj Tahar et al., there is a theoretical maximum carrier density
from the tin doping that is dependent on the tin concentration. But it
was stated that the carrier concentration does not reach the levels that

are theoretically expected.509 The overall carrier mobility of tin doped
In2O3 is lower than that of UID samples. At the time of reporting, the
highest room-temperature mobility of undoped In2O3 was around 160
to 170 cm2/(V s),434 later improved upon as seen from the above In2O3

Electronic Properties section, Sec. IVD3. Tin doping increases the
free carrier scattering and yields a mobility lower than that of undoped
samples. With increasing carrier concentration the mobility has been
shown to decrease. Ionized centers appear to be a large cause of lower
mobility within ITO thin films.509 Shigesato et al. (Ref. 510) published
a study on how tin doping altered the electronic transport of In2O3

thin films. With increasing tin wt. % up to 5%, Hall mobility and resis-
tivity dropped sharply with around 1% of tin. The carrier density was
shown to increase up to 5 
 1020 cm�3 at 1% tin. The mean free path
also decreased with added tin.510 With increasing tin, some amount of
tin remain electrically inactive.509,510 If it is possible to decrease the
amount of inactive tin, the resistivity of ITO will improve by means of
fewer scattering centers and increasing free carrier concentrations. Tin
was reported to be the origin of donor centers as well as scattering
centers.510

Titanium is another commonly used dopant in In2O3.
511–515

Gupta et al. (Ref. 511) reported that using titanium doping in PLD
grown samples had some advantages over tin doping. The surface
roughness of was found to be 2 nm,511 half of the surface roughness of
tin doped In2O3.

516 Mobility values increased with substrate tempera-
ture, peaking at 154 cm2/(V s) all while the resistivity decreased. Gupta
et al. (Ref. 511) state that these mobility values are substantially better
than other TCOs that are commercially available, making titanium
doped In2O3 a viable candidate in the commercial application
space.511

One uncommon dopant used in In2O3 seen in literature was
molybdenum.517,518 Addition of Mo into the In2O3 thin films resulted
in a reduction of the ionized impurity scattering and an increase in the
electron mobility. Mo(4d) states do not experience much hybridization
with the In(5s) states. The lack of hybridization between the Mo(4d)
and In(5s) states causes a separation of the conduction from the
donors and reduces the scattering from ionized impurities. DFT calcu-
lations show the molybdenum doping residing high in the conduction
band despite the low hybridization.518 If an undoped sample was
shown to contain both cubic and rhombohedral features, the addition
of molybdenum suppressed the rhombohedral phase. Compared to
equal concentrations of tin doping, molybdenum resulted in much
lower ionized impurity scattering and a larger carrier mobility.518

Using molybdenum doping, some reported carrier mobility values are
65.3, and 80 to 130 cm2/(V s).407,517,519 Other In2O3 dopants across lit-
erature are hydrogen,520 tungsten,521 iron,522,523 zinc,434,524,525 and
tantalum.515

Defects and impurities play a large role in shaping the overall
quality of the oxide as well as the electrical properties. Oxygen vacan-
cies are seen as the most probable donor other than the indium inter-
stitial according to theory, while there is no clear consensus on the
prominent acceptor.506,526,527 Reunchan et al. (Ref. 528) used first
principles DFT studies to explore the vacancy defects within In2O3.

528

It was concluded that oxygen vacancies are double donors while
indium vacancies are triple acceptors. The indium vacancies also act as
compensation centers that occur within n-type In2O3; thus reducing
n-type carriers. While this seems like it could lead to possible p-type
In2O3, the high formation energy makes it unlikely. The first principles
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calculations were inconclusive in regard to whether oxygen vacancies
were deep or shallow donors. Regardless of the donors being shallow
or deep, it would not help in achieving p-type In2O3 as the oxygen
vacancies would negate the doping.

With a lack of experimental work into the vacancies and defects
of In2O3, Korhonen et al. (Ref. 506) utilized positron annihilation
spectroscopy to further study the vacancy defects in bulk and doped
thin film samples. Doppler broadening shows that the UID bulk sam-
ple had one of the lowest vacancy concentrations of all the studied
samples. Thin films exhibit growth kinetics that make vacancy forma-
tion favorable while bulk samples reveal little to no vacancy detection
compared to thin films.506 The doping used for the thin film samples
were tin and magnesium. A single type of vacancy was seen in the tin
doped thin films after annealing in oxygen. Vacuum annealed samples
exhibit a different type of defect compared to the oxygen annealed
samples. The vacuum annealing caused an increase in the oxygen
vacancies that resulted in an increased conductivity when compared to
the oxygen annealed samples.506 Analysis of the Mg doped samples
resulted in similar trends just with smaller changes. Intrinsic defects
overcompensated Mg,529 resulting in n-type conductivity.506 It was
concluded that in highly tin doped thin films (ITO), the interstitial
oxygen was the compensating acceptor and not the indium vacancies.

Building off of Korhonen’s work, Makkonen et al. (Ref. 530)
identified the vacancy defect complexes of In2O3 and other transpar-
ent semiconducting oxides. Within the cubic structure of In2O3 there
are two In sites as discussed in Sec. IVA. Each site has a different
makeup of the oxygen atoms around it. There are two missing oxygen
sites surrounding each indium vacancy. Makkonon et al. reported an
overall agreement with Korhonon et al. (Ref. 506) for the open-
volume defects that were observed in oxygen annealed samples.

F. Summary of In2O3 property values

Tables XXIII and XXIV highlight a summary of the properties
reviewed for In2O3. Values for each of the properties are presented
along with references and notation of whether they are experimental
or calculated findings. Where relevant, anisotropy is denoted.

V. ZINC OXIDE

The stable phase of zinc oxide or zincite (ZnO) is a widely
researched, semiconducting oxide with a well-established high quality
material base, with similar properties to GaN.533 However, ZnO can-
not be made readily p-type conductive as a result of the O(2p) orbitals
that reside at the top of the valence band. The direct bandgap and dop-
ing of ZnO make it a viable candidate for device applications such as
optoelectronics,534 gas sensors,535 thin film transistors,536 and solar
cells.537,538 The crystal and electronic structures for ZnO are
highlighted throughout this section, as well as the thermal, phonon
and electrical properties. A number of excellent reviews of ZnO prop-
erties have been published already and can be further referenced
beyond this review.539–541

A. Crystal structure

The stable hexagonal wurtzite phase of ZnO gives rise to each
individual anion being surrounded by cations at each of the four anion
corners. This creates a tetrahedral coordination that is common in
covalent sp3 bonding. It is possible for the material to be ionic even

with this covalent bonding and in this sense ZnO can be seen as an
exception among II–VI compound semiconductors. The ionicity of
wurtzite structure is considered borderline straddling between a cova-
lent semiconductor and an ionic semiconductor. Along with the ther-
modynamically stable wurtzite structure, there are two other
polymorphs: cubic zinc blende and rocksalt structures. Rocksalt struc-
ture is formed at very high pressures while zinc blende is formed when
grown on another cubic substrate. Figure 21 shows the crystal struc-
tures of the three ZnO phases.

Hexagonal wurtzite contains four atoms per unit cell,542 one of
the fewest atoms per unit cell of any oxide discussed in this review.
Hexagonal wurtzite ZnO belongs to the space groups P63mc
(#186).542 The lattice parameters have been extensively reported, both
theoretically from first principles and experimentally via x-ray diffrac-
tion (XRD).543,544 Gerward et al. (Ref. 544) used XRD to find con-
stants of a¼ 3.2475 Å and c¼ 5.2075 Å. The calculated lattice
constants were slightly larger than those reported experimentally.
Catti et al. (Ref. 545) used Hartree-Fock ab initio calculations to find
constants of a¼ 3.286 Å and c¼ 5.241 Å.

The zinc blende polymorph has cubic structure belonging to
space group F�43m (#216).542 Lattice constants were determined
experimentally using XRD and TEM,546 and theoretically using
Hartree–Fock.545 Similar to the wurtzite structure, the calculated lattice
constants were slightly larger than those determined experimentally.
The lattice constant a was reported to range from 4.463 to
4.619 Å.545–547

The cubic rocksalt polymorph belongs to space group Fm�3m
(#225).542 The lattice constant was determined both experimentally548

TABLE XXIII. Summary of theoretical and experimental structural and thermal prop-
erties of In2O3. Common names of indium oxide, indium sesquioxide, and india.

Stable phase bcc-In2O3 Ref. 422
Stable structure Cubic (BCC) Ia�3 (#206)

a¼ 10.118 Å Ref. 420
a¼ 10.117 Å Refs. 421 and 423

Metastable phases bcc-In2O3-I
rh-In2O3

o0-In2O3

a-Gd2S3 type
Density (g/cm3) 7.12 Expt.406

7.2 Calc.424

Bulk modulus (GPa) 194.24 Expt.462

174–192.66 Calc.428,459

Tm (�C) 1949–1950 Expt.458,464,465

Debye temp. (K) 700–811 Calc.469,470

420 Expt.469

Specific heat (J/(gK)) 0.356a Calc.471

0.837b Calc.461

Thermal cond. (W/(mK)) 10–15.0 Expt.436,480,495

Thermal diff. (mm2/s) 1.2 ITO film Expt.472

7.0 Calc.465

CTE (
10�6/K) 6.15–10.2 Expt.436,466–468

aCalculated from molar heat capacity.
bConverted from cal/(g �C).
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and theoretically.547 a was found to range from 4.271 Å to 4.30 Å, a
smaller difference between the experimental and theoretical constants
than the other structures. All cited lattice constants for the three ZnO
structures are listed in Table XXV. Unless stated otherwise, all discus-
sion throughout this refers to the stable, single crystalline, wurtzite
phase.

The c/a parameter of ZnO offers insight into the lattice structure.
The ideal hexagonal wurtzite structure has a value of 1.633. The c/a
ratio for the cited lattice constants range from 1.595 to 1.604, slightly
lower than the ideal structure. The difference could be attributed to
the ionicity of the ZnO crystal and the stability of the lattice. Causes of
lattice constant deviations include defects caused by oxygen vacancies
and zinc antisites. Extended defects which include threading disloca-
tions are often times responsible for lattice constant increases. Free
charge has been shown to be the factor that causes greater lattice
expansion in relation to the deformation potential of the conduction
band minimum.542 Further details on the defects of ZnO are discussed
in Subsection VE.

B. Growth

ZnO bulk crystal and thin films have been grown using multiple
methods. Bulk crystals have been grown using hydrothermal,550–552

vapor phase transport,542 and melt growth.553 The growth of bulk
crystal was first reported by Fritsch (Ref. 553) in 1935. Almost 20 years
later in 1953, growth using the hydrothermal method was first
reported by Walker (Ref. 554). Hydrothermal growth has been studied
extensively since this method has the ability to produce large crystal
samples. Growth rate for the hydrothermal method was shown to be
anisotropic552 with metallic impurities such as potassium and lithium
being seen throughout.542 In 2006, Ehrentraut et al. (Ref. 555) was
able to grow three inch diameter crystals hydrothermally. CVT growth
of ZnO crystals was first reported in literature by Kubo (Ref. 556) in
1965 around a decade following the first hydrothermal growth. Vapor
transport has been shown to grow ZnO wafers at very high quality.542

FIG. 21. Unit cells for (a) wurtzite ZnO belonging to space group P63mc (#186), (b) zinc blende ZnO belonging to space group F�43m (#216), and (c) rocksalt ZnO belonging
to space group Fm�3m (#225). All three unit cells are shown with the c-axis orientated upwards (olive¼ Zn, red¼O).

TABLE XXIV. Summary of theoretical and experimental electrical and optical proper-
ties of In2O3.

Electron affinity (eV) 3.3 Calc.492

3.7 Expt.496

4.3 Ref. 494
4.45 Expt.495

Breakdown field
(MV/cm) 3–4 Pred.147

m�
e 0.16–0.23 Calc.427,428,452

0.14–0.55 Expt.434,500

0.18–0.24mCB Calc.531

m�
h 0.27–0.28mVB Calc.531

le [cm
2/(V s)] 270–274 Calc.470,501

7.81–190 Expt.434,440,455,500,502

Gap type Debated Ref. 454
Eg (eV) 1.11–3.72a Bulk calc.428,454,455,459

2.72–3.55 Bulk expt.434,455,458

2.619–2.63 Film indirect expt.87,237

3.71–3.75 Film direct expt.87,237

e0 9.0–10.74 Calc.457,463,484

8.9 Expt.406

e1 3.82–4.128 Calc.428,457,463,484,487

4.0–4.05 Expt.406,484

Phonon modes
IR active 16Fu Refs. 484, 486, and 532
Raman active 4Ag, 4Eg, 14Fg Refs. 484, 485, and 532

aIncludes direct and indirect gap.
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One of the higher reported electron mobility values of 205 cm2/(V s)
was obtained using vapor-phase transport to grow large-diameter
ZnO crystals. The same vapor-phase samples exhibited peak mobility
of around 2000 cm2/(V s) at 50K.557 Galazka (Ref. 436) provides
extensive detail as well as a historical timeline into the growth of bulk
crystal ZnO across multiple methods.

The growth methods for ZnO thin films have been shown to be
similar to other oxide thin films. Magnetron sputtering558 and
CVD559,560 produced low quality and polycrystalline samples. When
using methods such as MBE,561,562 PLD,563 and MOCVD,564 the crys-
talline quality was greatly improved due to better control over the
deposition.542 PLD offers advantages for ZnO film growth compared
to other growth techniques. The pulsed laser allows for the energy of
the emitted photons to be condensed quickly, resulting in a high peak
energy. This proves to be an advantage for fabricating complex oxides
as evaporation of ablated materials will not alter the composition.563

Further details on the specific ZnO thin film growth methods and are
highlighted by Ozgur et al. (Ref. 542).

There are many potential substrates for the growth of ZnO films,
most of which have a hexagonal structure to match that of wurtzite
ZnO. GaN has one of the smallest lattice mismatches at 1.8% due to
the similar lattice parameters and the same stacking order. AlN is
another hexagonal candidate that has a lattice mismatch of only 4.5%.
Even though the lattice mismatches of ZnO on GaN and AlN are quite
small, nitrides are not a widely used substrate for the growth of ZnO.
This is due in part to single crystal ZnO possessing higher quality
properties than nitrides. 6H-SiC has a lattice mismatch of 3.5% with a
c lattice parameter that is almost 8 Å longer than ZnO. a-Al2O3 has
the largest lattice mismatch of the common hexagonal substrates at
18.4%. This value only arises after a 30� in plane rotation.542 The need
for this 30� rotation can be eliminated with improved and proper
growth conditions such as adding an MgO buffer layer for example.565

The final hexagonal substrate is ScAlMgO4 with the lowest lattice mis-
match of only 0.09%.542,563 ScAlMgO4 provides the advantage of elim-
inating in-plane domain rotation when grown via laser-assisted MBE.
Si and GaAs are two cubic substrate candidates that have larger lattice
mismatches of 40.1% and 42.4%, respectively.542 Si and GaAs are
uncommon substrates for ZnO epitaxial growth as evidenced by the
larger lattice mismatch values. The lattice mismatch can often be
reduced with the addition of a buffer layer.566

C. Electronic band structure

The calculations for the electronic band structure of ZnO have
been widely studied and reported on in great detail, particularly by
Vogel et al. (Ref. 567) who details some of the shortcomings of certain
calculation methods such as LDA. The Brillouin zone shows a valence
band maximum and a conduction band minimum that both occur at
the C point making ZnO a direct bandgap semiconductor.568 Figure
22 shows the direct nature of the calculated bandgap of ZnO deter-
mined using LDA-PP and SIC-PP.567 Vogel et al. (Ref. 567) detailed
the difference between the LDA and SIC-PP calculations. LDA calcu-
lations on the left-hand side show drastic underestimations, a com-
mon short-coming within ZnO that is detailed later in Subsection
VC1. The right-hand side of Fig. 22 shows how SIC-PP calculations
raise the bandgap energy to a more reasonable value. The increase in
the energy gap of the SIC-PP calculations is a result of the d bands
being lowered in energy, thus widening the bandgap energy to be
more in line with experimental values. The O 2p valence bands also
exhibit more dispersion than the LDA calculations.567 Examining the
theoretical nature of the bandgap, Chelikowsky et al. (Ref. 568) used
pseudo-charge density analysis to better understand the orbitals that
makeup the energy bands. The lowest energy bands of ZnO occur
deep within the valence band around �20 eV, comprised of O(2s)
states with analysis showing there is no hybridization of the O(2s)
with the O(2p) states. Moving up the valence bands, the next group of

FIG. 22. The calculated bandgap of ZnO. LDA was first used to determine a
bandgap of 0.23 eV. Using SIC-PP, the bandgap was determined to be 3.77 eV.
Reproduced with permission from Vogel et al., Phys. Rev. B 52, R14316 (1995).
Copyright 1995 APS (Ref. 567).

TABLE XXV. Crystal structure, space group, and lattice constants of the ZnO phases
determined from experiment and theory.

Phase Structure Space group (Ref. 542) Lattice (Å)

Wurtzite Hexagonal P63mc (#186) a¼ 3.2459549,a

c¼ 5.2069
a¼ 3.2501543,a

c¼ 5.2071
a¼ 3.286545,b

c¼ 5.241
a¼ 3.2475544,a

c¼ 5.2075

Zinc blende Cubic F�43m (#216) a¼ 4.619545,b

a¼ 4.60547,b

a¼ 4.463546,a

Rocksalt Cubic Fm�3m (#225) a¼ 4.271548,a

a¼ 4.30547,b

aExperimental.
bTheoretical.
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bands consist of six energy bands that range in energy level from
�6 eV to 0 eV. These bands are comprised of the O(2p) states.568 In
between the groups of valence bands is another grouping that occurs
around �9 eV consisting of ten bands. These valence bands are com-
prised of the Zn(3d) levels.567 Moving to the conduction band, the
lowest two energy bands localize with Zn and are a result of the 3s
energy level which is unoccupied. Going farther up the conduction
band, these bands behave like free electrons but exhibit some anti-
bonding because of the O(p) states. From this theoretical electronic
structure and bandgap analysis, it was determined that the direct
bandgap was 3.5 eV.568

Experimentally determined bandgap energy values and band
locations have shown some level of disagreement with the theoretically
determined bandgap energy values, especially the theoretical values
and Zn(3d) band locations found using Green’s function from
Rossler.569 Langer et al. (Ref. 570) experimentally looked at the core
electron energy levels using an x-ray induced photoemission spectros-
copy (XPS). By analyzing the core electron energy levels, they arrived
at two findings; that the Zn(3d) orbital location inside of the oxide
could be determined “unambiguously” and that any of the bandgap
energy differences between experimental and theoretical findings were
arising due to angular momentum dependence.570 Powell et al. (Ref.
571) also reported studies attempting to clarify the differences in theo-
retical and experimental values.571 Powell states that Green’s function
used by Rossler (Ref. 569) is suitable for determining the d band loca-
tion in most II–VI semiconductors including ZnS and ZnSe. This is
because it uses an ad hoc potential with one adjustable parameter to
determine the bandgap value and does not need experimental data to
arrive at a calculated value. The issue is that many of the initial calcu-
lated ZnO bandgap values were determined before any optical data
values were available to compare.

Electron-energy loss measurements concluded that the low value
for the free-electron density means that the Zn(3d) electrons reside
deeper in energy, around 7.5 eV.571 Langer et al. (Ref. 570) showed
results from x-ray induced photoemission spectroscopy that yielded a
value of 7.6 eV below the valence band max for the Zn(3d) levels.570

Both findings from the electron-energy loss measurement571 and the
x-ray induced photoemission spectroscopy570 disagree with the
Zn(3d) location that was calculated from Green’s function.
Photoemission measurements carried out in a later study by Powell
et al. (Ref. 572) again produced a Zn(3d) value that was in agreement
with prior experimental studies and at odds with Rossler’s 3d level
location. The experimental photoemission values were around 3 eV
lower in value. This photoemission study also showed the width of the
3d band to be about 5 eV wide which gives it a width of around 2 eV
greater than in ZnS, CdS, and CdSe; other comparable II–VI materi-
als.572 Later photoemission studies arrived at values of 8.5 (Ref. 573)
and 8.81 eV (Ref. 574) which could be considered to be in disagree-
ment with both Powell’s photoemission572 value and Langer’s x-ray
induced photoemission570 value at around 1.0 eV higher than the lat-
ter two.

With these discrepancies in mind, further theoretical methods
including LDA and tight-binding methods were carried out that took
into account Zn(3d) states and considered them to be core levels.568,575

Ivanov et al. (Ref. 575) discussed how the theoretical and experimental
values arrived at an agreeable value for the Zn(3d) location. It was
found that the 3d band resides 3 eV beneath the valence s-p bands.

The 3d bands have a density of states peak around �7.8 eV below the
valence band max. It was also concluded that this Zn(3d) band pro-
vided no influence on the bonding of ZnO. Interestingly, it was shown
that ZnO, ZnSe, ZnS, and ZnTe have a Zn(3d) density of states peak
that has the same energy separation from vacuum level and half width
value. This concludes that the Zn(3d) level can be a core level even
though it is 3 eV away from the other valence bands.575 With this con-
clusion, theoretical models for the band calculations of ZnO have
improved. By considering Zn(3d) to be a valence band state, the esti-
mation of band locations has become easier and allowed for the obser-
vation of a non-negligible influence of the Zn(3d) bands on the s and p
valence bands.542

Bundesmann et al. (Ref. 576) provided details into the valence
band ordering at the C-point. In ZnO the lowest conduction band
contains C7 symmetry while the highest valence band splits into two
bands (C7 and C9) as a result of crystal field interaction and spin-
orbit. There is a debate regarding the highest valence band ordering
within unstrained ZnO. The two debated possibilities are C797 and
C977.

577,578 Experiment has shown that ZnO thin films deposited on
sapphire have properties at RT that support C797. This is due to transi-
tions between the valence and conduction band containing C9 sym-
metry being forbidden from coupling with photons that are polarized
? to the c-axis.576

1. Bandgap energy

The bandgap of wurtzite ZnO has been reported throughout the
literature both theoretically and experimentally. ZnO is an excitonic
material which plays a role in determining the bandgap energy.
Numerous theoretical methods have been applied to produce bandgap
values. Such methods include LDA,579,580 HSE03,580 FALPW,581

PBE,582 Hartree–Fock,580 and multiple variations of GOWO.
582 The

reported calculated values range from 0.23 to 3.77 eV. The Hartree-
Fock calculations reported by Fuchs et al. (Ref. 580) is an outlying
value, drastically overestimating the bandgap energy at 11.07 eV. LDA
calculations experience short comings due to how the d electrons
within the structure are accounted for. If the d electrons are considered
core electrons, the resultant calculated lattice constants cause the
experimental values to be underestimated. If the d electrons are
included in the valence shell, lattice constants are shown to be more
accurate.567,579 However, LDA still shows underestimations for other
parameters such as the bandgap.

Using LDA, the cationic d bands have been shown to reside at
locations too high in energy. This leads to the cationic bands having
enlarged interactions with the anionic valence p bands. This causes
LDA calculations of II-VI semiconductors to be even more skewed
and underestimated than those of III–V semiconductors. A specific
example for ZnO involves LDA failing to model the middle valence
bands comprised of the Zn(3d) electrons.567 These are the same
Zn(3d) discussed heavily in Sec. VC. Using LDA without any hybrid
functional, Schroer et al. (Ref. 579) reported the theoretically deter-
mined bandgap to only be 0.23 eV. LDA-PP calculations from Vogel
et al. (Ref. 567) also reported a bandgap of 0.23 eV. Fuchs et al. (Ref.
580) had similar results using LDA, producing a bandgap of only 0.6
eV. Other calculated methods besides LDA also drastically underesti-
mate the bandgap energy of ZnO. PBE, HSE03, G0W0, all-electron
GW, and GW0 yield values of 0.67, 2.11, 2.12, 2.44, and 2.54 eV,
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respectively.580,582,583 These values are not included in Table XXVI as
they are not a good representation of the bandgap of ZnO.

There are modified hybrid functionals that yield higher bandgap
energies (listed in Table XXVI) that are comparable to experimental
values. These hybrid functions help compensate for the issues that are
encountered when calculating the bandgap energy of II–VI semicon-
ductors such as ZnO. Modified versions of LDA (GW and UþGW),
produced calculated values of 3.4 and 3.6 eV, respectively.580 The
modified LDA calculations were in better agreement with experimen-
tal findings. Vogel et al. (Ref. 567) proposes a theoretical approach
called self-interaction-corrected pseudopotential (SIC-PP) to calculate
the bandgap of ZnO and to avoid the short falls of LDA. From the
SIC-PP measurement a theoretically determined bandgap of 3.77 eV
was determined.

Experimental methods for determining the bandgap energy of
ZnO show just how well known the bandgap is. Values for bulk single
crystal ZnO presented in Table XXVI show very little difference, no
more than a fewmeV. SE is a common method used to determine the
bandgap energy. With wurtzite ZnO being a hexagonal structure,

anisotropy should be present. Multiple literature sources observed
anisotropy by determining the lowest band-to-band transition for e?
and ek.

584–588 The differences in the bandgap energies for the two
directions is reported to be small often differing by less than 100meV.
Yoshikawa et al. (Ref. 588) carried out SE experiments to account for
anisotropy but ultimately found the same bandgap energy (3.54 eV)
for both directions. Other reported values showing anisotropy of the
ZnO bandgap energy include 3.372 eV (e?) and 3.405 eV (ek) (Ref.
584), 3.373 eV (e?) and 3.407 eV (ek) (Ref. 585), and 3.406 eV (e?)
and 3.4445 eV (ek) (Ref. 586). It can also be observed that with the
reported values of anisotropy, although quite small, the bandgap
energy for the ek direction is always equal or larger than e?. From the
reported values for the two directions the average experimental bulk
bandgap energy is 3.409 and 3.447 eV for e? and ek, respectively. The
excitonic binding energy is also reported alongside the bandgap ener-
gies. Small anisotropy is present with the largest difference between
the binding energies of the two directions among the reported values
being 12meV.586 Srikant et al. (Ref. 589) report a single bandgap value
of 3.3 eV without taking into account anisotropy. The excitonic levels
are not identified which could be contributing to the a lower value
compared to the other experimental bulk values.

The experimentally determined bandgaps of ZnO thin film sam-
ples were shown to have slightly smaller bandgap energies than the
experimentally determined bulk values. A value of 3.366 eV was found
using SE by Schmidt et al. (Ref. 590) which determined the band-to-
band transition as opposed to the onset of absorption and as a result is
much more in line with the bulk single crystal bandgap energy values.
Benramache et al. (Ref. 591) observed how the electrical and optical
properties of thin films changed with growth precursor molarities. The
bandgap was shown to increase from 3.08 to 3.37 eV as the precursor
molarity increased from 0.05 to 0.1 M.591 Zhu et al. studied the bandg-
aps of thin films with differing substrate temperatures. The bandgaps
ranged from 3.27 to 3.31 eV. The largest bandgap of 3.31 eV was
found at 200 �C.592 It was concluded that the bandgap energy relied
on the carrier concentration and grain size of the thin films.592,593 Zhu
et al. (Ref. 592) hypothesized that the maximum observed bandgap at
200 �C correlated to the smallest grain size. With increasing tempera-
ture, the oxygen vacancies could cause an increase in carrier concen-
tration which should raise the bandgap. However, the increasing
bandgap is stopped by the increasing film grain size at higher tempera-
tures.592 Finally, Ilican et al. (Ref. 594) determined bandgap energies
of 3.28 and 3.29 eV from absorption measurements of thin films. All
cited values for the bandgap of ZnO are listed in Table XXVI. Values
are also compared in Sec. XI.

2. Temperature dependence of the bandgap energy

Photoluminescence excitation and Photoluminescence measure-
ments performed on bulk ZnO crystals can be used to determine the
temperature dependence of the A exciton energy (EXA). From this
exciton temperature dependence, the energy bandgap temperature
dependence can be extracted. The free-exciton binding energy of ZnO
is almost three times larger than GaN. At room temperature, the exci-
ton emissions are significant due to this large binding energy. In
undoped bulk ZnO there is often an ultraviolet edge emission that
occurs near 3.26 eV which is around 0.11 eV below the energy
bandgap. There is some disagreement as to the cause of the ultraviolet

TABLE XXVI. Bandgaps energy parameters (eV) and excitonic binding energy
parameters (E1xb) (meV) of wurtzite ZnO determined from experiment and theory.
Anisotropy labeled where relevant.

Eg (e?) Eg (ek) E1xb (e?) E1xb (ek) Method Reference

Expt. bulk
3.372 3.405 56 50 SE 584
3.373 3.407 55.3 51.3 SE 585
3.406 3.445 72 73 SE 586
3.407 3.4889 90 78 SE 586
3.448 3.492 66 66 Trans. 587
3.45 3.45 59 59 SE 588

Expt. film
3.366 3.366 60 60 SE 590
3.08–3.37a � � � � � � � � � Trans/Abs. 591
3.27–3.31a � � � � � � � � � Abs. 592
3.28a � � � � � � � � � Abs. 594
3.29a � � � � � � � � � Abs. 594
3.3a � � � � � � � � � Trans/Abs. 595

Calc.
2.97 � � � � � � � � � xS-Approx.b 580
2.99 � � � � � � � � � FLAPW 581
3.03 � � � � � � � � � PBE0 580
3.20 � � � � � � � � � GW 582
3.39 � � � � � � � � � Pseudopotential

calc.
569

3.4 � � � � � � � � � LDAþGW 596
3.5 � � � � � � � � � Calc. 568
3.6 � � � � � � � � � LDAþUþGW 596
3.77 � � � � � � � � � SIC-PP 567

aAnisotropy not measured or accounted for.
bScreened-exchange approximation.

Applied Physics Reviews REVIEW scitation.org/journal/are

Appl. Phys. Rev. 9, 011315 (2022); doi: 10.1063/5.0078037 9, 011315-54

Published under an exclusive license by AIP Publishing

https://scitation.org/journal/are


room temperature emission exhibited in the undoped bulk ZnO. It has
been reasoned that the emission is due to the free-exciton recombina-
tion597 but Ohashi et al (Ref. 598) experimentally concluded that the
emission was due to an unspecified localized state.598

The temperature dependence of the bandgap energy of ZnO was
analyzed in a study by Wang et al. (Ref. 597). In order to determine
and report on the bandgap energy temperature dependence, Wang
et al. used the Varshni equation

EgðTÞ ¼ Egð0Þ � aT2=ðT þ bÞ; (6)

for curve-fitting analysis. Due to the consideration that the free exciton
binding energy in ZnO is nearly independent of temperature for the
range of 4.8 to 300K, EXA can replace Eg inside of Varshni’s formula,

EXAðTÞ ¼ Egð0Þ � aT2=ðT þ bÞ: (7)

For temperatures above 200K, the value of the temperature
dependence of EXA (and thus Eg) is found to be dEXA/dT
¼�0.35meV/K.597 This slightly modified Varshni formula [Eq. (7)]
allows for the prediction of the temperature dependence of the
bandgap energy of ZnO up to room temperature. The Varshni for-
mula presented above [Eq. (6)] is an often used approximation to the
Bose–Einstein equation. It should be noted that the equation
c ¼ dEg=dT , first introduced in Sec. II has the same meaning, result-
ing in c¼�0.35meV/K for ZnO.

D. Material properties

Across the literature, the material properties for ZnO have been
reported. Important properties for the study of ZnO include the basic
material properties as well as the thermal, phonon, and electrical prop-
erties. The basic material properties consist of the material density,
melting point, and bulk modulus. ZnO has a reported density of 5.605
g/cm3.549 The melting point of ZnO was reported to be around
1975 �C.118 The reported bulk modulus values were wide-ranging
across literature. Calculated values ranged from 154 to 173
GPa.547,548,599,600 Experimentally, Karzel et al. (Ref. 548) reported the
bulk modulus to be 183 GPa. That value differed from another
reported experimental value of 140 GPa.547 XRD was used to report a
bulk modulus of 142.4 GPa for polycrystalline ZnO.601 All cited basic
material properties are listed and compared in Sec. XI.

1. Thermal properties

The thermal properties reviewed for ZnO included the Debye
temperature, CTE, specific heat, and thermal conductivity. Debye tem-
perature values reported throughout the literature are wide ranging
and lacking in consistency. Multiple authors using varying methods
have reported different Debye temperatures values. Abrahams et al.
(Ref. 602) reported the Debye temperature to range from 355 to 416K.
Boemare et al. (Ref. 603) found an estimative Debye temperature of
305K by using a semi-empirical expression with equivalence to the
Bose–Einstein model. The semi-empirical Bose–Einstein expression
was proposed by P€assler et al. (Ref. 604). In one of the earliest reported
Debye temperature values, Ehrhardt et al. (Ref. 605) found a value of
355K from electron diffraction measurements. Lawless et al. (Ref.
606) reported the calorimetric Debye temperature of pure ZnO to be
399.5K. While the four values reported above are in decent agreement,

other literature works have reported significantly higher Debye tem-
perature values. Using extended x-ray absorption fine structure spec-
troscopy, Troger et al. (Ref. 607) found a Debye temperature of over
800K whileWang et al. (Ref. 597) reported a value of 700K. It is inter-
esting to note that a Debye temperature of 700K value gives a Debye/
Einstein temperature ratio of 0.34 which is very similar to the Debye/
Einstein temperature ratio for GaN of 0.3, another material with a
wurtzite crystal structure and similar lattice parameters.597

The CTE has been has been reported to be in good agreement by
multiple sources. There is significant anisotropy observed in the CTE
as well. aa ranges from 4.31 
 10�6/K to 4.75 
 10�6/K and ac ranges
from 2.49 
 10�6/K to 2.9 
 10�6/K.542,608 Reeber (Ref. 609) studied
changing of the lattice parameters from 4.2 to 296K, the results are
shown in Fig. 23. The reported specific heat capacity at constant pres-
sure was 40.3 J/(mol K).549 Using the known molar mass of ZnO,
81.38 g/mol, the specific heat capacity can be converted to 0.495 J/(gK).
Klimm et al. (Ref. 610) reported the specific heat capacity to be 41.05
to 61.58 J/(mol K) across a temperature range of 23 to 1975K.610 That
specific heat capacity converts to 0.504 to 0.756 J/(gK). The room tem-
perature value from Klimm was in good agreement with the constant
pressure value of 0.495 J/(mol K).

The thermal conductivity has been reported throughout literature
for ZnO. Ozgur et al. (Ref. 611) studied the thermal conductivity of
bulk ZnO crystals after different surface treatments. The highest
reported thermal conductivity was 147 W/(mK). That specific sample
was treated with N-plasma at a temperature of 750 �C. Other treated
samples had thermal conductivity values ranging from 45 to
144 W/(mK). The lowest thermal conductivity values were seen for
the two samples that received forming gas annealing. It was thought
that the surface defects from the post treatments were the cause of the
varied thermal conductivity values. However, no conclusion could be
made as there was no correlation between the optical quality, surface
defects, and thermal conductivity. The forming gas annealing could
have caused an increase in surface roughness, which would lower the
thermal conductivity according to modeling.611 The thermal conduc-
tivity of the Zn and O surfaces of bulk ZnO crystals was also mea-
sured.612 The first sample had thermal conductivity values of 116 and
110 W/(mK) for the Zn and O face, respectively. The second sample

FIG. 23. Temperature dependence of the ZnO lattice parameters from 4.2 to 296 K.
Reproduced with permission from Reeber, J. Appl. Phys. 41, 5063–5066 (1970).
Copyright 1970 AIP Publishing LLC (Ref. 609).
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had thermal conductivity values of 102 and 98 W/(mK) for the Zn
and O face, respectively. While beyond the scope of this review, it was
discussed how surface roughness altered the effective thermal conduc-
tivity.612 No values for the thermal diffusivity of ZnO were reported
across literature. The cited thermal property values for ZnO are listed
and compared in Sec. XI.

2. Phonon properties

Wurtzite ZnO contains four atoms in each unit cell, leading to 12
phonon modes. The 12 modes consist of a single longitudinal acoustic,
two transverse acoustic, three LO, and six TO branches.541 The irre-
ducible representation for the phonon modes is613

C ¼ 2A1 þ 2B1 þ 2E1 þ 2E2:

The A1 and E1 branches are both Raman and IR active. Both of
the non-polar E2 branches are Raman active. The B1 branches are
silent. The vibration of the Zn sub-lattice correlates to the low fre-
quency E2 mode while the high frequency E2 mode mostly involves
oxygen atoms.541 The A1 and E1 branches are also shown to split into
LO and TO modes. The splitting, or removal of degeneracy at or near
the center of the Brillouin zone, is larger for TO–LO than A1-E1
because the anisotropy is dominated by the electrostatic forces. In the
A1 mode, the lattice vibration is parallel to the c-axis while the E1
mode is perpendicular. The reported Raman and IR phonon mode fre-
quencies determined both experimentally and theoretically are
highlighted in Table XXVII. The silent B1 and B2 modes are only
reported theoretically.

The phonon frequencies of bulk and thin film samples show little
to no differences for the E1(TO), A1(TO), and E2 modes. Thin films
were reported to have a slight redshift of LO-phonon mode frequen-
cies. The redshift was attributed to vacancy point defects of the thin
films. Further studies on the phonon modes of ZnO were reported by
Ashkenov et al. (Ref. 617), Damen et al. (Ref. 620), Koyano et al. (Ref.
621), and Tsuboi et al. (Ref. 619).

3. Electrical properties

The electrical properties of ZnO include the electron affinity,
electrical breakdown field, static and high frequency dielectric con-
stants, effective mass, and electron mobility. The electron affinity has
been reported to range from 4.1 to 4.5 eV. Ultraviolet photoelectron
spectroscopy found the electron affinity of ZnO on the (000-1) surface
to be 4.1 eV.541 ZnO thin films used in ZnO/Si heterojunctions had an
electron affinity of 4.5 eV.622 The electrical breakdown strength can be
predicted using the bandgap vs breakdown field strength plot from
Higashiwaki et al. (Ref. 147) Using the experimentally determined
bandgap energies that range from around 3.2 to 3.6 eV, the breakdown
field strength for ZnO is predicted to be 2–3 MV/cm. Values for the
electron affinity and electrical breakdown strength are compared in
Sec. XI.

The static and high-frequency dielectric constants have been
reported for both bulk and thin film samples. Anisotropy was evident
in the reported results. Experimentally, ZnO bulk samples studied by
Ashkenov et al. (Ref. 617) had static dielectric constants of 7.77 and
8.91 measured perpendicular and parallel to c, respectively.617 In the
same study, thin film samples exhibited similar anisotropy but had
slightly lower values of 7.46 and 8.59 measured perpendicular and par-
allel to c, respectively.617 Other reported calculated values were in
good agreement ranging from 7.44 to 7.65 for perpendicular measure-
ments and 8.36 to 8.57 for parallel measurements.588,623,624

High-frequency dielectric constants were reported by the same
authors, highlighting anisotropy across bulk and thin film samples.
Bulk samples had values ranging from 3.68 to 3.70 for calculations per-
pendicular to c while parallel calculations ranged from 3.72 to 3.78.
Thin films were again similar but slightly lower. Perpendicular calcula-
tions ranged from 3.60 to 3.61 while parallel calculations ranged from
3.66 to 3.76.588,617,623,624 Values for the static and high-frequency
dielectric constants are listed and compared in Sec. XI.

The conduction band minimum effective mass parameter was
reported to range from 0.23 me to 0.34 me.

625–628 The effective mass of
holes and heavy holes was reported to be 0.59 mh and 0.79 mhh,
respectively.629,630 Both the electron and hole mobility have also been
reported. One of the highest calculated electron mobility values was
around 300 cm2/(V s), determined using a Monte Carlo method.631

Look et al. measured the low-field electron mobility in bulk crystal
samples to be 205 cm2/(V s). c and a plane sapphire was a common
substrate used for thin film growth. Electron mobility values were
reported to be 120 cm2/(V s),562 for a plane while growth on the c
plane had electron mobility values ranging from 130 to 155 cm2/
(V s).632–634 According to Galazka (Ref. 436), the highest experimental
electron mobility of bulk crystal ZnO was around 230 cm2/(V s) deter-
mined by Allen et al. (Ref. 635). Maeda et al. (Ref. 636) studied the car-
rier mobility distribution across two inch ZnO bulk single crystals
showing similar results to findings of Allen et al.636 Hole mobility

TABLE XXVII. Phonon mode frequencies (cm�1) of wurtzite ZnO determined from
experiment and theory.

Symmetry Ramana,b IR Calculatede

A1-TO 380, 378 380c 382, 386g

E1-TO 413, 409.5 412c, 408.2d 316, 407g

A1-LO 574, 576 570c, 577.1d 548

E1-LO 591, 588 591c, 592.1d 628

E2-low 101, 98 126, 98g

E2-high 444, 437.5 335, 433g

B1-low 240f

B2-high 540f

aArguello et al. (Ref. 614).
bBairamov et al. (Ref. 615).
cVenger et al. (Ref. 616).
dAshkenov et al. (Ref. 617).
eZaoui and Sekkal (Ref. 618).
fOzgur et al. (Ref. 542).
gTsuboi and Wada (Ref. 619).
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values were also seen throughout literature ranging from 0.5 cm2/(V s)
to 1.3 cm2/(V s).637,638 Values of the effective mass and carrier mobility
are compared in Sec. XI.

Due to its crystal structure symmetry, wurtzite ZnO reveals piezo-
electric as well as spontaneous interface charges. The piezoelectric
charges occur upon strain parallel to the lattice c-axis, and can change
signature depending on the strain signature (tensile or compressive).
The spontaneous charge is a result of the lattice distortion from the ideal
crystal structure at room temperature. These properties are analogous to
the wurtzite structure in the GaN/AlGaN system.214,215 Theoretical
results for the spontaneous polarization were reported throughout the
literature to be P(ZnO)¼�0.032 C/m2,639 P(ZnO)¼�0.05 C/m2,640

and P(ZnO)¼�0.057 C/m2.641 Experimental studies using second har-
monic generation reported P(ZnO)¼�0.076 0.015 C/m2.642 A capaci-
tance evaluation approach using double and triple wurtzite-structure
piezoelectric n-type ZnO and perovskite-structure ferroelectric highly
insulating BaTiO3 thin film diode structures observed spontaneous
interface polarization coupling, and determined P(ZnO) ranging from
–0.041 C/m2 to –0.004 C/m2.216

E. Doping and Defects

Donor dopants for ZnO include aluminum, indium, gallium, and
zirconium.563 The conductivity of n-type doped ZnO is comparable to
ITO, making ZnO a possible replacement among TCO applications
such as solar cells and displays. The possibility of p-type ZnO was also
reported using dopants such as nitrogen,643 arsenic,644 phosphorus,645

and Ga-N646 complexes. Galazka (Ref. 436) provides a detailed list of
shallow donors contributing to n-type conductivity and shallow
acceptors for p-type conductivity. Shallow donors include gallium, alu-
minum, indium, and scandium that will substitute for the Zn2þ

ions.647,648 Other shallow donors consist of zinc interstitials,649 hydro-
gen interstitials,650 and phosphorous substituting for zinc.651 Shallow
acceptors for p-type conductivity include lithium and sodium doping
on the zinc site. The p-type dopants mentioned above including nitro-
gen, phosphorus, and arsenic are doped on the oxygen site.652

Intrinsic and extrinsic defects within undoped ZnO are the
cause of the natural n-type conductivity. These defects include zinc-
on-oxygen antisites, oxygen vacancies, and zinc interstitials.557,649

Additionally, unintentional hydrogen incorporation is common and
directly affects carrier concentrations. In many materials, hydrogen
acts as an amphoteric dopant, acting both as donors or acceptors
depending on conditions. Upon incorporation, it is common to act
as an acceptor (H�) in n-type material, and a donor (Hþ) in p-type
material, precluding hydrogen as a source for conductivity, and
acting as a compensating species.650 Hydrogen incorporated in ZnO
may instead not behave as amphoteric, but as a shallow donor,
according to DFT calculations by Van deWalle (Ref. 650), producing
the typical n-type conductivity in unintentionally doped ZnO. Van
de Walle goes on to conclude that hydrogen dopants are likely intro-
duced during growth of ZnO since hydrogen is present in many
commonly used growth methods such as hydrothermal, MOCVD,
and VPT. Hydrogen could also stem from H2O that is often present
in high vacuum systems as a residual gas. In order to better control
and predict the conductivity of ZnO, the exposure to hydrogen both
during and after growth must be carefully accounted for.650

Erhart et al. (Ref. 653) used first principles calculations to study
to oxygen vacancy stability within ZnO. When under zinc-rich

conditions, oxygen vacancies are unstable. Under oxygen-rich condi-
tions the zinc vacancies are shown to be favorable and the dominant
defect when the Fermi level resides in the upper half of the bandgap. If
the Fermi level resides in the lower half of the bandgap, calculations
show a dumbbell split interstitial configuration for the oxygen intersti-
tials that act as the dominating defect.653 In a follow up study, Erhart
et al. (Ref. 654) reported on the diffusion of the vacancies and intersti-
tials within ZnO.

DFT calculations showed that the most mobile defects were the
zinc interstitials followed by oxygen interstitials, zinc vacancies, and oxy-
gen vacancies in order of decreasing mobility. Intrinsic self-diffusion
happens by way of a vacancy mediated mechanism for n-type ZnO.654

F. Polymorphs

Wurtzite is the stable phase of ZnO, but the metastable phase of
zinc blende and the high-pressure rocksalt phase also possess interest-
ing properties and electronic band structures. The bulk modulus of
zinc blende ZnO was reported theoretically using LDA, GGA,599 and
Hartree-Fock547 methods. Values ranged from 135.3 to 161.7 GPa, dif-
fering little from the bulk modulus of wurtzite ZnO. According to
Hartree-Fock LCAO547 and LAPW calculations,548 rocksalt ZnO has a
bulk modulus value of 203.3 and 205 GPa, respectively. From experi-
ment the bulk modulus of rocksalt ZnO is reported to be 228 GPa.548

This results in a bulk modulus for rocksalt ZnO that is substantially
higher than the wurtzite and zinc blende structures of ZnO.

Zinc blende ZnO is a direct bandgap material. LDA calculations
drastically underestimate the value to be 0.79–1.36 eV.655,656 LDA-PP
raised the calculated bandgap energy slightly to 1.77 eV.567 The experi-
mental value was measured at 3.27 eV according to photolumines-
cence measurements,546 a value that is only slightly smaller than the
energy gap of wurtzite ZnO.655,656 This experimental value for zinc
blende ZnO was the only reported value found in the literature as of
publication. Vogel et al. (Ref. 567) used SIC-PP to calculate a bandgap
energy of 3.27 eV, matching the experimental value reported by
Ashrafi et al. (Ref. 546).

Investigations into the theoretical bandgap energy of rocksalt
ZnO shows that values are wide ranging across various methods.
Theoretical methods seen throughout the literature for determining
the bad gap energy of rocksalt ZnO include LDA,655,657 GW,655,657

and Hartree-Fock calculations658 LDA calculations underestimate the
bandgap energy when compared to other theoretical methods.
Reported values range from 2.54 to 3.08 eV for the direct gap and
1.16 eV for the indirect bandgap.655,657 The GW approximation
increases the theoretical bandgap energy to 4.51 eV for the indirect
gap and 4.74 eV for the direct gap.657 Hartree-Fock results reported by
Jaffe et al. (Ref. 658) overestimate the bandgap energy at 5.54 and 6.54
eV for the indirect and direct gaps, respectively. Only one experimen-
tal bandgap energy was found throughout the literature for the direct
bandgap by Sans et al. (Ref. 659) via an absorption edge of 4.5 eV.
Values for the experimental and theoretical bandgap energies for the
polymorphs of ZnO are listed in Table XXVIII.

The transition from zinc blende ZnO to rocksalt ZnO occurs as a
results of the interactions between the cation d states and the anion p
states. The interaction between the cation and anion states has a
dependence on symmetry and whether the ZnO polymorph contains
an inversion center. Zinc blende ZnO (point group Td) does not con-
tain an inversion center which allows for the cation and anion states to
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mix within the Brillouin zone. As a result of the mixing of the states
the valence band will experience a uniform shift. Rocksalt ZnO
belongs to point Oh and has an inversion center. The presence of an
inversion center means the p anions and d cations cannot mix and
leads to a dispersion within the valence band, shifting the valence
band maximum away from the C-point of the Brillouin zone and
forms the origin of the indirect bandgap in rocksalt ZnO.655

Upon compression of wurtzite ZnO, the upper valence band
peak shifts down in energy and height. The resultant DOS peaks for
O(2s) and Zn(3d) are broadened and contain a shift in energy. The
Zn(3d) state also experiences splitting. As pressure increases on the
crystal, wurtzite ZnO begins shifting toward the rocksalt structure.
During the process the valence band maximum is decreased. Once the
rocksalt phase of ZnO is achieved under high compression/pressure,
the upper valence band is widened, and Zn(3d) band splitting is
increased. This results in an increase in the bandgap energy with
increasing pressure.542 Values for the bandgap of zinc blende and
rocksalt ZnO are listed in Table XXVIII along with the wurtzite phase.

G. Alloys

Ohtomo et al. (Ref. 563) has presented multiple compounds that
have the potential to be alloyed with ZnO. The alloying material

generally comes from cubic II–V compounds which are not isostruc-
tural with ZnO. Such compounds include ZnS, ZnSe, CdO, and MgO.
The ZnO-MgO system is the most heavily studied due to the possibility
of a wider bandgap while still maintaining lattice constants similar to
ZnO. MgO is the only compound from those listed above that resulted
in a bandgap widening when alloyed with ZnO.661 The composition
dependence of the bandgap shows that with increasing Mg, the bandgap
will increase above 4 eV. Possible band offsets of up to 1 eV have been
seen for ZnO/MgxZn1�xO heterostructures as a result.563

Schmidt et al. (Ref. 590) reported on the magnesium mole frac-
tion x dependence of the band-to-band transitions and the A, B and C
exciton bandgap properties for MgxZn1�x. There is evidence of a bow-
ing effect in the exciton binding energy as the magnesium mole frac-
tion x is increased. With x¼ 0 the exciton binding energy is 61meV.
Increasing x to 0.17 results in a minimum exciton binding energy of
50meV before increasing to 58meV at x¼ 0.29. The bandgap energy
EA0 increased from 3.369 eV to 4.101 eV for a magnesium mole frac-
tion of 0.0 to 0.29, respectively.590 In a later report Schmidt et al.
(Ref. 662) observed the transition energy dependence on the magne-
sium mole fraction x. The higher energy transitions E1 and E2 display
no dependence on the Mg mole fraction as shown in Fig. 24. E0 does,
however, have a large dependence on the magnesium mole fraction
taken from the early published work (Ref. 590). This points to the
observation that any band structure modification from ZnO and mag-
nesium alloying primarily alters the C-point conduction and valence
bands.662

When the magnesium mole fraction x of MgxZn1�xO is
increased beyond 0.53 the crystal structure changes from hexagonal
wurtzite to cubic rocksalt. Schmidt et al. (Ref. 663) also studied the
bandgap properties of rocksalt MgxZn1�xO. The fundamental
bandgap E0 at x¼ 0.70 was roughly 6.0 eV. E0 increased to 7.674 eV at
x¼1 determined by ellipsometry data analysis. At x¼ 0.70 the exciton
binding energy Exb was roughly 60meV and increased to 85.3meV for
x¼ 1. When x decreases the fundamental bandgap decreases while the
spin-orbit split parameter experiences an increase. Exb decreases line-
arly with decreasing x, in line with the bandgap reduction. E0 and Exb
values reported by Schmidt et al. for x¼ 1.0 are found to be in good
agreement with others summarized in this work. Other values found
throughout literature included E0¼ 7.77 eV, Exb¼ 80meV (Ref. 664)
and E0 � Exb¼ 7.6 eV (Ref. 665) using reflectivity analysis and SE.

FIG. 24. The fundamental bandgap energies (EA0 ) and UV-VUV band-to-band tran-
sitions (E1, E2) for MgxZn1�xO. Reproduced with permission from Schmidt-Grund
et al., Thin Solid Films 455, 500 (2004). Copyright 2004 Elsevier (Ref. 662).

TABLE XXVIII. Bandgaps of ZnO polymorphs determined from experiment and
theory.

Eg (eV) Method Bulk/film Reference

Zinc blende
Calc.
0.79 LDA � � � 655
1.00 LDAþGW � � � 655
1.36 LDAþGW (semicore) � � � 656
1.77 LDA-PP � � � 567
3.27 SIC-PP � � � 567

Expt.
3.27 Photoluminescence Bulk 546

Rocksalt
Calc.
1.16a LDA � � � 655
2.54 LDA � � � 655
3.08 LDA � � � 657
3.72 LDAþGW � � � 655
4.51a GW approximately � � � 657
4.74 GW approximately � � � 657
5.54a Hartree–Fock � � � 658
6.54 Hartree–Fock � � � 658

Expt.
2.45a Avg. absorption edge Film 660
4.5 Absorption edge Film 659

aIndirect gap.
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Finally, when observing the differences between wurtzite and rocksalt
MgxZn1�xO there is a discontinuity in the bandgap parameter E0 of
�1 eV.590 This discontinuity is a result of the differing zinc and
magnesium coordination between the wurtzite (fourfold) and rocksalt
(sixfold) structure.663

Other studies detailing the bandgap of MgxZn1�xO include
Takeuchi et al. (Ref. 666), Chen et al. (Ref. 667), and Takagi et al. (Ref.
668). The Raman active phonon mode frequencies for MgxZn1�xO
have also been reported for x ranging from 0.10 to 0.52. Values are
listed in Table XXIX. Note that as x increases the A1(TO) mode fre-
quency increases. The multiphonon structure and E22 mode do not
increase in frequency with increasing x. For the three highest values of
x¼ 0.23, 0.37, and 0.52 the existence of an addition mode was consid-
ered to be a mixed mode (MM) of MgxZn1�x.

669

Alloying with CdO has been investigated recently for applications
such as optical switches670 and solar cells.671 Zaoui et al. (Ref. 672)
report on the electronic structure and stability of ZnxCd1�xO. The
DOS of the ternary alloy was also detailed. The DOS contains three
main regions with the first residing around 15 eV. This region is
mainly comprised of O-s states. The second region contains hybridiza-
tion of zinc (or cadmium) d states with other states making up a
smaller portion. Finally, the third region is a full mixture of states. No
specific bandgap was reported.672 Optical transmission measurements
were performed by Caglar et al. (Ref. 673) on CdZnO thin films with
increasing cadmium concentration. Beginning with ZnO thin films
and increasing the cadmium concentration until 100%, the bandgap
energy decreased from 3.26 to 2.31 eV. XRD measurements concluded
the thin film samples were polycrystalline in nature. The addition of
Cd also result in an increase in film grain size. Ma et al. (Ref. 674)
observed a bandgap energy decrease from 3.3 to 1.8 eV as the cad-
mium content was increased in CdxZn1�xO thin films grown using
DC magnetron sputtering. The ability to tune the bandgap almost 2
eV offers great potential for wavelength tunable LEDs.674

H. Summary of ZnO property values

Table XXX highlights a summary of the properties reviewed for
ZnO. Values for each of the properties are presented along with refer-
ences and notation of whether they are experimental or calculated
findings. Where relevant anisotropy is denoted.

VI. TIN OXIDE

Tin oxide (SnO2), or stannic oxide, is considered a direct
bandgap transparent semiconducting oxide. Tin oxide has many

TABLE XXX. Summary of theoretical and experimental properties of ZnO. Common
names of zinc oxide and zincite.

Stable phase Wurtzite Ref. 542

Stable structure Hexagonal P63mc (#186)
a¼ 3.2459–3.2501 Å Refs. 543, 544, and 549
c¼ 5.2069–5.2075 Å Refs. 543, 544, and 549

a¼ 3.286 Å Ref. 545
c¼ 5.241 Å Ref. 545

Metastable phases Zinc blende F�43m (#216)
Cubic Fm�3m (#225)

Density (g/cm3) 5.605 Expt.549

Bulk modulus 154.4–173 Calc.547,548,599,600

(GPa)
140–183 Expt.547,548,601

Tm (� C) 1975 Expt.118

Debye temp. (K) 305–416 Calc.602,603

370–700 Expt.597,602,606

Specific heat 0.495 Expt.549

(J/(gK)) 0.504 Expt.610

Thermal cond.
(W/(mK))

102–116 (Zn face) Expt.612

98–110 (O face) Expt.612

46–147 Expt.611

CTE (
 10�6/K) 4.31–4.75 (a) Expt.542,608

2.49–4.9 (c) Expt.542,608

Electron affinity 4.1 Expt.541

(eV) 4.5 Expt.622

Breakdown field
(MV/cm) 2–3 Pred.147

m�
e 0.23–0.34 Calc.625–628

m�
h 0.79 Calc.630

le [cm
2/(V s)] 260–300 Calc.631

120–440 Expt.557,562,563,633,636

Gap type Direct Ref. 591

Eg 2.97–3.77 Bulk calc.567,569,580,582

3.372–3.45 ? Bulk expt.584,585

3.405–3.45 k Refs. 586 and 588

3.08–3.37a Film expt.591,592,595

e0 7.61 (?c) Calc.588

8.50 (kc) Calc.588

8.59–8.91 (kc) Expt.617

7.46–7.77 (?c) Expt.617

e1 3.61–3.70 (?c) Calc.617

3.76–3.78 (kc) Calc.617

Phonon modes

IR active A1, E1, Ref. 618

Raman active A1, E1, 2E2 Ref. 618

aAnisotropy not accounted for.

TABLE XXIX. Phonon mode frequencies (cm�1) of thin film MgxZn1�xO wurtzite
ZnO determined from Raman scattering. Data reproduced from Ref. 669.

x MP A1(TP) E1(TO) E22 MM

0.52 333 392 � 428 440 527
0.37 331 385 � 430 438 526
0.23 332 387 418 438 517
0.20 332 388 � � � 439 � � �
0.17 331 385 416 437 � � �
0.15 330 386 417 438 � � �
0.10 � � � 385 � � � 438 � � �
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possible applications that include gas sensors,675 solar cells,676 and
glass coatings.677 SnO2 has also been shown to be a viable oxide for
transistor applications as well.678,679 In its stable form, SnO2 has a
tetragonal rutile structure. There are also six metastable phases detailed
throughout this section. Some interesting material properties
highlighted throughout this section include a wide ranging electron
mobility, good thermal conductivity, and a debated melting point with
one source stating it is so high that the melting point is yet to be
determined.436

A. Crystal structure

SnO2 is a TCO with a tetragonal crystal structure at ambient
pressure and room temperature and belongs to the space group P42/
mnm (#136). The tetragonal structure of SnO2 is also known as the
rutile structure. Rutile SnO2 has a unit cell that consists of two formula
units for a total of six atoms.680 Each tin atom is encompassed by six
oxygen atoms in an octahedral coordination.681 Figure 25 shows the
stable crystal structure unit cell for SnO2. The metallic tin atoms
occupy the Wyckoff 2(a) site while the oxygen atoms occupy the
Wyckoff 4(f) sites.682 In a bulk tin oxide crystal, the tin atoms have a
sixfold coordination to the threefold oxygen atom coordination. The
rutile structure of tin oxide is similar to other popular metal oxides that
are known to have a rutile structure in the stable form such as TiO2,
MnO2, RuO2, GeO2, VO2, IrO2, and CrO2.

683 The lattice constants
reported in the literature are uniform across theoretical684–687 and
experimental688 methods, centered around a¼ 4.7 Å and c¼ 3.2 Å.
While the rutile structure is the prominent and stable phase at room
temperature and normal ambient pressure, tin oxide has many poly-
morphs that can be achieved with added mechanical pressure to the
stable phase. These polymorphs include CaCl2-type, a-PbO2-type,
pyrite-type, orthorhombic phase I ZrO2-type, fluorite-type, and ortho-
rhombic phase II cotunnite-type.689 For each polymorph, the theoreti-
cal and experimental results for the lattice constants do not agree as
closely as for the rutile phase as can be seen in Table XXXI.684–688,690

The CaCl2-type phase belongs to space group Pnnm (#58) with
orthorhombic symmetry and considered a subgroup of the rutile phase
due to the similarities in symmetry.686 The a-PbO2-type phase has
orthorhombic structure and belongs to the Pbcn (#60) space group.686

The pyrite-type phase possesses cubic symmetry belonging to the Pa�3

(#205) space group.688 The ZrO2-type phase has orthorhombic sym-
metry from the Pbca (#61) space group.686,690 A second cubic phase
was seen in the Fluorite-type with Fm�3m space group.687 Another
observed phase is the cotunnite-type with orthorhombic symmetry
belonging to the Pnma (#62) space group.690

FIG. 25. SnO2 unit cell with space group P42=mnm (#136) with the c-axis pointed
upward. Note that for tetragonal structure a¼ b (yellow¼ Sn, red¼O).

TABLE XXXI. Tin oxide polymorphs and crystal structure with associated lattice con-
stants determined from experiment and theory.

Phase Structure Space group Lattice (Å)

Rutile Tetragonal P42=mnm (#136) a¼ 4.74684,a

c¼ 3.19
a¼ 4.737688,a

c¼ 3.186
a¼ 4.715686,b

c¼ 3.194
a¼ 4.673685,b

c¼ 3.149
a¼ 4.776687,b

c¼ 3.212

CaCl2-type Orthorhombic Pnnm (#58) a¼ 4.653688,a

b¼ 4.631
c¼ 3.155
a¼ 4.678690,a

b¼ 4.536
c¼ 3.144
a¼ 4.708686,b

b¼ 4.720
c¼ 3.195

a-PbO2-type Orthorhombic Pbcn (#60) a¼ 4.707686,b

b¼ 5.710
c¼ 5.246

Pyrite-type Cubic Pa�3 (#205) a¼ 4.888688,a

a¼ 5.066686,b

ZrO2-type Orthorhombic Pbca (#61) a¼ 9.304690,a

b¼ 4.893
c¼ 4.731
a¼ 9.970686,b

b¼ 5.113
c¼ 5.022

Fluorite-type Cubic Fm�3m (#225) a¼ 5.088687,b

a¼ 4.993686,b

Cotunnite-type Orthorhombic Pnma (#62) a¼ 5.016690,a

b¼ 5.904
c¼ 3.028
a¼ 5.326686,b

b¼ 3.379
c¼ 6.668

aExperimental.
bTheoretical.
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The transitions through the phases from the stable rutile struc-
ture have also been reported both theoretically and experimentally.
These findings are important as they show pressures with which the
transitions occur. Gracia et al. (Ref. 686) detail the calculated pressures
with which the stable rutile phase transition to each of the six poly-
morphs should occur. The calculated findings are in good agreement
with experimental transition pressures for the CaCl2 and a-PbO2-type,
at 12 and 17 GPa, respectively.686 The remaining phases have large
deviations between the calculated and experimental transition pres-
sures, with no reported experimental transition pressure for the
fluorite-type. The pyrite-type transition was shown to occur at 21 and
28.8 GPa (Refs. 688 and 690) by experiment and at 17 GPa by
theory.686

The occurrence of the ZrO2-type transition has been observed
experimentally between 50 to 74 GPa.690 This contradicts the theoreti-
cal data stating that the transition to ZrO2-type should occur at 18
GPa. Theory states that the transition to the Fluorite-type should occur
at 24 GPa.686 The transition to cotunnite-type was found to occur
experimentally at 54 to 117 GPa and by theory at 33 GPa.686,690

B. Growth

Bulk crystal and thin film samples of SnO2 have been grown in a
variety of ways. For bulk crystal growth, the extremely high melting
point causes limitations for certain methods and melt growth of SnO2

is simply not a viable option. Physical vapor transport (PVT) is a com-
mon growth method for bulk crystal. Marley et al. (Ref. 691) produced
the first known bulk crystals using PVT. Growth was observed from
SnO2 powder for both oxidizing and natural conditions. The carrier
gas used in PVT process either produced or inhibited defects. Other
than helium, most neutral carrier gases caused inclusions and voids
while the use of helium-oxygen reduced defects. Growth temperature
affected the crystalline features, causing the formation of either nee-
dles, twinned plates, or rods.691 A similar vapor-transport technique
was used by Marley et al. (Ref. 692) a few years later to grow SnO2

crystals.692 While less common than PVT, CVT is another possible
vapor phase growth technique. Nagasawa et al. (Ref. 693) produced
the first reported bulk crystal grown using CVT in 1965. H2O and
SnCl4 were used for the vapor reaction at temperatures ranging from
1100 �C to 1300 �C. The crystal quality was stated to be good, backed
up by a reported mobility value of 200 cm2/(V s).693 Other known
methods for bulk crystal growth include hydrothermal694,695 and flux
growth.696,697

Methods for the growth of SnO2 thin films are listed throughout
the literature. The methods are wide ranging and similar to those used
to grow thin films of other oxides reported in this review. Reported
methods include PLD,698,699 RF sputtering,700–702 molecular beam epi-
taxy (MBE),703–705 MOCVD,706,707 ALD,708 spin coating,709,710 and
spray-pyrolysis.711,712

C. Electronic band structure

Rutile SnO2 exhibits a direct bandgap of 3.6 eV at the C point of
the Brillouin zone.681,684,713 SnO2 has a complex band structure due to
the large number of valence electrons that occupy each unit cell. There
arises four narrow but deep bands within the valence bands due to the
O(s) states. These deep and narrow bands are not considered core
states as they are very dispersive.713 Above the dispersive O(s) bands

reside 12 valence bands. These bands are about 10 eV higher in energy
than the O(s) bands. For the lower portion of the 12 valence bands
O(p) states mixed with Sn(s) states dominate. For the upper portion of
the 12 valence bands, Sn(p) and Sn(d) states combine with the O(s).713

Calculated band structures of SnO2 show very high symmetry in the
Brillouin zone. The conduction band is calculated to be very flat with a
minimum that occurs at the C point. The width of the valence bands
is about 4.5 eV. The theoretical band structure shows an indirect band
edge feature. This means the lowest optical transition is a phonon
aided indirect transition. This indirect transition occurs at the Rþ

1
point of the valence band to the Cþ

1 point of the conduction band for
an energy gap of 2.62 eV. A second indirect transition occurs from the
Xþ
1 point of the valence band to the Cþ

1 point of the conduction band
for an energy gap of around 2.90 eV.714

There also exist two direct transitions that are dipole forbidden
with energy gaps of 3.03 and 3.50 eV. The first allowed transition is
direct and occurs with a bandgap of 3.68 eV for light polarized perpen-
dicular to the c-axis and a direct gap of 4.07 eV for light polarized par-
allel to the c-axis.714 While the previous statements are theoretically
determined bandgap energies from Arlinghaus et al. (Ref. 714), these
are generally supported with experimental data that conclude SnO2 is a
direct bandgap material with an energy gap of around 3.6 eV.714

Reimann et al. (Ref. 716) report similar findings in the symmetry of the
conduction band minimum and the valence band maximum as well as
the direct bandgap of 3.6 eV. Few studies on the deep valence bands
were found in the literature. This is due in part to the limiting capabili-
ties and poor resolution of the photoemission studies that were only
able to measure and detail the valence bandwidth. One and two photon
measurements performed by Reimann et al. provide insight into the
exciton states and the upper valence bands. The three uppermost
valence bands below the valence band maximum possessed bandgaps
of 3.59, 3.64, and 3.71 eV according to two photon measurements. The
exciton binding energies of those three transitions, respectively, are
32.76, 36.8, and 39.7meV.716 The quasiparticle band structure and
density of states (DOS) are presented for SnO2 in Fig. 26. The figure

FIG. 26. Electronic structure of rutile SnO2. The dotted red lines were determined
using HSE03þG0W0, while the solid black lines were determined using
LDAþUþD. Reproduced with permission from Schleife et al., Phys. Rev. B 83,
035116 (2011). Copyright 2011 APS (Ref. 715).
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reproduced from Schleife et al. (Ref. 715) depicts the calculated elec-
tronic structure and density of states of SnO2 determined by
HSE03þG0W0 (red line) and LDAþUþD (black line). The Hubbard
parameter U within the LDA calculations was set to 4.6 eV in order to
accurately describe the d-band complex, and the results of the LDA cal-
culations show agreement with the HSE03 calculations. The scissor
shift D was set equal to 2.46 eV in order to move the conduction bands
in relation to the valence bands, increasing the agreement between the
two theoretical methods. Some deviations between the two methods
was evident in the O 2s bands located at �18 eV and along the upper
valence bands at C. The bands near the R point of the Brillouin zone
also show variations between the two methods with HSE03þG0W0

LDAþUþD resulting in a smaller indirect gap along the Z and X
points than at the R point, respectively. Without the addition of D the
R point was shown to reside even lower. The differences highlighted in
Fig. 26 between these two methods provides an explanation for the
numerous inconsistencies found in the literature for calculated elec-
tronic band structure results.

1. Bandgap energy

There have been many reported values of the bandgap for SnO2.
A wide range of theoretical methods for determining the bandgap
energy have been used including GGA,687 LDA,685,717 FP-LAPW,
modified Becke-Johnson (mBJ),687 GoWo variations,715,717 B3LYP,686

HSE03-GoWo,
715 and cluster calculations.718 Note that Schleife et al.

(Ref. 715) denote their calculated method as GoWo instead of GoWo

like Berger et al. (Ref. 717) does. Almost all of the reported calculation
methods drastically underestimate the bandgap energy of SnO2. It
appears that GGA and LDA calculations result in bandgap energies
that are farthest from experimental comparisons with values of 0.832
eV (GGA),687 0.94 eV (LDA),717 and 1.38 eV (LDA).685 Berger et al.
(Ref. 717) reported results using variations of GoWo, specifically EET
and SOSþEET. While these values, 2.86 and 2.89 eV, respectively, still
underestimate the bandgap energy these were significantly better than
results from GGA and LDA calculations. It is interesting to note that
Berger et al. also used the same GoWo variations for calculations of the
ZnO bandgap energy, a very well known and often reported value (see
Subsection VIC 1). These methods also underestimated the bandgap
of ZnO by almost 1 eV.

Calculated bandgap energies do not begin to show agreement
with experimental values until hybrid methods such as B3LYP,
HSE03-GoWo, and cluster calculations are used. Even so, these meth-
ods only begin to provide bandgap energies in agreement with some of
the lower absorption edge measurements. B3LYP and HSE03-GoWo

methods resulted in bandgap energies of 3.50 and 3.65 eV, respec-
tively.686,717 Cluster calculations appear to be one of the more reliable
theoretical methods in determining the bandgap of pure SnO2, pro-
ducing values as high as 3.7 eV.718

The experimentally determined bandgap energies reported for
rutile SnO2 also have a large amount of spread within the reported val-
ues, similar to the theoretically determined methods. However, there
does appear to be a trend related to the time period of publication.
Bandgap energies cited from works dating back to the 1960s and
1970s rarely reported energies above 4.0 eV while literature works
published after the 2000s often saw bandgap energies well into the 4.0
eV and sometimes 5.0 eV. Breaking down the methods of the older

literature works, the majority were absorption edge measure-
ments.719–722 These bandgap energies ranged in value from 3.54 to 4.0
eV. The lowest reported value from these older works comes from a
1971 publication by Nagasawa et al. (Ref. 723) where photoconductiv-
ity measurements suggested a bandgap energy of 3.37 eV. In 1964, a
report by Summit et al. (Ref. 724) detailed some of the earliest works
on anisotropy of the bandgap energies in bulk SnO2. Pure single crys-
tals were measured via ultraviolet absorption using light polarized par-
allel and perpendicular to the c-axis. The results showed a direct
bandgap with energies of 3.93 eV for polarization parallel and 3.57 eV
for polarization perpendicular to the c-axis. Summit et al. hypothesize
that each of these absorption edge bands could represent a band-
to-band transition belonging to two separate and distinct bandgap
energies. This hypothesis of two separate bands is supported by the
selection rules of dipole transitions for rutile structures.724

For the literature works published after the 2000s, the experimen-
tal methods included optical transmittance,725 absorption edge mea-
surements,709,711 and SE.726 Abdelkrim et al. (Ref. 725) studied five
polycrystalline thin film samples of SnO2 with bandgap energies rang-
ing from 3.643 to 3.949 eV according to the optical transmittance mea-
surements. The sample with the largest refractive index of 2.175
resulted in the lowest bandgap energy of 3.643 eV. The sample with
the highest bandgap energy of 3.949 eV had a refractive index of 2.105.
Bandgap energy and the Urbach tail were also observed as functions of
film thickness. As film thickness increased from 550 to 760nm, the
bandgap decreased before eventually increasing again beyond a thick-
ness of 760 nm. It was thought that the bandgap decrease with thick-
ness could be a result of the crystalline quality improving as well as
changes in the grain size and atomic distance. Another explanation for
the reducing bandgap with increasing film thickness could be a result
of increased impurities along the conduction band. This would cause
allowed states to form along or near the conduction band within the
bandgap region, resulting in a decreased bandgap energy. The amount
of allowed states increases with increasing film thickness.725

Absorption edge measurements were reported by Gu et al. (Ref.
709) and Serin et al. (Ref. 711) in 2004 and 2006, respectively. Gu et al.
reported the highest bandgap of any of the cited literature within this
review for an absorption edge measurement at 4.38 eV. The authors
stated that this bandgap energy for their thin film samples was signifi-
cantly higher than the bulk SnO2 bandgap energy of 3.62 eV as a result
of quantum size effects within the SnO2 thin film.727 Note, the value of
3.62 eV for bulk SnO2 was not explicitly detailed by either Gu et al.
(Ref. 709) or Frohlich et al. (Ref. 727). Interestingly though, in 1978,
Frohlich et al. produced a value of 3.56 eV for what is considered the
lowest exciton transition within SnO2 by way of a two-photon absorp-
tion method.727 In 2011, Schleife et al. (Ref. 715) stated that this value
of 3.56 eV was widely considered as the accepted bandgap energy of
SnO2.

715,727 Furthermore, it was stated a binding energy of around
30meV (Refs. 716, 728, and 729) being added to the lowest transition
of 3.56 eV would yield the fundamental energy gap at 3.59 eV. The
accuracy of that statement is refuted by more recent ellipsometry mea-
surements from Feneberg et al. (Ref. 726) detailed just below.

The absorption measurements from Serin et al. (Ref. 711) were
reported to range from 3.94 to 3.96 eV. The cause for the slight
increase in the bandgap energy was the deposition temperature of the
two samples, 300 and 400 �C, respectively. The carrier concentration
also increased with increasing deposition temperature. The bandgap
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shift by 0.02 eV was said to be a result of the Moss–Burnstein shift
occurring as the low lying energy band levels of the conduction band
are filled with electrons from the increased carrier concentration.711,730

In 2014, Feneberg et al. (Ref. 726) provided perhaps the most
accurate depiction of the dielectric function and bandgap properties of
rutile SnO2 films to date using SE. Details regarding the bandgap and
excitonic binding energy were reported for the ordinary (perpendicu-
lar) and extraordinary (parallel) directions with respect to the c-axis.
The results of Feneberg et al. produced key bandgap parameters such
as the onset of excitonic absorption, the excitonic binding energy, the
fundamental lowest bandgap energy, as well as evidence of anisotropy
within the optical properties. Starting with the ordinary direction the
onset of excitonic absorption was found to be 4.35 eV. Adding on the
excitonic binding energy of 0.17 eV for that direction, the fundamental
lowest bandgap energy was reported to be 4.52 eV for E ? c. The
extraordinary direction had differing results and showed clear anisot-
ropy within the optical properties of SnO2. The onset of excitonic
absorption was slightly larger in energy at 5.59 eV. The excitonic bind-
ing energy was significantly smaller in this direction at 0.08 eV. This
resulted in a fundamental lowest bandgap energy of 5.67 eV for E k c,
over 1 eV higher than the ordinary direction. Feneberg’s values for the
bandgap energies of SnO2 are distinctly larger than those previously
reported. Note, there is no explanation given for the large difference in
the reported bandgap energies.

Feneberg et al. (Ref. 726) is one of the few studies to investigate
anisotropy of the bandgap energy along different crystal directions.
The anisotropic nature of the optical responses occurring above the
bandgap had not been reported prior to the work of Feneberg et al. in
2014, even with a seemingly large interest in the topic from numerous
theoretical works.685,731–734 SE was used to investigate the optical
properties of SnO2 including the extraordinary and ordinary dielectric
functions. Absorption onsets occurred at 4.28 eV (E ? c) and 5.42 eV
(E k c) revealing strong optical anisotropy. Feneberg et al. state that
these values point toward a “fundamental but dipole forbidden”
bandgap occurring at 3.59 eV.726 Dipole forbidden bandgap energies
were also reported using model fits of the imaginary parts of the
dielectric function (e2) occurring at 3.77 (E? c) and 3.41 (E k c).

The reported experimentally and theoretically determined
bandgap values for bulk and thin film samples of SnO2 are listed in
Table XXXII.

2. Temperature dependence of bandgap energy

SnO2 exhibits temperature dependence of its bandgap. Kohnke
et al. (Ref. 719) studied the optical properties and examined the rapid
absorption coefficient increase in temperature for bulk rutile crystal
samples. This allowed for the extraction of a value for the forbidden
optical bandgap of 3.54 eV. By examining the cutoff shift of several
samples over a temperature range of 8 to 415K, an average bandgap
change with temperature was found to be �6.0 
 10�4 eV/K. The
absolute zero optical energy gap was determined to be 3.7 eV from lin-
ear extrapolation to 0K.719 Arai et al. (Ref. 721) reported temperature
change of the absorption edge to be �2.0 
 10�46 4 
 10�5 eV/K
for thin film samples.

Sanon et al. (Ref. 736) report on the bandgap narrowing of SnO2

films and the relevance that it has to the electronic properties and
structure. Bandgap narrowing is a result of the electron–electron

scattering as well as the electron-impurity scattering and cannot be
ignored in SnO2 thin films. These findings concluded that with
increasing carrier concentration, the bandgap will also increase as a
result of a Burstein–Moss shift.736

D. Material properties

SnO2 is a versatile oxide with many uses. The basic material
properties included here are the oxide’s density, bulk modulus, hard-
ness, and melting point.

The material density is in good agreement across literature rang-
ing from 6.975 to 7.02 g/cm3.684,737,738 Experimentally, the density was
determined using the pycnometric method, the water immersion tech-
nique, and using x-ray density measurements.737 The bulk modulus of
SnO2 has been researched extensively considering the high pressure
phase transitions. Gracia et al. (Ref. 686) determined the theoretical
bulk modulus for the rutile phase as well as each subsequent transi-
tional phase. The rutile phase bulk modulus was calculated to be
between 221 and 228 GPa.686 Other calculations show the bulk

TABLE XXXII. Bandgap energy parameters of rutile SnO2 determined from theory
and experiment. Values labeled (�) were reported disregarding anisotropy.

Eg (eV) Method Bulk/film Reference

Experiment
3.37� Photoconductivity Bulk 723
3.54� Absorption edge Bulk 719
3.56� Two-photon absorption Bulk 727
4.00� Absorption edge Bulk 720
3.57 Absorption edge (E ? c) Bulk 724
3.93 Absorption edge (E k c) Bulk 724

3.7� Absorption edge Film 722
3.71� Absorption edge Film 721
3.64–3.94� Optical transmittance Film 725
3.94–3.96� Absorption edge Film 711
4.38� Absorption edge Film 709

4.35a SE (E ? c) Film 726
4.52b SE (E ? c) Film 726
5.59a SE (E k c) Film 726
5.67b SE (E k c) Film 726
Calc.
1.70 FP-LAPW � � � 735
2.76 mBJ � � � 687
2.86 GoWo EET � � � 717
2.89 GoWo SOSþEET � � � 717
3.50 B3LYP � � � 686
3.65 HSE03þGoWo � � � 715
3.7 Cluster calc.c � � � 718

aOnset of excitonic absorption.
bFundamental lowest band-to-band transition, accounts for excitons.
cCombination of scattered-wave molecular-orbit and augmented-spherical-wave band
structure method.
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modulus to be 244–245 GPa.685,739 Experimentally, the bulk modulus
was reported to be 205 GPa.688 Fluorite-type contained the highest
theoretical value at 322 GPa while cotunnite had the lowest theoretical
value at 180 GPa.686 However, experimentally, cotunnite-type had the
highest observed bulk modulus of any of the phases at 417 GPa.690

The Mohs hardness of SnO2 was reported to be 6.5,740 which yields a
value of around 982 kg/mm2 when converted to Vicker’s hardness.
SnO2 is often utilized as a coating to increase scratch resistance741–743

of glass surfaces and ceramics. Li et al. (Ref. 744 reported on Knoop
microhardness of single-crystal SnO2, or cassiterite. It was concluded
that there was significant anisotropy of the microhardness within the
material.744

Galazka (Ref. 436) made mention of the melting point of SnO2

and possible complications that are exhibited. It was stated that a true
melting point had not been observed or recorded for SnO2 yet.436

Near-stoichiometric SnO2 would require an extremely high oxygen
partial pressure for melting without decomposition; a pressure that
was calculated to be around 500 times larger than the oxygen partial
pressure needed for ZnO stabilization.745 The relative oxygen partial
pressure was normalized to b-Ga2O3, a value of 1. The relative oxygen
partial pressure calculated for ZnO and SnO2 were 100 and 50 000,
respectively. In absolute terms, no melting of SnO2 was observed at
1950 �C and an oxygen pressure of 140 bars; however, sublimation/
decomposition was observed indicating higher oxygen partial pres-
sures would be needed. Furthermore, SnO2 was also heated to 2100 �C
with no melting observed under a CO2 atmosphere producing 0.3 bar
partial pressure of O2, only sublimation/decomposition. Since pure
SnO2 can withstand temperatures well above 2000 �C, it was not possi-
ble to grow bulk crystal samples from melt-growth techniques.745

Ellmer et al. (Ref. 684) state the melting point above 1900 �C where
decomposition into SnO and O2 was observed once 1500 �C was
reached.684 The CRC Handbook of Physics and Chemistry lists the
SnO2 melting point as 1630 �C.118 All reported values for the basic
material properties are listed and compared in Sec. XI.

1. Thermal properties

The scope of the thermal properties reviewed for SnO2 included
CTE, specific heat, thermal diffusivity, and thermal conductivity.

The CTE of SnO2 exhibits a slight anisotropy along the a and c
axes. Along the a-axis the CTE was shown to be 4.0
 10�6 K�1 while
along the c-axis a value of 3.7 
 10�6 K�1 was reported.746 The vol-
ume expansion coefficient was found experimentally to be 11.7

 10�6 K�1. Another CTE value of 3.8
 10�5 K�1 was reported the-
oretically by Hassan et al. (Ref. 687). Hassan et al. state that their value
of 3.8
 10�5 K�1 is significantly smaller than the overall volume CTE
of 11.7 
 10�6 K�1 previously reported by Peercy et al. (Ref. 746).
Note, we believe this to be an error by Hassan et al. as their value of
3.8 
 10�5 K�1 is significantly larger (not smaller) than the value of
Percy et al. of 11.7 
 10�6 K�1. No explanation was given for the sig-
nificant difference in values.

Experimental and theoretical room temperature values for the
heat capacity are in good agreement being 55.3 and 60 J/(mol K),
respectively.687,747 Using the known molar mass of SnO2, 150.71 g/
mol, the heat capacities were converted to units of specific heat yield-
ing values of 0.366 and 0.398 J/(gK). Thermal diffusivity values are in
good agreement as well, ranging from 1.45
 10�2 to 1.7
 10�2 cm2/s.

All reported values for specific heat and thermal diffusivity are listed
and compared in Sec. XI.

With potential device level applications,748–750 the thermal con-
ductivity of SnO2 is an important thermal property. Turkes et al. (Ref.
737) measured the thermal conductivity and its anisotropy in single
crystals of rutile SnO2, while also producing theoretical values far
exceeding those seen experimentally. For the experimental measure-
ments, the temperature gradient was aligned both perpendicular and
parallel to the c-axis. The parallel measurements at room temperature
resulted in a thermal conductivity of 98 W/(mK) while the perpendic-
ular recorded a value of 55 W/(mK), leading to an anisotropy ratio of
1.78. A maximum experimental thermal conductivity of 1750 W/(mK)
was observed at 26K with the temperature gradient parallel to the
c-axis.737 The increase in thermal conductivity at low temperatures is
thought to be due to an increase in the isotope scattering as the
Umklapp scattering is frozen out.737 With the difference in values
with respect to the temperature gradient, it is considered evident that
there exists anisotropy within the scattering mechanisms as well; per-
pendicular thermal conductivity measurements did not reveal the
same exponential behavior as the parallel measurements.737 Turkes
et al. also reported a theoretical thermal conductivity of 234 W/(mK)
at room temperature, drastically higher than the experimental
results. When accounting for scattering, the calculated room temper-
ature thermal conductivity was corrected to 107 W/(mK) with
anisotropy value of 1.70. It was concluded that phonon-phonon scat-
tering was the most likely source of the thermal conductivity anisot-
ropy.737 Galazka (Ref. 436) reports room temperature thermal
conductivity measured using the laser flash method, at 51.4 W/(mK),
comparable to Turkes et al. (Ref. 737) room temperature values.

The thermal conductivity properties of SnO2 ceramics was also
studied. Fayette et al. (Ref. 751) observed how the grain size within the
ceramic influenced the thermal conductivity. With increasing theoreti-
cal density percentage, the thermal conductivity was shown to reach
values around 30W/(mK) at approximately 96% density. Notable rela-
tionships between the ceramic grain size and the thermal conductivity,
as well as temperature and thermal conductivity were reported.751

With grain sizes observed from around 2 to 8 lm, thermal conduc-
tivity increased with grain size from around 25 to 40 W/(mK),
respectively. The temperature dependence on the thermal conduc-
tivity showed an interesting observation with sample sintering
time. At lower temperatures (0–100 �C) the sintering time played a
large role in the deviation of the thermal conductivity values. A
thermal conductivity value of 42 W/(mK) was reported at 20 �C for
samples that were sintered for 48 h at 1150 �C. Samples that
received 12 min of 1150 �C sintered had a thermal conductivity at
20 �C of only 24 W/(mK). As temperature increased up to 900 �C,
the difference in thermal conductivity with sintering time slowly
decreased, with nearly no difference in values at higher tempera-
tures.751 All reported values of the thermal conductivity are listed
and compared in Sec. XI.

2. Phonon properties

The phonon properties of rutile SnO2 have been detailed by
Batzill et al. (Ref. 683). Within SnO2, there are six atoms in the unit
cell, leading to 18 vibrational modes. The irreducible representations
combining both the optical and acoustic modes are
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C ¼ A1g þ A2g þ B1g þ B2g þ Eg þ 2A2u þ 2B1u þ 4Eu:

There are two IR active modes consisting of a single A2u and tri-
ply degenerate Eu. There are four Raman active modes consisting of
doubly degenerate Eg and the three non-degenerate modes of A1g, B1g,
and B2g. There are also two silent modes consisting of A2g and B1u.
The remaining A2u and two Eu modes are acoustic.683,752 The three
non-degenerate Raman modes have a vibration direction perpendicu-
lar to the c-axis. The remaining doubly degenerate Eg mode vibrates
along the c-axis. All six oxygen atoms rotate around the c-axis with the
vibration of B1g mode. For the IR active modes, both tin and oxygen
atoms vibrate in the direction of the c-axis for the A2g mode. For the
Eu mode, both tin and oxygen atoms have vibration perpendicular to
the c-axis. The silent mode B1u has vibration of tin and oxygen atoms
along the c-axis. The remaining silent mode A2g has vibration perpen-
dicular the c-axis.752 Frequencies for the Raman and IR modes were
determined experimentally by Katiyar et al. (Ref. 753) and are pre-
sented in Table XXXIII. Frequencies for the modes B1g and A2g were
determined experimentally.753 The Raman and IR active modes are
listed and compared in Sec. XI.

3. Electrical properties

The electrical properties of SnO2 reviewed below include the elec-
tron affinity, electrical breakdown field, static and high frequency
dielectric constants, effective mass, and electron mobility. The electron
affinity is in good agreement among the reported values summarized
in Sec. XI. Determined both theoretically and experimentally, the elec-
tron affinity ranges from 4.3 to 4.85 eV.754,755 Ghosh et al. (Ref. 754)
found that the electron affinity increased with added oxygen mono-
layers. Ghosh et al. also references unpublished works claiming the
electron affinity was around 4.55 eV according to photoemission stud-
ies.754 The electrical breakdown field was not a parameter that was
readily found in the literature.

The reported static dielectric constants for SnO2 were in good
agreement across the literature. Anisotropy was also evident, with the
direction perpendicular to the tetragonal c-axis reported with the larg-
est value. Values for the static dielectric constant perpendicular to the
c-axis ranged from 13.5 to 14,683,756 while values parallel to the c-axis

ranged from 9.0 to 9.6.683,756,757 The high frequency dielectric constant
was reported to have smaller anisotropy with values being 3.70 and
3.90 for directions perpendicular and parallel to the c-axis
respectively.210

The electrical breakdown field was not a parameter that was read-
ily found in the literature. Using predictions of Higashiwaki et al. for
breakdown field in relation to bandgap,147 the estimated breakdown
field for SnO2 is around 3.5 MV/cm, similar to GaN. The average bulk
experimentally determined bandgap of 3.614 eV found in Sec. XI was
used to predict the breakdown field strength.

There are numerous C-point calculated effective electron mass
parameters for SnO2 that range from 0.10 me to 0.18 me.

692,757,758

Morgan et al. (Ref. 758) determined that the effective mass decreased
with increasing temperatures for their lead doped samples.
Experimentally, the reported values appeared to be slightly larger than
calculated values, ranging from 0.22 me to 0.299 me.

692,759 The effective
mass values reported by Button et al. (Ref. 759) using cyclotron reso-
nance data also showed anisotropy with values of 0.299 me for m�

?
and 0.234 me for m�

k. The values found by Button et al. have been
used for comparison by Feneberg et al. (Ref. 210). In the study
Feneberg et al. used IR ellipsometry in combination with Hall Effect
measurements to derive m�

k and m�
? as a function of carrier concen-

tration from the plasma frequency parameters. This method was first
proposed and used in 2000 by Kasic et al. (Ref. 760) to determine m�

k
and m�

? of wurtzite GaN. Findings showed that at lower carrier con-
centrations (around 1019 cm�3) there was significantly less anisotropy
than what Button et al. had previously reported. Values of effective
mass for both directions were nearly identical at around 0.22 me to
0.23 me. However, at higher carrier concentration the anisotropy is
more pronounced. At a carrier concentration of around 2 
 1020

cm�3 values were about 4.0 me for m�
? and 0.26 me for m�

k, a signifi-
cant increase in anisotropy. These results are also strongly indicative
of a non-parabolic nature within the conduction band for both polari-
zation directions.210

From lead doped SnO2 crystal samples, Morgan et al. concluded
that the electron effective mass is decreasing above room temperature
in their study across a temperature range of 100 to 1100K. For both
samples used in this study the effective mass was found to be higher at
lower temperature (100K). The Seebeck coefficient, optical mode scat-
tering, and Hall coefficient also played a role in determining the effec-
tive mass with an average value of 0.13 me being reported across four
samples.758 Marley et al. (Ref. 692) obtained an effective mass of 0.22
me from analyzing Hall effect data along with the thermoelectric
power of SnO2 single crystals.

692

The mobility of charge carriers in SnO2 has been studied by mul-
tiple groups. According to Galazka (Ref. 436), the highest experimental
electron mobility seen at room temperature ranges from 240 to
260 cm2/(V s).761 The high experimental values were obtained on high
quality SnO2 crystal samples. The same sample that produced a value
of 260 cm2/(V s) also had a peak mobility of 8800 cm2/(V s) at 77K.
The electron carrier concentration of the sample was 8.5
 1015 cm�3.
The crystal purity played a large role in the mobility values. A sample
grown by Fonstad and Rediker (Ref. 761) had a carrier concentration
of 8.6 
 1016 cm�3. The increase in carrier concentration resulted
lower mobility at 240 and 2200 cm2/(V s), at room temperature and
77K, respectively. Above room temperature polar optical phonon
mode scattering is dominant.761

TABLE XXXIII. SnO2 Raman and IR active transverse and longitudinal phonon
mode frequencies. All values taken from Katiyar et al. (Ref. 753).

Raman mode x (cm�1)

A1g 638
B2g 782
B1g 100a

A2g 398a

Eg 476

IR Mode xTO (cm�1) xLO (cm�1)

A2u 477 705
Eu,1 244 276
Eu,2 293 366
Eu,3 618 710

aCalculated.
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Crabtree et al. (Ref. 757) report on efforts to reduce the various
impurities within the crystal. Reported room temperature mobilities
ranged from 172 to 250 cm2/(V s). An outlying value had a mobility of
50 cm2/(V s). That sample had the lowest conductivity and the lowest
carrier concentration.757 These results were compared to a previous
study by Morgan et al. (Ref. 758) where mobility parameters of Sb
doped SnO2 were reported. Mobility values at room temperature
ranged from 70 to 87 cm2/(V s).758 Crabtree et al. conclude that the
addition of Sb doping at room temperature caused the lowering of
mobility when compared to undoped SnO2, and not due to trace
impurities such as silica.757 All cited values of electron mobility are
listed and compared in Sec. XI.

E. Doping and defects

Bandgap engineering and narrowing of SnO2 have gathered
attention recently. Possible n-type dopants for SnO2 seen in the litera-
ture include palladium, antimony, platinum, and indium.762 At low
doping concentrations, those dopants did not alter the grain size of
SnO2 thin films. The Fermi level was altered with the addition of all of
the dopants except platinum.762 Other dopants include cobalt,
zinc,763–765 cupric oxide,766 nickel,767 niobium, and tantalum.768 Lead
has been shown to be an effective additive/dopant for modification of
the bandgap of SnO2. The ability to modulate the bandgap from 3.17
to 3.67 eV has been shown by Ganose et al. (Ref. 769) using DFT cal-
culations. This modulation is key for increasing the relevance of SnO2

in the field of photovoltaics. The bandgap modulation happens
through the lowing of the conduction band maximum from the vac-
uum level. This lowing increases the electron affinity, which enables
changing the work function and achieving improved alignment of the
work function to cathodes and formation of Ohmic contacts.769

SnO2 is an n-type material,737 but Morgan et al. (Ref. 758) offered
some insight to the possibility of p-type SnO2. Attempts at doping
SnO2 with gallium or indium to achieve p-type conductivity have
proven unsuccessful. Investigation of the Seebeck coefficient revealed
that gallium doped crystals were p-type with very high resistivity and
the crystals were not well formed at all.758

Intrinsic defects within SnO2 have been studied using first princi-
ples DFT calculations. The defect energies have been presented for
stoichiometric, oxygen-deficient, and oxygen-excess scenarios.
According the DFT results, nonstoichiometric defects are more proba-
ble than stoichiometric ones, thus leading to the nonstoichiometry of
SnO2. The n-type conductivity was said to be a result of the oxygen
vacancies. When the oxygen partial pressure was altered, the defect
becomes unstable, resulting in oxygen excess when oxygen-rich condi-
tions are met. Along with the oxygen vacancies, the structure of the tin
and oxygen interstitials are presented. Further details are provided in
Ref. 770.

F. Polymorphs

Bandgap energies and electronic structures for SnO2 polymorphs
have been reported throughout the literature. Gracia et al. (Ref. 686)
calculated bulk band structures for each of the three (tetragonal, ortho-
rhombic, and cubic) Bravais lattices as well as zero pressure bandgap
values for each of the polymorphs. The bandgaps for the polymorphs
are: CaCl2-type, 3.58 eV; a-PbO2-type, 3.80 eV; pyrite-type, 3.55 eV;
ZrO2-type, 3.44 eV; fluorite-type, 3.01 eV; and cotunnite-type,

2.84 eV.686 With the exception of the fluorite and cotunnite-type poly-
morphs, the zero pressure bandgaps are in good agreement with the
bandgap of the stable rutile phase at 3.50 eV. SnO2 bandgap energy
values increase as the oxide transitions toward the a-PbO2 phase
where it reaches a peak energy. The bandgap energy decreases as SnO2

transitions away from a-PbO2 toward the cotunnite phase. Other the-
oretical and experimental rutile phase energy bandgaps are discussed
in Secs. IVA and IVC1, as well as in Sec. XI. Density of states analysis
shows that each polymorph has a direct bandgap with the exception of
cotunnite-type, exhibiting an indirect bandgap according to the elec-
tronic structure make-up. Similar to other oxides that have been dis-
cussed, the conduction bands are a result of the Sn s and p states while
the upper valence bands results from the Sn(p) and O(p) states. The
direct bandgap polymorphs have a valence band maximum and con-
duction band minimum located at the C-point of the Brillouin zone.
The single indirect bandgap polymorph, the cotunnite-phase, has a
valence band maximum located somewhere between the U and X
symmetry points of the Brillouin zone.686 Other theoretical values for
the polymorph bandgaps were reported by Li et al. and Hassan et al.
(Refs. 685 and 687). As is often the case, the DFT bandgap values are
underestimated compared to reported experimental values. Both Li
et al. and Hassan et al. state that all polymorphs have a direct bandgap
except fluorite-type, with an indirect gap located at the W-C
points.685,687,689 This contradicts the findings of Gracia et al. (Ref.
686), who states that the cotunnite-type was the only indirect bandgap
according to their calculations. Very little experimental data on the
polymorph bandgaps has been reported across literature. The calcu-
lated methods for determining the bandgaps include GGA, mBJ,687

DFT-LDA,685 and DFT-B3LYP.686

G. Summary of SnO2 property values

Tables XXXIV and XXXV highlight a summary of the properties
reviewed for SnO2. Values for each of the properties are presented
along with references and notation of origin. Where relevant anisot-
ropy is noted.

VII. CADMIUM OXIDE

Cadmium oxide (CdO) is another TCOmaterial. CdO has a ther-
modynamically stable cubic rocksalt crystal structure with a very high
electrical conductivity as well as very high carrier concentrations that
can reach 1021 cm�3.775 CdO is transparent within the visible spec-
trum and has the potential for device applications including thermo-
electrics,776,777 thin-film conductors,778 plasmonics,779 transparent
electrodes, and photovoltaic cells.780

A. Crystal structure

CdO has a cubic crystal structure under ambient conditions with
the Rocksalt or NaCl-type lattice.781 The rocksalt structure is consid-
ered to be the ground-state phase.782 This sets CdO apart from other
II–VI semiconductors that usually possess a ground-state structure of
either wurtzite or zinc-blende.658 The single lattice constant for rock-
salt CdO is reported around a¼ 4.6 to 4.7 Å781,783,784 with broad
agreement between the calculated and experimental lattice constants
in the literature. A schematic of the crystal structure for rocksalt CdO
is shown in Fig. 27. Schleife et al. (Ref. 782) report on additional poly-
morphs of CdO including a wurtzite and a zinc blende structure.
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Guerrero et al. (Ref. 785) discuss two other phases of CdO in a study
of high pressure phases; a cesium chloride and a nickel arsenide struc-
ture. The lattice parameters for all of the CdO polymorphs are listed
in Table XXXVI. Further details on the high pressure phases can
be found in Subsection VII F. When comparing CdO thin films to
bulk crystals, the lattice constants appear smaller in the thin films
due to possible lattice contractions.786 Unless stated otherwise, all
discussion throughout this section refers to the stable, single crys-
talline, rocksalt phase.

B. Growth

CdO bulk crystal and thin film samples can be grown using
numerous methods. Due to the difficulties of CdO growth and less
advanced growth methods, it was common for CdO samples to be of
polycrystalline quality.787–789 MOCVD was utilized by Yang et al.
(Ref. 780) to grow yttrium-doped CdO thin films to study the effects
of how ionic radius and electronic structure alter charge transport and
band structure. It was reported that both phase pure and polycrystal-
line samples were achieved.780 Jefferson et al. (Ref. 790) grew single
crystal CdO using metal-organic vapor-phase epitaxy (MOVPE) on r-
plane sapphire. Further details on MOVPE growth of CdO layers atop
sapphire can be found in Ref. 791. Multiple variations of sputtering
including DC reactive and RF sputtering have also been utilized in the

growth of CdO thin films.775,792 PLD is a common method for grow-
ing CdO thin films. Growth of both tin doped and stoichiometric CdO
was possible using PLD.793 Unlike MOVPE growth on r-plane sap-
phire, growth of CdO films using PLD was achieved on the c-plane of
sapphire.794,795 Glass was also shown to be a suitable substrate for the
growth of CdO thin films. 793,796 Spray pyrolysis is another common
method for thin film growth, but often times results in polycrystalline
quality.788,789 Varkey and Fort (Ref. 797) detail CdO thin film growth
using a chemical bath method where films were deposited on glass
substrates exhibiting a bandgap of 2.3 eV, in good agreement with
other reported values.797

C. Electronic band structure

The electronic structure of CdO is generally considered to have a
direct bandgap798 despite the fact there is a smaller indirect gap.

TABLE XXXV. Summary of theoretical and experimental electrical and optical prop-
erties of rutile SnO2.

Electron affinity 4.3–4.7 Expt.754

(eV) 4.5–4.85 Calc.754,755

Breakdown field
(MV/cm) 3.5 Pred.147

m�
e 0.23 (kc) Calc.684

0.3 (?c) Calc.684

0.26 (C-X) Calc.715

0.21 (C-Z) Calc.715

0.12–0.18 Calc.692,758

0.22 Expt.692

0.234 (kc) Expt.759

0.299 (?c) Expt.759

0.17 Est.757

m�
h 1.21 (C-X) Calc.715

1.47 (C-Z) Calc.715

le [cm
2/(V s)] 35–260 Expt.210,693,737,757,758,761

Gap type Direct Ref. 714
Eg (eV) 1.7–3.7 Bulk calc.686,687,715,717,718,735

3.3.7–4.00 Bulk expt.719,720,723,727

4.35–4.52 ? Bulk expt.726

5.59–5.67 k Bulk expt.726

3.64–4.38 Film expt.709,711,725

e0 14 6 2 (?c) Expt.756

9 6 0.5 (kc) Expt.756

e1 3.70 (?c) Expt.210

3.90 (kc) Expt.210

Phonon modes
IR active A2u, 3Eu Refs. 774 and 753
Raman active A1g, B1g, B2g, Eg Refs. 774, 746, and 753

TABLE XXXIV. Summary of theoretical and experimental structural and thermal
properties of rutile SnO2. Common names of tin oxide and stannic oxide.

Stable phase Rutile Ref. 680
Stable structure Tetragonal P42=mnm (#136)

a¼ 4.673–4.776 Å Refs. 684–688
c¼ 3.149–3.212 Å Refs. 684–688

Metastable phases CaCl2-type Pnnm (#58)
a-PbO2-type Pbcn (#60)
Pyrite-type Pa�3 (#205)
ZrO2-type Pbca (#61)

Fluorite-type Fm�3m (#225)
Cotunnite-type Pnma (#62)

Density (g/cm3) 6.975–7.02 Expt.684,737,738

Bulk modulus 221–245 Calc.685,686,739

(GPa) 205 Expt.688

270a Expt.771

Tm (� C) >1900 Calc.684

>2100 Expt.745

Debye temp. (K) 550–570 Calc.687,737

Specific heat (J/(gK)) 0.398b Calc.687

0.366 Expt.747

Thermal cond. (W/(mK)) 51.4 Expt.436

55.0 ?c Expt.737

98.0 kc Expt.737

107.0 Calc.737

Thermal diff. (mm2/s) 1.45–1.7 Expt.772,773

aNanocrystalline sample.
bCalculated from molar heat capacity.
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Considering CdO a direct bandgap material as opposed to an indirect
material could be a result of the difficulties in determining and singling
out the specific indirect bandgaps as there are many that lie close in
energy. No sound explanation for considering CdO a direct bandgap
material was presented in the reviewed literature. Figure 28 shows the
calculated electronic band structure. The location of the direct

bandgap resides at the C-point of the Brillouin zone, with the specific
symmetry being from the C1 to C15 point between the conduction and
valence bands, respectively.799 The direct bandgap has been studied
using methods such as reflection and absorption spectra.799,800 Within
the electronic states of CdO, the ion site point symmetry plays a role
in the intra-band hybridization. As long as the symmetry rules allow
it, the Cd(4d) levels will hybridize with the O(2p) states. The hybridi-
zation results at the top of the valence band in a repulsion that occurs
between the Cd(4d) and O(2p) states, raising the energy of the top of
the valence band. When considering a zinc-blende structure, the
increase in energy is allowed at all points of the Brillouin zone, but in
the rocksalt CdO structure it is disallowed at the C point. The higher
point symmetry of the rocksalt structure prevents the mixing of the
states at that specific location while allowing the hybridization to occur
at other points of the Brillouin zone.658 According to calculations by
Jaffe et al. (Ref. 658), this causes the valence band maximum to move
away from the C point as other points along the valence band are
raised in energy.

While most literature appears to agree on a direct bandgap when
reporting its value, the existence of an indirect bandgap that resides
lower in energy has been mentioned as well. Boettger et al. (Ref. 783)
produced GGA and LDA band structure calculations that contradict
the reported direct bandgap. The top of the valence band occurs at the
L-point of the Brillouin zone and not at the C-point. The bottom of
the conduction band still resides at the C-point. This appears to show
the fundamental bandgap of CdO to be indirect. Indirect bandgaps
for CdO have been predicted and observed throughout the
literature.781,799,801

Other studies on the theoretical band structure of CdO have been
reported dating back to the late 1960s through the 2000s.801,803,804 In
1973, Breeze et al. (Ref. 781) also reported on the calculated electronic
structure for CdO. Atomic orbitals of Cd(4d), Cd(5s), O(2s), and
O(2p) were represented by atomic parameters. CdO was predicted to
be highly polar. LCAO calculations show a small overlap of the p and

FIG. 27. Cubic CdO crystal structure belonging to space group Fm�3m (#225)
(black¼Cd, red¼O).

FIG. 28. Calculated band structure for CdO. The indirect gap was determined to be
1.65 eV, and the direct gap was calculated to be 2.91 eV. Reproduced with permis-
sion from Lindsay and Parker, Phys. Rev. B 92, 144301 (2015). Copyright 2015
APS (Ref. 802).

TABLE XXXVI. CdO polymorphs and crystal structure with associated lattice con-
stants determined from experiment and theory.

Phase Structure Space group Lattice (Å)

Rocksalt-CdO Cubic Fm�3m (#225)782 a¼ 4.621783,b

a¼ 4.639
a¼ 4.78
a¼ 4.76
a¼ 4.6957784,a

a¼ 4.674781,b

Zinc-blende-CdO Cubic F�43m (#216)782 a¼ 5.148782,b

5.15785,b

Wurtzite-CdO Hexagonal P63mc (#186)782 a¼ 3.678782,b

c¼ 5.825
u¼ 0.3849
a¼ 3.66785,b

c¼ 5.856
u¼ 0.35

CsCl-CdO Cubic Pm�3m (#221) a¼ 2.94785,b

NiAs-CdO Hexagonal P63=mmc (#194) a¼ 3.34785,b

c¼ 5.678

aExperimental.
bTheoretical.
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d bands. The atomic makeup of the conduction band was calculated to
be mainly comprised of Cd(5s) orbitals with a small amount of O(2s)
mixed in. The valence band was calculated to be the opposite, contain-
ing an atomic makeup of primarily O(2s) orbitals.781 The calculated
findings by Tewari (Ref. 805) reported in the same year alongside
Breeze et al., show how the ionicity of CdO is important for determin-
ing the electronic structure. The positions of the orbitals have a depen-
dence upon the ionicity used in the calculation. Neutral CdO shows
hybridization between 4d and 5s orbitals, while ionic CdO contains a
gap between the same orbitals. When ionicity was selected to be zero,
CdO exhibited metallic behavior. Changing the ionicity by61 resulted
in semiconducting behavior. Tewari predicted that an ionicity greater
than 61 would result in insulating characteristics.805 This only serves
to highlight the importance of experimental works to help determine
an accurate ionicity needed for band structure calculations.

1. Bandgap energy

Values of both the indirect and direct bandgap energies have
been reported throughout the literature. Starting with the indirect
bandgap, the majority of references cited in this review for CdO date
back to the mid-1960s to the early 1970s. There are two indirect
energy transitions that are predicted to be present throughout most of
the cited literature.781,799 The difference in energies of the two reported
transitions is small, usually a few tenths of an eV. The two indirect
transitions are R-C and L-C. Table XXXVII shows a clear trend within
the indirect transitions. The R-C tends to be the lowest indirect transi-
tion with values ranging from 0.55 to 0.95 eV.801,805,806 What is gener-
ally considered to be the second lowest indirect transition occurs
between L-C. Reported values for this indirect bandgap range from
1.09 to 1.47 eV.781,799,801,806–808 There is one outlying value of interest
reported in Table XXXVII. Breeze et al. (Ref. 781) used LCAO calcula-
tions to produce an indirect R-C bandgap energy of 1.12 eV, the high-
est value of the reported R-C transition we were able to find. This
value of 1.12 eV is only 0.06 eV below their calculated L-C value of
1.18 eV.781 A few conclusions can be made based off of these findings.
First, it could be stated that LCAO calculations were unable to distin-
guish the two indirect energy transitions, resulting in such similar val-
ues for the two transitions. The issue could be specific to the LCAO
method since augmented plane wave (APW) calculations by Maschke
et al. (Ref. 801) were clearly able to distinguish the two indirect transi-
tions. Secondly, Breeze et al. state that the similarities between the
indirect gap values aligns with a single experimentally observed indi-
rect bandgap, as opposed to two bandgaps.781 However, this consensus
was not shared throughout other literature sources. Based on the find-
ings throughout literature, we conclude that CdO has two indirect
transitions (R-C and L-C) that occur below the direct bandgap energy
level. As seen with other oxides reported in this Review, most theoreti-
cal methods for determining the bandgap drastically underestimate
the value when compared to experimental results. Not included within
Table XXXVII are some underestimated theoretically determined
bandgap values for the indirect transitions. Some calculated indirect
bandgaps yielded a negative value meaning CdO should theoretically
exhibit metallic behavior.783 Underestimated values of the calculated
indirect bandgap include 0.39,803 0.13,783 and 0.27 eV.783 There were a
few instances of an experimental indirect bandgap reported in litera-
ture as well. Thermoreflectance measurements from Koffyberg et al.

(Ref. 799) found bandgap energies of 1.09 and 1.47 eV for bulk and
thin film samples, respectively. Note, the thermoreflectance method
for measuring bandgap energy is perhaps the least commonly used
method we have observed in literature for the nine oxides reviewed in
this manuscript. Absorption edge/spectra measurements we per-
formed on both bulk and thin film samples as well. Three values were
reported, all of which are along the L3-C1 direction of the Brillouin
zone. There is noticeable disagreement with values of 1.11 eV for a
bulk sample,807 and 1.2 (Ref. 808) to 1.45 eV (Ref. 806) for thin films,
and which may be due to sample quality.

The direct bandgap of CdO has also received considerable atten-
tion in the literature for both theoretical and experimental investiga-
tions. Theoretical studies involving HSE06, LDA, GGA, and AWP

TABLE XXXVII. Bandgaps of CdO determined from experiment and theory. Direct
bandgap C-C was assumed unless specified otherwise.

Eg (eV) Method Bulk/film Direction Reference

Indirect gap
0.8 APW method Bulk R3-C1 801
0.95 APW method Bulk R4-C1 805
1.09 Thermoreflectance Bulk L3-C1 799
1.11 Abs. spectra Bulk L3-C1 807
1.12 LCAO Bulk R4-C1 781
1.18 LCAO Bulk L3-C1 781
1.2 Abs. edge Film L-C 808
1.2 APW method Film L3-C1 801
1.45 Abs. spectra Film L3-C1 806
1.47 Thermoreflectance Film L3-C1 799

Direct gap
2.07 Ellipsometry Film C-C 812
2.13 Ellipsometry Film C-C 812
2.16 Ellipsometry Film C-C 812
2.16 Abs. edge Bulk C-C 790
2.18 HSE06 Bulk C-C 809
2.20 Abs. edge Film C-C 811
2.22 Transmission spectra Film C1-C15 792
2.22 Ellipsometry Film C-C 812
2.25 Abs. spectra Film C-C 787
2.28 Thermoreflectance Bulk C1-C15 799
2.28 UV–Vis Film C-C 813
2.3 Abs. edge Film C-C 797
2.31 Ellipsometry Film C-C 812
2.36 Optical transmission Film C-C 814
2.4 Optical absorption Film C-C 795
2.42 Ellipsometry Film C-C 812
2.51 UV–Vis Film C-C 813
2.59 Ellipsometry Film C-C 812
2.73 UV–Vis Film C-C 813
2.81 UV–Vis Film C-C 813
2.86 UV–Vis Film C-C 813
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methods have been utilized to determine the direct bandgap of CdO.
Experimental methods usually centered around absorption edge mea-
surements as well as transmission spectra.

According to Koffyberg et al. (Ref. 799), the direct (and indirect)
bandgap are said to be difficult to analyze using absorption spectra
due to the free carrier absorption presence. LDA and GGA theoretical
results from Boettger et al. (Ref. 783) yielded direct bandgap values
ranging from 0.71 to 1.48 eV. GGA-PBE produced a direct bandgap of
0.61 eV.809 Other direct bandgap values included 1.61,803 1.04,810 and
0.7 eV.785 These theoretically determined bandgap energies are drasti-
cally underestimated when compared to experimentally determined
values. HSE06 calculations from Burbano et al. (Ref. 809) had a
bandgap energy of 2.16 eV, one of the closest theoretical values com-
pared to experimental values. Experimentally, the direct bandgap was
determined to be 2.28 eV at 100K.799 This value for the direct bandgap
of CdO has been considered to be the most accepted and frequently
cited experimental direct bandgap despite being measured at 100K,
according to Jefferson et al. (Ref. 790). Other experimental direct
bandgap energies are not far off. Absorption edge measurements pro-
duced direct bandgap energies of 2.16,790 2.20,811 2.25,787 2.3,797 and
2.4 eV.795 The lowest absorption edge value of 2.16 eV was for a bulk
sample while the remaining values spanning 2.2 to 2.4 eV are from
thin films. According to the experimental direct bandgap values listed
in Table XXXVII, the bandgap energy of CdO thin films is generally
higher than bulk samples. The poor crystal quality of the CdO samples
coming from some of the older literature works could be a possible
cause for the inconsistencies between bulk crystal and thin film
bandgap energies. Further discussion on the difference in determining
the bandgap of CdO between thin film and bulk crystal samples was
reported by Koffyberg et al. (Ref. 799). Bandgap values obtained from
literature are listed and compared in Table XXXVII as well as in
Sec. XI.

Ueda et al. (Ref. 792) report on the band widening that occurs
within CdO thin films as a function of n2=3e (two-thirds power of the
carrier concentration). It was concluded that Burstein–Moss shifting
as well as electron–electron and electron impurity scattering were
responsible for the bandgap widening. Thin film thickness also
appears to affect the bandgap with thicker films having larger bandg-
aps by a few hundredths of an eV, possibly due to a combination of
increased strain effects of altered crystal quality. Ueda et al. also
describe how the orbital makeup of CdO plays a role in the effective
masses of both the conduction and valence band also in comparison
to ITO.792

A recent 2020 report by Nolen et al. (Ref. 812) was one of the few
literature works using SE to study indium doped CdO. Nolen et al.
used the Tauc-Lorentz oscillator on ellipsometry data to report a direct
bandgap energy ranging from 2.07 to 2.59 eV. The lowest bandgap
energy of 2.07 eV was found for a carrier concentration of 1.1 
 1019

cm�3. The bandgap energy continued to increase with increasing car-
rier concentration up to the maximum value of 2.59 eV at a carrier
concentration of 3.5 
 1020 cm�3, before decreasing to 2.42 eV at 4.1

 1020 cm�3. The specific details of the study of Nolen et al. on the
ultraviolet and far-IR dielectrics of CdO are beyond the scope of this
section, but can be found within Ref. 812. Some of the authors pub-
lished a follow up work studying the mid-to-near IR optoelectronic
properties of indium doped CdO.813 The reported band values from
UV-VIS absorption data were slightly larger than the previous work of

Nolen et al., ranging from 2.28 to 2.86 eV. Again, the bandgap energies
increased with increasing carrier concentration. This shows a
Burnstein–Moss shift of 0.58 eV as the carrier concentration is
increased from 2.2
 1019 to 5.0
 1019 cm�3. These two recent works
by Nolen et al. (Ref. 812) and Cleri et al. (Ref. 813) are perhaps the
most current and state of the art findings on the bandgap energies of
CdO and its dependence on doping concentration.

2. Temperature dependence of bandgap energy

There are very few reports throughout the literature on the tem-
perature dependence of the CdO bandgap. Koffyberg et al. (Ref. 799)
list bandgap temperature dependence for both the direct and indirect
bandgaps. For the direct gap, dEg/dT was stated to be�4
 10�4 eV/K
while the indirect bandgap was �5 
 10�4 eV/K.799 Kohler et al. (Ref.
806) report an average temperature dependence of �4.2 
 10�4 eV/K,
in good agreement with findings of Koffyberg et al. An indirect
bandgap temperature dependence was not reported by Kohler et al.
Slightly smaller in value, Finkenrath et al. (Ref. 815) report a tempera-
ture dependence of�3.3
 10�4 eV/K.

D. Material properties

Basic material properties for CdO reported throughout the litera-
ture include the material density, bulk modulus, and the melting point.
The density of CdO has been determined theoretically and experimen-
tally. Values range from 7.0 to 8.218 g/cm3.777,816,817 The bulk modu-
lus was in good agreement across multiple methods. Experimentally,
the bulk modulus was determined using XRD and ranged from 108 to
150 GPa.818,819 Using multiple variations of LDA and GGA, including
non-relativistic, scalar relativistic, and fully relativistic, the calculated
bulk modulus ranged from 128 to 164 GPa.783 The melting point of
CdO is not widely reported and was roughly stated to be greater than
1400 to 1500 �C.400,820 The basic material properties for CdO are com-
pared in Sec. XI.

1. Thermal properties

The thermal properties reported for CdO include the Debye tem-
perature, CTE, specific heat, and thermal conductivity. The Debye
temperature for CdO was reported to be 255K.400 The relatively small
Debye temperature is reported to be a cause of the lower thermal con-
ductivity, detailed later in the section.802,821 Singh et al. (Ref. 784) stud-
ied the change in lattice parameters across elevated temperatures
ranging from 305 to 1005K. The results showed a small increase of the
lattice constant of around 0.05 Å across that temperature range.784

This resulted in an average value for the CTE across those tempera-
tures of 14.33 
 10�6/K. The values of Singh et al. are also in agree-
ment with another widely cited value of 14 
 10�6/K from
Martienssen et al. (Ref. 400). The specific heat of CdO was not readily
found in the literature. However, the molar heat capacity was reported
as 43.639 J/(mol K).400 Using the known molecular weight of CdO,
128.4 g/mol, we calculated the specific heat to be 0.339 J/(gK).

The thermal conductivity has been reported both theoretically
and experimentally and is one of the more researched thermal proper-
ties of CdO. Lindsey et al. (Ref. 802) used ab initio calculation and dis-
pute the commonly accepted value of 0.7 W/(mK) for the lattice
thermal conductivity from the CRC Handbook,822 compared to their
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own calculated findings that range from 5.6 to 9.3 W/(mK). This value
of 0.7 W/(mK) is believed to be rather low for a binary oxide, a group
of materials that often exhibit higher thermal conductivities such as 54
W/(mK) as in ZnO.802 CdO is similar to other binary equiatomic
semiconductors that crystallize in the rocksalt crystal structure.
Another unique feature of these binary oxides is that heat in the lattice
is carried by phonons. All of these features lead to the hypothesis that
a thermal conductivity of 0.7 W/(mK) is too low for CdO. While CdO
does possess a low Debye temperature, which should result in a low
thermal conductivity, 0.7 W/(mK) is an order of magnitude lower
than the calculated results. The low Debye temperature can result in
a lower phonon thermal conductivity, thus lowering the overall
thermal conductivity.821 For a CdO ceramic sample, Lu et al. (Ref.
777) report a calculated thermal conductivity value of 8.1 W/(mK).
Experimentally, Sachet et al. (Ref. 779) reported total thermal conduc-
tivity with increased dysprosium doping.779 Results range from around
7 to 14 W/(mK). The maximum experimental thermal conductivity of
14 W/(mK) was reported at a dysprosium doping concentration of
around 8 
 1019 cm�3 before falling to around 10 W/(mK) as the
doping concentration increased to around 5 
 1021 cm�3. Reported
thermal property values are listed and compared in Sec. XI. Of note,
there were no reported values for the thermal diffusivity of CdO. Lu
et al. (Ref. 777) state that the thermal diffusivity was measured using
a differential scanning calorimeter in order to obtain a calculated
thermal conductivity, but gave no value.777

2. Phonon properties

The long-wavelength vibrational properties, including the acous-
tic and optical phonon modes of CdO are not widely reported
throughout the literature. The irreducible representations are also not
readily available. One explanation as to the lack of literature could
stem from the rocksalt structure of CdO, resulting in the first-order
Raman modes being forbidden as a result of symmetry.823 Finkenrath
et al. (Ref. 824) report IR measurements showing TO and LO phonon
modes at frequencies of 262 and 523 cm�1, respectively. One of the
early Raman studies on (polycrystalline) CdO was published by
Schaack et al. (Ref. 825). A pure CdO sample was expected to yield
only the second order Raman spectra. Within oxygen deficient CdO,
translational lattice symmetry is broken due to the oxygen deficiencies.
This resulted in a prediction that the second order Raman can be
superimposed upon the first order. Similar to III–V semiconductors,
CdO contains plasmon, plasmon-LO-phonon, or polaron-mode exci-
tations.825 IR absorption shows observable bands at 345 and
404 cm�1. These bands line up well in the experimental uncertainty of
the Raman spectra with higher carrier concentrations.825 While it is
beyond the scope of this review, Oliva et al. (Ref. 823) report on the
high-pressure Raman scattering within CdO thin films.

3. Electrical properties

The electrical properties of CdO reviewed below include the elec-
tron affinity, electrical breakdown field, static and high frequency
dielectric constants, effective mass, and electron mobility. The electron
affinity of CdO was determined using the known locations of the
Fermi stabilization energy. Speaks et al. (Ref. 794) state that the elec-
tron affinity is 5.94 eV. This value is higher than the calculated value
of 4.51 eV for CdO thin films used in CdO/CdTe thin films

determined by Ferro et al. (Ref. 826). To our knowledge there are no
reported values for the electrical breakdown field strength for CdO.
Similar to other oxides without an explicitly reported electrical break-
down field, an estimation can be made based on the bandgap for CdO
using Higashiwaki’s plot.147 Using the direct bandgap with values
ranging from around 2 to 2.4 eV, the predicted breakdown field
strength is 0.5 to 0.8 MV/cm.

The static dielectric constant was scarcely reported throughout
the literature. Finkenrath et al. (Refs. 827 and 824) state that the static
dielectric constant is roughly 18.16 2.5 at room temperature. The
static dielectric constant decreases to 16.56 2.5 at 85K. Based on
those values at room temperature, CdO has the highest static dielectric
constant of any of the oxides reviewed. The high frequency dielectric
constant is uniform across multiple sources ranging from 5.3 to
5.4.827–829 The effective mass of the electrons has been reported both
theoretically and experimentally. Jefferson et al. (Ref. 790) found cal-
culated values of 0.19 me, 0.21 me, and 0.23 me. Those values are in
good agreement with the experimental value of 0.21 me determined
using a combination of IR reflectivity, optical absorption, and electrical
Hall effect measurements.790 Other experimental values of 0.23 me

775

and 0.24 me
811 were reported in good agreement with Jefferson’s find-

ings. In 1971, Koffyberg et al. (Ref. 830) highlight the (electron) effec-
tive mass at low temperatures (81K). The (electron) effective mass was
calculated to increase from 0.15 me to 0.45 me as carrier concentration
increased.830 More details on the specifics of those findings are dis-
cussed in Sec. VIIE.

In perhaps the most recent reporting of the electron effective
mass of CdO, Nolen et al. (Ref. 812) found a strong dependence on
the doping concentration. Unintentionally doped samples (1 
 1019

cm�3) had an effective mass of 0.11 me. The electron effective masses
from the study of Nolen et al. study peaked at 0.26 me for a doping
concentration of 4 
 1020 cm�3, confirming the nonparabolic nature
of the conduction band model.812 The lowest value of 0.11 me is in
good agreement with an effective electron mass of 0.09 me calculated
by Rodl et al. (Ref. 831) who hypothesize that unintentional free elec-
trons could be the cause of the low calculated effective masses com-
pared to experimental values. Instances of effective masses >0.24 me

for doping concentrations well below 1020 cm�3 dispute this claim
though.832 This hypothesis, however, could not be fully supported as
Rodl et al. argued that more accurate data were needed to observe the
effective mass dependence on carrier concentration.831

Koffyberg et al. (Ref. 799) also briefly discuss the effective mass
of holes within CdO. A calculated effective hole mass of 0.05 mh at C15

was reported. According to band structure calculations the effective
hole mass at (C15) should be significantly larger than the effective elec-
tron mass at the conduction band minimum (C1).

Electron mobility values are wide ranging with values in the sin-
gle digits up to 609 cm2/(V s) for tin doped thin films deposited on
MgO (111). The MgO plane plays a large role in the electron mobility
as well as the crystal structure. Another sample grown on MgO (100)
had almost half the mobility at 330 cm2/(V s) showing that substrate
cut also had a large impact on the mobility as well.793

More recent indium doped CdO samples from Nolen et al. (Ref.
812) had carrier mobilities of 285 cm2/(V s) determined from Hall
measurements. A follow up in 2021 by a group of the same authors
reported mobility values ranging from 298 to 365 cm2/(V s).813 It
was shown that indium doped CdO could retain a high carrier
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mobility even as the doping concentration reached values well into
1020 cm�3.813

Dysprosium doped CdO also yielded a high mobility reaching
values up to 500 cm2/(V s).779 The effects of the dysprosium doping
are detailed in Subsection VIIE. A mobility value solely from lattice
scattering was calculated to be 200 cm2/(V s) derived from the temper-
ature dependence of mobility.775 Tanaka et al. (Ref. 775) observed
mobility values for sputtered samples and found there to be a mobility
increase for samples as sputtering voltage was increased up to 500 V,
corresponding with the reduction of resistivity. Lu et al. (Ref. 777)
reported an electron mobility of 148 cm2/(V s) for CdO ceramics using
the Van der Pauw method. Vasheghani et al. (Ref. 811) report the
optical mobility and the transport mobility values for degenerate sam-
ples of CdO. The optical mobility ranges from 209 to 1116 cm2/(V s).
The carrier lifetime was shown to decrease with increasing carrier con-
centration. Along with the decrease in the carrier lifetime comes a
decrease in the optical mobility. The transport mobility is drastically
lower than the optical mobility, reported to in the range of 20 to
124 cm2/(V s).811

Figure 29 highlights the transport mobility as a function of carrier
concentration. The stark difference in the optical and transport mobil-
ity of CdO is believed to be a result of the grain boundary and/or sur-
face scattering. Grain boundaries can act as trap states and bring about
depletion layers in the boundaries. Due to surface accumulation layers
in cadmium oxide,833 Vasheghani et al. hypothesize that there should
be accumulation of electrons at the dislocation lines and along the
grain boundaries. The mean free path for CdO thin films was esti-
mated to be around 35 nm, determined from the bulk relaxation time
and the density of states averaged electron velocity. Predicted models
show the overall variation in transport mobility as a function of multi-
ple carrier concentrations. As grain size increases, the transport mobil-
ity approaches the bulk mobility in the grain. As grain sizes continues
to increase, the increase in transport mobility is sharper. This shows
that even small improvements in CdO growth will yield large improve-
ment in mobility values.811,833 In another study by Koffyberg et al.
(Ref. 830), the electron mobility was calculated as a function of carrier
concentration and temperature. At 81K, the calculated mobility

ranged from 700 to 1150 cm2/(V s). Measured Hall mobility was also
plotted and at room temperature the mobility ranges in value from
100 to 300 cm2/(V s). Other topics such as the high temperature
mobility, low temperature mobility, calculated optical mobility, and
lattice scattering were detailed as well. At low temperatures the mobil-
ity is primarily dominated by ionized defect scattering while lattice
scattering controls the mobility at higher temperatures.830

For comparison to the other reviewed oxides, values for the static
and high frequency dielectric constants along with the electrical prop-
erties of CdO including electron affinity, electrical breakdown field,
effective mass, and carrier mobility of CdO are summarized in Sec. XI.

E. Doping and defects

Doping and defects within CdO have been discussed throughout
the literature.833–838 Possible dopants used in CdO include indium,
gallium,839 silver, sodium,834 and yttrium.780 CdO is an n-type semi-
conductor with much uncertainty about the possibility of p-type CdO.
Burbano et al. (Ref. 809) used hybrid DFT to report the doping limits
as well as explain the shallow donors that are found within CdO. The
doping limit was found to be greater than 1.2 eV above the conduction
band minimum, the point where compensation by p-type defects
begins to occur. According to Burbano et al., p-type CdO is not possi-
ble since the p-type defect formation energy is too high. Oxygen
vacancies were found to be the main intrinsic defect, and was consid-
ered a doubly ionized shallow donor.809

Koffyberg et al. (Ref. 830) discussed the implications of defects
within the oxide. It was reported that the carrier concentrations were
not dependent on temperature, meaning that the defect donors were
completely ionized. With increasing defect concentrations the effective
mass increased at low temperatures indicative of a non-parabolic con-
duction band shape.830

Dysprosium was another dopant seen in literature. Details per-
taining to the effects of Dy doping on CdO are highlighted in Refs. 779
and 787. As mentioned in the Electronic Properties section (Sec.
VIID3) above, one of the higher reported mobility values comes from
Sachet et al. (Ref. 779) in a study where CdO was doped with dyspro-
sium. The mobility reached a value of around 500 cm2/(V s).779 When
dysprosium was introduced into CdO, the substitutional lattice strain
was found to decrease to very small values, thus allowing for such a
high mobility. Sachet et al. explain that the large mobility achieved by
Dy doping was possible due to defect equilibrium engineering. The
extrinsic doping allowed for the Fermi level to be pinned above the
conduction band minimum. This Fermi level pinning caused an
increase in the oxygen vacancy formation energy that is a native occur-
rence in CdO. This resulted in a decrease in the oxygen vacancy popu-
lation by multiple orders of magnitude. CdO mobility also exhibits a
decrease with increasing doping up to the solubility limit that was
achieved at 5 
 1021 cm�3.779 The trend of decreasing mobility with
increasing carrier concentration was seen for most of the referenced
mobility values.775,811,825 Findings of Sachet et al. show that with dys-
prosium doping, defect engineering is possible and that CdO will
behave like a metal with an inverse mobility dependence on tempera-
ture. When impurity cations are added to the material, electron scat-
tering is decreased due to a decrease in the lattice defects.779 Dakhel
(Ref. 787) reported mobility values for CdO:Dy. It should be noted
that the samples used were of polycrystalline quality. The highest
mobility achieved was only 23.36 cm2/(V s), but showed a 3.5 times

FIG. 29. Transport mobility of CdO thin films plotted as a function of carrier concen-
trations. Simulations using the MS model and Matthiessen’s rule are included.
Reproduced with permission from Vasheghani Farahani et al., J. Appl. Phys. 109,
073712 (2011). Copyright 2011 AIP Publishing LLC (Ref. 811).
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increase over the mobility of undoped CdO.787 According to other
references pertaining to the bandgap of CdO thin films, the bandgap
does not differ drastically when compared to bulk samples. However,
the bandgap of Dy doped thin films was shown to range from 1.72 to
1.81 eV.787 Dakhel et al. discussed the effects of Dy doping onto
bandgap reduction and Burstein–Moss shift (widening). An undoped
film showed a bandgap of 2.25 eV, more in line with other reported
CdO thin film bandgaps. There was a 20% shrinkage in the bandgap
with Dy doping. This was suggested as a result of Dy affecting the crys-
tal potential and intermixing with 4f states. However, many body
interactions may also be present.

F. Polymorphs

There are a number of CdO polymorphs and high pressure tran-
sitions phases that are less extensively reported on. Guerrero et al.
(Ref. 785) carried out first principles calculations on the transition
phases. There are four polymorphs including a zinc-blende, wurtzite,
CsCl, and NiAs phase as well two additional phases, cinnabar and
orthorhombic Cmcm. The fact that CdO contains a metastable wurt-
zite phase is key for the fabrication of cadmium, oxygen, and sulfur
ternary compounds containing CdO and CdS multilayers. Guerrero
et al. produced energy vs volume data for all of the phases except the
orthorhombic Cmcm phase. Wurtzite and NiAs contain two formula
units per cell while there are three formula units in the cinnabar cell.
Rock salt, CsCl, and zinc-blende structures all contain a single formula
unit per cell. Across the polymorphs the bulk modulus ranges from 82
GPa to 130 GPa. The calculated bulk modulus for the wurtzite and
zinc-blende structures are similar at 86 GPa and 82 GPa, respectively.
These two phases share many structural features including equilibrium
volume and tetrahedral coordination.785

The total density of states presented by Guerrero et al. shows that
the rocksalt-CdO phase undergoes a high pressure phase transition to
the CsCl phase. The CsCl-CdO phase contains atoms with eightfold
coordination but a reduction of the neighboring atom distance. The
bulk modulus was calculated to be 114 GPa. The cinnabar (P3121 or
P3221) phase has a hexagonal lattice, but is considered to be a distor-
tion of the cubic rock salt structure. The cinnabar phase is not energet-
ically favorable for CdO. Orthorhombic Cmcm is considered a
deformation of rock salt-CdO as well. The Cmcm phase is not stable
and the transition from rock salt to the CsCl-CdO structures will have
already occurred before reaching the pressure needed to achieve the
Cmcm phase.785

Guerrero-Moreno and Takeuchi studied structural properties of
CdO polymorphs under pressure (rock salt, cinnabar, orthorhombic
cmcm, cesium chloride, nickel arsenide, zinc blende, and wurtzite)
using first principles total energy calculations.785 The ground state
structure is rock salt with a¼ 4.77 Å, and B0¼ 130 GPa, in agreement
with the experimental lattice constant of a¼ 4.704 Å. The wurtzite
structure was found to be potentially stable as well. A phase transfor-
mation was predicted from rock salt to CsCl at around 89 GPa. Band
structure calculations predict an indirect gap NaCl structure with
metallic property at zero pressure, with the valence band maximum at
the L point. However, the conduction band is too small by an esti-
mated energy of 1.5 eV and hence the structure is still an indirect
semiconductor. At pressure less that 89 GPa, the NaCl structure
widens in bandgap but maintains most of its character. For pressure
above 89 GPa, the predicted stable CsCl phase is indirect with the

valence band maximum at X and the conduction band minimum at
G. The calculated gap is zero, however, with the conduction band cor-
rection it would be 1.5 eV. The zero pressure wurtzite phase is direct,
with both band extrema at the G point, and the gap again with band
correction is predicted at 1.5 eV.785

G. Summary of CdO property values

Table XXXVIII highlights a summary of the properties reviewed
for CdO. Values for each of the properties are presented along with
references and notation of whether they are experimental or calculated
findings.

VIII. NICKEL OXIDE

Nickel oxide (NiO), or bunsenite, is another cubic NaCl-type
material that has many favorable properties with a wide bandgap and
p-type doping840 which are attractive for device applications, prompt-
ing considerable research interest. Such devices include antiferromag-
netics,841 electrochromic displays,842 transparent p-type conducting
films,840 and biosensors.843 NiO has also been seen in power device
applications, used alongside materials such as GaN.844,845 The stoichi-
ometry of NiO is also a critical component to the material properties
of NiO. Stoichiometry is heavily dependent upon growth process and
conditions which allows for wide ranging alterations to the properties
of NiO. The details of the deposition methods and resulting film prop-
erties for NiO result in wide ranging parameters that make NiO diffi-
cult to characterize and compare within the literature. Indeed NiO
appears particularly sensitive to deposition parameters yielding signifi-
cant variation film properties. In particular, the carrier concentration
of NiO is known to be widely affected by deposition parameters as
well as annealing.846–851 The specifics of the varying stoichiometry
within NiO is beyond the scope of this review but further details and
examples can be found in the listed references.852–854

A. Crystal structure

The consensus throughout literature is that the stable crystal
structure of NiO is effectively cubic NaCl-type.855 The crystal structure
for cubic NiO is shown in Fig. 30. NiO has antiferromagnetic proper-
ties that are present below the Neel temperature of NiO, which is
around 520K.856–858 At lower temperatures, the crystal structure of
NiO becomes distorted into a rhombohedral structure. Toussaint (Ref.
858) reports that at room temperature (22 �C), NiO exhibits rhombo-
hedral symmetry with a lattice constant of 2.952 Å. These findings
were also supported by Rooksby (Ref. 859) who detailed the change in
structure from rhombohedral to cubic. Rooksby states that with the
improved measurement devices used during his time of study, it was
possible to examine extra reflections in powder photographs. Rooksby
cites a previous study by Cairns et al. (Ref. 860) that found NiO to be
face centered cubic with a lattice constant of 4.168 Å and having NaCl
type structure. With the improved imaging devices, it was found that
the distorted reflections were doubled and, in some cases, tripled. This
showed a possible deviation from the cubic structure toward a rhom-
bohedral structure. The reflection distortion was so small that it
proved difficult to determine the angle of the lattice. At a temperature
of 20 �C, it was stated that it was likely that the unit cell was of rhom-
bohedral structure with a lattice constant of 2.9459 Å and an angle of
60� and 4.20.859 That reported lattice constant is almost half of the
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cubic lattice constant of 4.168 Å.860 Most of the reported values for the
lattice parameter of NiO that were published before Rooksby’s study
state that the structure was face-centered-cubic with lattice constants
around 4.17 Å.860 The lattice constants for the cubic and distorted
rhombohedral structures are listed in Table XXXIX.

Building on Rooksby’s (Ref. 859) work, Toussaint (Ref. 858)
studied the x-ray diffraction for NiO with some incorporated lithium.
Initial x-ray measurements at 22 �C found that at room temperature
NiO possess rhombohedral symmetry with a lattice constant of 2.95 Å
and revealed the same angle as Rooksby’s measurements. It was
explained that the rhombohedral structure derives from the face-cen-
tered-cubic structure and a small lattice contraction that occurs on the
threefold axis. When lithium was added to NiO, the lattice distortion
was decreased with increasing lithium content and eventually returns
to the cubic structure when the lithium content reaches 0.12 composi-
tion (x). Toussaint also looked at the structure of NiO at higher tem-
peratures. It is reported that with increasing temperature the
rhombohedral distortion within the lattice would be reduced.
Toussaint states that the temperature with which the rhombohedral
cell distortion is effectively removed is around 210 �C.858

To clarify the differences presented in the literature whether NiO
should be considered rhombohedral or cubic, Du Plessis et al. (Ref.
864) concluded that the slight rhombohedral lattice distortion is small
enough to be ignored. Their study of the elastic constants shows that
the overall distortion of the lattice is extremely small in terms of angle,
only 4.2 arc minutes to be exact; and does not vary from the cubic
orthogonal axis significantly. The explanation for the slight distortion
is similar to Toussaint’s explanation in that the lattice contraction is of
the h111i axis, which is normal to the lattice planes that have
spin.858,864 Unless stated otherwise, all discussion throughout this sec-
tion refers to the stable, single crystalline, cubic structure.

Along with the decrease in rhombohedral distortion, NiO
changes from antiferromagnetic to paramagnetic with increased tem-
perature. The reasoning behind this property change is thought to be
either the reduction in the nickel ion effective radius or the interaction
of the electron spin.858 Of note, the Neel temperature is supposed to
be the temperature with which most iron oxides change from para-
magnetic to antiferromagnetic. It was previously stated that the Neel

FIG. 30. Cubic NiO unit cell with space group Fm�3m (#225). The c-axis is orien-
tated upward (green¼Ni, red¼O).

TABLE XXXVIII. Summary of theoretical and experimental properties of CdO.
Common name of cadmium oxide.

Stable phase Rocksalt-CdO Ref. 782
Stable structure Cubic Fm�3m (#225)

a¼ 4.66–4.78 Å Refs. 781, 783, and 784

Metastable phases Zinc blende-CdO F�43m (#216)

Wurtzite-CdO P63mc (#186)

CsCl-CdO Pm�3m (#221)

NiAs-CdO P63=mmc (#194)

Density (g/cm3) 8.00–8.15 Expt.118,777

7.0 Expt.816

8.218 Calc.817

Bulk modulus
(GPa)

128–164 Calc.783

108–150 Expt.818,819

Tm (�C) >1500 Ref. 400

1559 Sublimation118

Debye temp. (K) 255 Calc.400

Specific heat (J/(gK)) 0.339a Calc.400

Thermal cond.
(W/(mK))

5.6–9.3 Calc.777,802

5.6 Expt.779

CTE (
 10�6/K) 13.31–14.33 Refs. 784 and 400

Electron affinity
(eV)

5.94 Expt.794

4.51 Calc.826

Breakdown field

(MV/cm) 0.5–0.8 Pred.147

m�
e 0.09 Calc.831

0.19–0.23 Calc.790

0.21–0.24 Expt.775,790,811

m�
h 0.05 Pred.799

>0.14 Calc.799

le (cm
2/V s) 2–609 Expt.775,777,779,793,811,825

209–1116b Expt.811

Gap type Direct Ref. 798

Eg (eV) 2.18 Bulk calc.809

0.8–1.18c Bulk calc.801,805

2.16–2.28 Bulk expt.790,799

1.09–1.11c Bulk expt.799,807

1.2c Film calc.801

2.07–2.86 Film
expt.787,792,795,797,798,812–814

1.2–1.47c Film expt.799,806,808

e0 18.16 2.5 Expt.824,827

e1 5.4 Calc.827

5.4 Expt.829

aCalculated from molar heat capacity.
bOptical mobility.
cIndirect gap.
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temperature for NiO was around 520K, but the observed transition
temperature was 210 �C (483K). Three other iron group oxides, MnO,
FeO, and CoO, all undergo the transition at their perspective Neel
temperature, but NiO does not. The NiO transition occurs almost
40K below the reported Neel temperature. One possible explanation
for this difference is that the reported Neel temperature value of 520K
for NiO could be incorrect. Nesbet et al. (Ref. 865) calculated a Neel
temperature value of 476K for NiO which is more in line with the
observed transition temperature, but this value appears to be an outlier
compared to the other calculated Neel temperature values.856–858 Kunz
(Ref. 866) reports a Neel temperature of 525K but does not specify if
the transition from antiferromagnetic to paramagnetic occurs at that
temperature or at a lower temperature. The description of the lattice is
that of an fcc structure with some trigonal distortion at lower
temperatures.866

B. Growth

Reports on the growth of bulk NiO do not appear widely across
the literature and few methods are reported. O’Keefe et al. (Ref. 867)
reported on the diffusion coefficients of a bulk NiO sample grown
using the Verneuil method. No further detail was provided for the
growth method.867 Choi et al. (Ref. 868) used the Verneuil method to
grow crystals for the study of the electrical conduction and the effective
hole mass.868 Hill et al. (Ref. 869) reported a flux-melt growth of NiO
bulk crystals. Other methods include a halide decomposition and
flame-fusion technique.870,871 The growth of NiO thin films utilizes a
wide variety of methods including RF sputtering,843 thermal evapora-
tion,872 spray pyrolysis,873 PLD,874 electron beam evaporation,875

anodic oxidation,876 and chemical bath deposition.877 Manjuntha et al.
(Ref. 872) highlight the advantages of the thermal evaporation process
for NiO thin film deposition, which tends to be cheaper while still
allowing for large area deposition at low temperatures. PLD and sput-
tering prove useful as both allow for the stoichiometry to be main-
tained with the introduction of oxygen.874

C. Electronic band structure

NiO contains broad s and p bands that are separated due to the
electrostatic Madelung energy. This energy causes a stabilization of the
filled O(2p) bands related to the empty Ni(4s) bands.878 Band splitting
within the electronic structure is quite large despite the covalent nickel
and oxygen mixing that reduces the ion effective charges. The covalent
mixing also brings about anionic behavior to the Ni(4s) bands and cat-
ionic behavior to the O(2p) bands.879 The photoelectron spectra can
be used to estimate the positions of the Ni 3d8 and O(2p) bands. This
is important as it can be difficult to calculate the 3d8 band position in
relation to the band edge and the splitting of the 3d8 and 3d9 ener-
gies.879 NiO shows an absorption edge in the optical spectrum at 3.6
eV (Refs. 855 and 880) and can be explained by two interpretations.
The interpretations include a Ni 3d8 to Ni 3d7(4s) transition881 and a
charge transform transition from the O(2p)6 to the Ni 3d9.855 The Ni
3d8 to 4s transition is considered to be indirect by Mattheiss (Ref. 882)
but that finding is contradicted by the sharp absorption edge in the
observed spectrum indicating a direct transfer.880 The second interpre-
tation involves the energy gap of the correlation splitting within the Ni
3d8 and 3d9 bands.879 Dare et al. (Ref. 879) summarize their findings
by stating that the valence and conduction bands are Ni2þd8 and
Niþd9 bands, respectively. The valence O(2p) bands reside around 1.4
eV below the valence maximum. Evidence suggests there also exists
states that go below the conduction band and correspond to surface-
donor states that arise from d8 and d9 bands. A band is also shown to
extend up past the valence maximum to contribute to acceptor
states.879 Agapito et al. (Ref. 883) published one of the few NiO band
structures found in the literature, shown in Fig. 31. The gray lines rep-
resent the PBE calculated band structure while the black lines repre-
sent ACBN0 calculations. The calculated values are discussed below.

Choisnet et al. (Ref. 884) state that the forbidden bandgap ranges
from 4 to 6 eV. The top of the valence band is composed of O(2p) and
Ni(3d) hybrid states. A sub band consisting of occupied Ni(3d) states
resides 2 eV below the Fermi level. The numerical value of the
Hubbard parameter, the d-d peak splitting, was reported to be 6.6 eV.
The experimental forbidden bandgap value was found to be 4.3 eV, a
result of the hybrid O(2p)-Ni(3d) transition to the vacant Ni(3d)
band.884

FIG. 31. Band structure of NiO with all energies relative to the valence band maxi-
mum. The gray lines represent PBE calculations, while the black lines represent
ACBNO calculations. Reproduced with permission from Agapito et al., Phys. Rev. X
5, 011006 (2015). Copyright 2015 APS, licensed under a Creative Commons
Attribution (CC BY) license (Ref. 883).

TABLE XXXIX. NiO crystal structure with associated lattice constants determined
from experiment and theory.

Structure Space group Lattice (Å)

Cubic Fm�3m (#225) 4.176855,a

4.17861,a

4.08861,b

4.19861,b

4.26861,b

4.177862,a

4.168860,a

4.177856,a

4.1788863,a

Distorted rhomb. R�3m (#166) 2.95859,a

2.95858,a

2.95856,a

aExperimental.
bTheoretical.
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1. Bandgap Energy

Methods for calculating the indirect885 bandgap include
LSDA,861 LSDAþU,861,886 SIC-LDA,887 PBE,883 ACBN0,883 and
Hartree–Fock.861 LSD and LSDA produced underestimations of 0.2
and 0.6 eV, respectively.861,887 Hartree-Fock provided an overesti-
mated indirect bandgap of 14.2 eV.861 The addition of the Hubbard U
parameter to the LSD and LSDA calculations was needed in order to
raise the bandgap energy. Using LSDþU raised the indirect bandgap
to 3.10 eV while LSDAþU resulted in a value of 3.00 eV.861,886 Other
calculated values of 2.54 and 4.80 eV were reported from SIC-LDA
and optical calculations, respectively.866,887 Calculated values from
Agapito et al. (Ref. 883) were reported using PBE and ACBN0 meth-
ods. PBE underestimated the indirect gap with a bandgap energy of
1.13 eV while ACBN0 yielded a value of 4.04 eV.883

Experimentally, the bandgap of NiO was determined primarily
using optical data such as the absorption coefficient with values rang-
ing from 3.25 to 4.5 eV.872,888 The experimentally determined bandgap
for bulk samples ranged from 3.6 to 4.3 eV determined from thermal
deduction and XPS-BIS measurements, respectively.866,889 The experi-
mental values for thin film samples are wide ranging compared to
bulk samples. This is likely a result of the various growth techniques as
well as differences in thin film quality and thickness skewing the
bandgap energies. Optical data from Patil et al. (Ref. 873) produced
experimental values for the bandgap energies and found that the gap
decreased with increasing film thickness. The film thickness ranged
from 28 to 230nm with a bandgap ranging from 3.58 to 3.40 eV,
respectively. The activation energy was also shown to increase with
increasing film thickness. NiO contains an absorption edge within the
UV region while there exists no absorption in the visible region.873

The Ni3þ ions that attribute to the p-type conductivity contain charge
transfer transitions and absorption in the visible region.890 Patil et al.
(Ref. 873) suggested that the variation in optical bandgap with film
thickness could be a result of the differences in the crystallinity and
homogeneity that arise during the growth. It was suggested that the
NiO optical transition occurs through direct intra-band transitions.873

Koffyberg et al. (Ref. 891) produced experimental results stating that
the optical transition for the bandgap from the valence to the conduc-
tion band was indirectly allowed. Koffyberg et al. stated there is a range
for the bandgap of NiO (3.4–3.7 eV) and their results were on the
lower end of that range at 3.47 eV. The NiO bandgap absorption
causes a very strong UV region absorption according to results from
Boschloo et al. (Ref. 892) who determined that the bandgap for their
thin film study was 3.55 eV. Irwin et al. (Ref. 893) report an optical
bandgap of 3.6 eV and describe the differences in reported bandgap
values being a consequence to how the band edge location was
defined.893

A study by Valyukh et al. (Ref. 894) on the optical properties of
NiO thin films utilized SE to produce three bandgap values that con-
tained direct optical transitions. The model consisted of two layers,
one uniaxial layer atop of an isotropic film. The first bandgap was
reported to be 3.95 eV parallel to the optical axis. The second reported
bandgap energy was recorded perpendicular to the optical axis with an
energy of 3.97 eV. The third reported bandgap energy was slightly
lower in energy at 3.63 eV and said to be the isotropic bottom portion
of the film samples. The authors did not provide a reasoning for why
the NiO film was considered anisotropic. No further data analysis of
the bandgap energies was provided. All reported values for the

bandgap of NiO are listed in Table XL. NiO bandgap values are also
compared in Sec. XI.

D. Material properties

Basic material properties reviewed throughout the literature for
NiO include the material density, bulk modulus, and the melting
point. The density of NiO appears in good agreement across multiple
sources, ranging from 6.67 to 6.8279 g/cm3.897–899 The bulk modulus
was reported by Clendenen et al. (Ref. 900) and Jifang et al. (Ref. 899)
to be 199 and 205 GPa, respectively. Clendenen et al. arrived at the
bulk modulus using a static compression method. An outlying bulk
modulus value of 137.3 GPa was reported by Du Plessis et al. (Ref.
864). Note, the bulk modulus reported by Du Plessis et al. was con-
verted to GPa from 1.37
 1012 dyn/cm2. For comparison, polycrystal-
line samples had a reported bulk modulus of 190 and 220 GPa.901 The
melting point of NiO ranged from 1949 to 1983 �C across multiple
sources.897,902,903 Oliver et al. (Ref. 903) studied the molecular-
dynamics of NiO surfaces. Their reported calculated melting points
from the molecular-dynamics study were drastically higher than those

TABLE XL. Bandgap energy parameters of NiO determined from theory and
experiment.

Eg (eV) Method Bulk/film Reference

Experiment
3.60 Thermally deduced Bulk 866
4.30 XPS-BIS Bulk 889

3.25 Optical absorption Film 888
3.40 Optical absorption Film 873
3.47 Optical absorption Film 895
3.47 Absorption coefficient Film 891
3.49 Optical absorption Film 873
3.50 Absorption coefficient Film 872
3.55 Absorption spectrum Film 892
3.55 Optical absorption Film 873
3.58 Optical absorption Film 873
3.60 Optical absorption Film 895
3.60 Optical absorption Film 893
3.63 Ellipsometry Film 894
3.69 Optical absorption Film 895
3.86 Optical absorption Film 895
3.95 Ellipsometry Film 894
3.97 Ellipsometry Film 894
4.00 Photoemission measurements Film 896
4.20 Absorption coefficient Film 872
4.50 Absorption coefficient Film 872

Calc.
2.54 SIC-LDA � � � 887
3.00 LSDAþU � � � 861
3.10 LSDþU � � � 886
4.80 Optical calc. � � � 866
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listed previously, reaching as high as 3173 �C. Details on the specific
study and the calculated differences in the melting point of NiO can
be found in Ref. 903. Reported values for the basic material properties
of NiO are compared in Sec. XI.

1. Thermal properties

Thermal properties reported for NiO include the Debye tempera-
ture, CTE, specific heat, thermal diffusivity, and thermal conductivity.
The Debye characteristic temperature was reported to be 495K.904

Other values for the Debye temperature range from 580 to
595K.905,906 It should be noted that the Debye temperature of 595K
reported by White (Ref. 906) was determined using specific heat data
at low temperatures. White states that the Debye temperature from
the specific heat was not in agreement with the Debye temperature
(elastic) calculated using the elastic constants data recorded at higher
temperatures. Srivastava et al. (Ref. 863) studied the CTE of NiO for
temperatures ranging from 105 to 813K. The CTE increased from
11.23 
 10�6/K to 14.93 
 10�6/K. Around room temperature
(305K), the CTE was 12.28 
 10�6/K. Keem et al. (Ref. 905) listed a
room temperature mean CTE of 10.00 
 10�6/K. The instantaneous
CTE was 10.04 
 10�6/K. Keem also reported the specific heat [in
units of cal/(gK)] across a temperature range from 0 to 1000K. At
room temperature the specific heat, converted to J/(gK), was found to
be 0.5903.905 DuBose et al. (Ref. 907) reported a specific heat of 43.378
J/(mol K) at 280K. Using the known molar mass of NiO, 74.6928 g/
mol, the specific heat converts to 0.5807 J/(gK). A room temperature
(294.8K) thermal diffusivity was reported to be 8.80 
 10�6 m2=s.
Thermal diffusivity was around 32 
 10�6 m2=s at 135K and
decreased with increasing temperature.898 The thermal conductivity of
NiO was studied again by Keem et al. (Ref. 905) across temperatures
from 2.8 to 700K. The room temperature thermal conductivity was
reported to be 20.2 W/(mK). The thermal conductivity peaked at a
value of 401 W/(mK) at a temperature of 45K before decreasing with
increasing temperature.905 Sahoo et al. (Ref. 908) stated that the room
temperature thermal conductivity of bulk NiO was around 50 W/(mK).
In the same study, NiO samples with nanoscale grain sizes had a ther-
mal conductivity of around 20 W/(mK). The decreases in thermal con-
ductivity with decreasing grain size to the nanoscale is attributed to the
increase in phonon scattering.908 Further studies on the thermal conduc-
tivity of NiO with discussion of the Neel temperature are reported by
Lewis et al. (Ref. 909). The cited thermal property values are compared
below in Sec. XI.

2. Phonon properties

The phonon properties of NiO are not as widely researched or as
well known as for other oxides. The irreducible representations were
not readily found in the literature. For cubic rock salt structure the
first-order TO and LO phonons are not Raman active.910,911 However,
when a weak rhombohedral distortion exists below the Neel tempera-
ture, it can allow for the activation of the Raman modes. The first-
order Raman processes are still very weak with low intensity, but the
second-order modes are visible. Two-magnon (2M) bands often make
it difficult to observe the second-order Raman as well. UV Raman
spectroscopy can suppress the 2M bands and allow for extraction of
the LO and TO phonons and spin coupling. Weak peaks were shown
from 350 to 410 cm�1 for TO phonon modes and from 520 to

580 cm�1 for LO phonon modes. Second-order Raman showed peaks
of 2TO at 738 cm�1, 2LO at 1142 cm�1, and TOþ LO at 913 cm�1.

Two-photon absorption studies were carried out by Willet-Gies
et al. (Ref. 912) using IR ellipsometry. A strong TO absorption peak
was shown at 393 cm�1 along with a weak TAþTO absorption peak
occurring at 548�1. A strong LO peak was shown with a loss function
at 549�1. NiO also experiences a weak ionic TO/LO mode splitting.
Willett-Gies et al. summarize their findings by stating that reststrahlen
bands dominate as a result of the zone-center TO/LO pairs. These
bands are modified by the weaker TAþTO phonon absorption. They
also concluded that the antiferromagnetic coupling or the magnetic
unit cell doubling do not alter the zone-center phonons.912 The pho-
non parameters are listed in Table XLI along with the various models
used in the study.

Other studies on the phonon modes of NiO include Dietz et al.
(Ref. 913), Mironova-Ulmane et al. (Ref. 856), and Lacerda et al. (Ref.
914). Of note, the study by Lacerda et al. involves Raman spectroscopy
above the Neel temperature of NiO.

3. Electrical properties

The electrical properties of NiO reviewed below include the elec-
tron affinity, electrical breakdown field, static and high frequency
dielectric constants, effective mass, and carrier mobility. The electron
affinity of NiO was reported in good agreement across literature. The
values ranged from 1.40 to 1.47 eV.891,915,916 The electrical breakdown
field can be estimated using Higashiwaki’s (Ref. 147) bandgap vs
breakdown field plot. Using the experimentally determined bandgap
values ranging from 3.25 to around 4.50 eV, the predicted electrical
breakdown field strength ranges from 2 to 5 MV/cm.

The static dielectric constants were reported by multiple sources.
Newman et al. (Ref. 855) and Rao et al. (Ref. 917) reported what is
considered a low frequency dielectric constant with values of 12.0 and
11.9, respectively. Gielisse et al. (Ref. 871) reported the high frequency
dielectric constant to be 5.4 and 5.7 for a calculated and experimental
value, respectively.855,871 Values for the static and high frequency
dielectric constants are compared in Sec. XI. Rodl et al. (Ref. 831) cal-
culated the effective hole mass along two directions. For the T-C direc-
tion the effective hole mass was 0.86 mh for both the upper and lower
valence band. For the T-K direction the upper valence band had an
effective hole mass of 0.55 mh while the lower valence band had
an effective hole mass of 1.66 mh.

831 Choi et al. (Ref. 868) reported an
effective hole mass with a range of 0.8 mh to 1.0 mh. That range of
values was calculated using a band conduction scheme. The effective

TABLE XLI. Phonon parameters of NiO from various models. Data reproduced from
Willet-Gies et al. (Ref. 912).

Model e1 x(TO) A(TO) c(TO) x(TO) c(TO) MSE

One Lorentz 4.96 390.5 6.26 28.8 4.78
Two Lorentz 4.96 393.9 5.86 17.6 3.81

565 0.081 81
One Lowndes 4.93 391.1 18.2 585.9 35.1 4.28
Two Lowndes 4.97 392.9 17.2 593.9 42 3.55

548 55 542 38

Applied Physics Reviews REVIEW scitation.org/journal/are

Appl. Phys. Rev. 9, 011315 (2022); doi: 10.1063/5.0078037 9, 011315-77

Published under an exclusive license by AIP Publishing

https://scitation.org/journal/are


hole mass was also shown to decrease slightly with an increase in
temperature.868

The carrier mobility for both electrons and holes has been
reported. The electron mobility was shown to be low while the drift
mobility of the holes was found to be twice that of the electrons from a
photoionization study.918 The hole drift mobility was around 0.3 cm2/
(V s) while the electron drift mobility was around 0.14 cm2/(V s). A
reasoning for the low electron drift mobility was given by
Goodenough (Ref. 919). Cationic orbitals compose most of the elec-
tron bands. This results in cation vacancies and localized spins causing
scattering.919 A higher electron mobility of 3.3 cm2/(V s) was reported
using Hall and Van der Pauw measurements.892

The hole mobility ranged from 0.3 to 2.8 cm2/(V s).881,920,921

Osburn et al. (Ref. 922) calculated a hole mobility of 0.53 cm2/(V s)
that appeared independent of temperature. According to Tyagi et al.
(Ref. 843), a hole mobility of 2.8 cm2/(V s) was reported for p-type
NiO thin films, considered a high hole mobility value. The substrate
temperature was also altered and resulted in a hole mobility ranging
from 0.3 to 3.5 cm2/(V s) as the temperature increased from 200 to
500 �C. It was found that when the temperature of the substrate
increases, the crystallinity was improved, and scattering centers are
reduced because of the increased crystallite size.843 From the same
study, the electron mobility of n-type NiO thin films was found to be
3.3 cm2/(V s). Cited values for the electrical properties including the
electron affinity, electrical breakdown field, effective mass, and carrier
mobility of NiO are compared in Sec. XI.

When considering device applications for NiO, the hole concen-
tration is crucial. The hole concentration helps determine the hetero-
geneous p-n junction designs for devices. At times, the hole
concentration is even more important than the hole mobility in
instances where NiO is used as a gate region to lift the threshold volt-
age. The hole concentration and the subsequent hole mobility have
been reported throughout literature. A hole concentration of 1.16

 1018 cm�3 and hole mobility of 0.85 cm2/(V s) was reported by Li
et al. (Ref. 923). Ohta et al. (Ref. 924) reported a hole concentration of
6.0 
 1018 cm�3 and hole mobility of 0.1 cm2/(V s). Finally, Ma et al.
(Ref. 845) reported a hole concentration of 5.0 
 1019 cm�3 and hole
mobility of 0.7 cm2/(V s).

E. Doping and defects

Pure stoichiometric crystals of NiO make excellent insulators and
contain a high room temperature resistivity of around 1013

Ohm cm.881 Koffyberg et al. (Ref. 891) also reaffirm that NiO is an
insulator in pure stoichiometric form. The presences of defects within
the lattice and other impurities cause variations within the conductiv-
ity of the material. Lithium is a very common dopant of NiO and acts
as a substitute for the nickel ions. The p-type conductivity occurs in
undoped samples as well as in lithium doped samples. Often the lith-
ium doped samples will exhibit higher conductivity values.891 Lithium
is Liþ within the NiO lattice due to the second ionization potential of
lithium being higher than the third ionization potential of nickel. With
every Liþ, a Ni3þ should be present for charge neutrality, but often
times an O2� vacancy will compensate for two of the Liþ ions. The
Liþ impurities are acceptors since Ni3þ is just Ni2þ with an extra posi-
tively charged hole. Within undoped samples the p-type conductivity
arises from monovalent impurities or nickel vacancies within the lat-
tice.881 It is possible to achieve n-type conductivity of NiO with oxygen

vacancies or metallic impurities dominating the defects.925 While lith-
ium appears across literature as the most common dopant used within
NiO, other dopants include copper,926 oxygen,927 iron,928 and
cobalt.929 With the addition of copper doping, the grain size and trans-
mission of the thin film was altered. The bandgap of copper doped
NiO films was 3.69 eV compared to a bandgap of 3.73 eV measured of
pure films.926 With the addition of oxygen doping, there was evidence
that oxygen vacancy formation was reduced and the Fermi level was
not lifted. The addition of iron dopants into NiO was shown to reduce
the required potential for oxygen evolution. Further details can be
found in the electrochemical study of iron doped NiO by Miller et al.
(Ref. 928). Cobalt doping was studied in (polycrystalline) NiO thin
film samples.929 The bandgap decreased from 3.44 to 3.26 eV with
increased cobalt content. The amount of cobalt present controls the
cation vacancies within the film, thus altering the optical bandgap.929

F. Summary of NiO property values

Table XLII highlights a summary of the properties reviewed for
NiO. Values for each of the properties are presented along with refer-
ences and notation of whether they are experimental or calculated
findings. Where relevant anisotropy is denoted.

IX. COPPER OXIDE

Copper oxide is a semiconducting oxide with many unique mate-
rial properties that make it a candidate for device applications. Three
specific phases of copper oxide have been studied extensively in litera-
ture: CuO (cupric oxide), Cu2O (cuprous oxide), and Cu4O3 (parame-
laconite). Of these three phases, Cu2O is a direct bandgap material
while CuO and Cu4O3 are indirect bandgap materials.930 Across the
three phases there are differing copper morphologies and oxidation
states.931 Copper oxide is another p-type conductive semiconductor
similar to NiO. Copper oxide has been of interest for device applica-
tions due to the possibility of its use in solar cell technology,932–935

high temperature superconductivity,936 photo-thermal and photocon-
ductive applications,937 solid state catalysis,938 and magnetic materials
due to its antiferromagnetic behavior below the Neel temperature.939

Predictions using the Shockley-Queisser limit (SQL) show that copper
oxide solar cells have the potential to achieve an efficiency upwards of
20%,932 thus the reasoning behind the renewed interest in copper
oxide. Heterojunction copper oxide solar cells have been a large focus
since heterojunction diodes are not feasible due to little or no n-type
conductivity.930 Copper oxide also has potential for use in composites
with ZnO and SnO2.

940,941 Similar to NiO, the properties of CuO and
its polymorphs are heavily influenced by the stoichiometry. Many of
these stoichiometric changes are often a result of the growth and fabri-
cation method and play a large role in altering properties such as the
optical and electrical properties. This topic is beyond the scope of this
review but references for further reading and examples on the stoichio-
metric effects of CuO are given.942–944 This section will be centered
around cupric oxide (CuO) with parameters for the other phases dis-
cussed alongside for comparison where applicable.

A. Crystal structure

The three stable copper oxide phases have their own unique crys-
tal structures. Cupric oxide (CuO) maintains a monoclinic structure
belonging to space group C2/c (#12).930,945 The copper and oxygen
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atoms within the lattice exhibit a square planar coordination.946 The
primitive cell contains two CuO units while the unit cell contains four
CuO units.930 Individual atoms within the unit cell consist of four oxy-
gen atoms in the 4e position and four copper atoms in the 4c position.
Cupric oxide has a Neel temperature of around 230K, below which
CuO is antiferromagnetic.946 The lattice constants for CuO found in

literature are in decent agreement across experimental and calculated
methods. Experimental values range from a¼ 4.662 to 4.683 Å,
b¼ 3.417 to 3.422 Å, and c¼ 5.118 to 5.128 Å.930,945,947 Calculated val-
ues range from a¼ 4.513 to 4.588 Å, b¼ 3.35 to 3.61 Å, and c¼ 5.035
to 5.14 Å.931 The lattice constants for CuO as well as comparisons to
Cu2O and Cu4O3 are listed in Table XLIII. Crystal structures for CuO,
Cu2O, and Cu4O3 are shown in Fig. 32.

Cu2O forms a cubic structure belonging to space group Pn�3m
(#224). Each unit cell contains a total of six atoms consisting of four
copper atoms and two oxygen atoms. The copper takes a face-centered

TABLE XLII. Summary of theoretical and experimental properties of NiO. Common
names of nickel oxide and bunsenite.

Stable phase Distorted rhomb. Ref. 858
Stable structure Trigonal R�3m (#166)

a¼ 2.95 Å Refs. 856, 858, and 859
Metastable phase Cubic Fm�3m (#225)

a¼ 4.08–4.26 Å Refs. 855, 856, 860–863

Density (g/cm3) 6.8 Expt.898

6.8279 Ref. 899
Bulk modulus (GPa) 199–205 Expt.899,900

137.3 Calc.864

Tm (� C) 1955–1983 Refs. 118, 897, and 903
3127 (bulk) Calc.903

Debye temp. (K) 495–595 Expt.904–906

Specific heat (J/(gK)) 0.5903a Expt.905

0.5807 Expt.907

Thermal cond. (W/(mK)) 50 Expt.908

20.2 Expt.905

Thermal diff. (mm2/s) 8.8 Expt.898

CTE (
 10�6/K) 12.28 Expt.863

Electron affinity (eV) 1.4 Calc.891

1.46–1.47 Expt.915,916

Breakdown field
(MV/cm) 2–5 Pred.147

m�
h 0.8–1.0 Calc.868

0.86 T-Cbc Calc.831

0.55 T-Kb Calc.831

1.66 T-Kc Calc.831

le [cm
2/(V s)] 0.14–3.3 Expt.843,918,919

0.64 Calc.921

lh [cm
2/(V s)] 0.43–0.53 Calc.920,922

0.3–2.8 Expt.843,881,918,919,921

Gap Type Indirect Ref. 892
Eg (eV) 2.54–4.8 Bulk Calc.861,866,886,887

3.60–4.30 Bulk Expt.866,889

3.25–4.5 Film Expt.872,873,888,892,895

e0 11.9–12 Expt.855,871,917

11.75 Calc.871

e1 5.4 Expt.855

5.7 Calc.871

aConverted from cal/(g �C).
bUpper valence.
cLower valence.

TABLE XLIII. CuO, Cu2O, and Cu3O4 crystal structures with associated lattice con-
stants determined from experiment and theory.

Structure Space group Lattice (Å)

CuO
Monoclinic C2/c (#15) a¼ 4.6837930,945,a

b¼ 3.4226
c¼ 5.1288
b¼ 99.54�

a¼ 4.5882931,b

b¼ 3.3544
c¼ 5.0354
b¼ 99.39�

a¼ 4.5130931,b

b¼ 3.6121
c¼ 5.1408
b¼ 97.06�

a¼ 4.66947,a

b¼ 3.40
c¼ 5.09
b¼ 99�300

Cu2O
Cubic Pn�3m (#224) a¼ 4.1656931,b

a¼ 4.2675931,b

a¼ 4.2685948,a

a¼ 4.2696930,a

a¼ 4.27956,a

Cu4O3

Tetragonal I4I/amd (#141) a¼ 5.837951,a

c¼ 9.832
a¼ 5.83952,a

c¼ 9.88
a¼ 5.817957,a

c¼ 9.893
a¼ 5.6544931,b

c¼ 9.7728
a¼ 5.8392931,b

c¼ 9.8966

aExperimental.
bTheoretical.
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position in the simple cubic structure while the two oxygen atoms take
the tetrahedral sites to form a body-centered structure.930 The lattice
constant for the cubic cuprite across literature is constant with only
small variations ranging from a¼ 4.1656 to 4.269 Å.930,931,948 The oxy-
gen atoms have fourfold coordination with the neighboring copper
atoms. The copper atoms have linear coordination with the oxygen
atoms.930 The bonds between the Cu–O and the Cu–Cu have been a
topic of study and were examined using x-ray diffraction and electron
diffraction,949 as well as electron density mapping.950

Cu4O3 is the third stable phase of copper oxide found across the
literature. Of the three stable copper oxide phases, Cu4O3 is the least
studied. The crystal structure of Cu4O3 is tetragonal belonging to space
group I4I/amd (#141).951 The atomic structure consists of twofold
coordinated copper atoms stacked on top of fourfold coordinated cop-
per atoms. This stacking structure shares features with both CuO
(fourfold coordinated copper) and Cu2O (twofold coordinated cop-
per).930 Cu4O3 contains a stoichiometry that resides between the other
two copper oxides, CuO and Cu2O.

951,952 There are unique inter-
penetrating atomic chains consisting of Cuþ–O and Cu2þ–O as well
as planar coordination between the Cu2þ and O2� ions.953 This spe-
cific configuration exists in CuO and other superconductors at high
temperatures.936 The Neel temperature of Cu4O3 is low at 42K (Refs.
954 and 955) with the source of magnetism being the Cu2þ ions, simi-
lar to CuO.953

The phase stability of CuO, Cu2O, and Cu4O43 is another impor-
tant aspect of the copper oxide system. Heinemann et al. (Ref. 931)
investigated the structural stability using a hybrid functional approach
and a Debye model. The phase diagram for the three copper oxides
polymorphs is highlighted in Fig. 33. The calculated results have an
accuracy of 630K for the phase transition temperatures. It should be
noted that Cu4O3 is absent from the phase diagram since the calcula-
tions show that this phase is not thermodynamically stable. However,
the grand potential of Cu4O3 is shown to reside in close relation to
that of Cu2O and CuO according to the inset in Fig. 33. The

temperature dependence and location of the phase transformations
from Heinemann et al. are also in line with phase transformations
seen experimentally.958

B. Growth

Growth of bulk single crystal CuO has been achieved using a
variety of methods. One possible process is the floating zone melting
method.959,960 Ito et al. (Ref. 959) were able to produce bulk samples
with a 5mm radius and 50mm length. A flux growth method was
reported by Wanklyn et al. (Ref. 961). With the loss of oxygen, CuO
tended to dissociate into Cu2O. Using acidic oxides with a CuO start-
ing composition mainly resulted in powders. Adding PbF2 to the melt

FIG. 32. Crystals structures for (a) CuO, cupric oxide with space group C2/c (#12); (b) Cu2O, cuprous oxide with space group Pn�3m (#224); and (c) Cu4O3, paramelaconite
with space group I4I/amd (#141). All unit cells are shown with the c-axis pointing upward (orange¼Cu, red¼O).

FIG. 33. Phase diagram for the copper oxide polymorphs calculated using DFT
hybrid functionals. The inlet displays the copper oxide polymorphs grand potential
as a function of oxygen chemical potential. Reproduced with permission from
Heinemann et al., Phys. Rev. B 87, 115111 (2013). Copyright 2013 APS (Ref. 931).
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resulted in very small samples. The addition of K2O to the starting
composition yielded larger crystals and extended the crystallization
field for successful flux growth.961 Pieters et al. (Ref. 962) used a subli-
mation method to achieve single crystal growth. Growth was achieved
inside of a closed quartz ampoule with a temperature of 900 �C. The
addition of small percentages of In2O3 doping was shown to be neces-
sary for crystal growth. CVT was another method reported across lit-
erature.963,964 Zheng et al. (Ref. 965) presented a novel CVT growth
method capable of yielding crystals with dimensions as large as 14
 3

 0.3mm3. The novel method utilized CVT of CuI and BaO2 to pro-
duce very high quality single crystals reported to be free of impurities.
CuI evaporates quickly which allows for the oxidation-to-crystal-
growth process to occur simultaneously. Thin film growth of CuO has
also been achieved throughout literature using a variety of growth
methods. These methods include PLD,966 reactive magnetron sputter-
ing,967,968 molecular beam epitaxy (MBE),969 and successive ionic layer
adsorption.970

C. Electronic band structure

CuO is widely considered to be an indirect bandgap material.
The direct bandgap is often times reported alongside the indirect gap
from calculations. LDAþU and HSE calculations show a direct
bandgap at the B point of the Brillouin zone, but the indirect values
found from the same theoretical methods show a smaller indirect
bandgap energy.931 CuO has been shown to have an open shell for
3d9.937 XPS data show how the valence band spectra differs from
Cu2O. The d band spectral weight within Cu2O ranges from 1.0 to 4.0
eV while the spectral weight for CuO is spread, ranging from 1.0 to
12.0 eV. The large distribution of CuO compared to Cu2O can be
explained by the strong electron–electron interactions found within
CuO. Along with the more compact d spectral weight for Cu2O, the
O(2p) character ranges from 6.0 eV to 7.0 eV while the CuO O(2P)
character ranges from 1.0 to 6.0 eV.971 The conduction band of CuO
has a leading peak at 1.8 eV, due to the complexities brought about by
the 3d shell. Other conduction band peaks are seen at 6.8 and 10.6 eV

due to empty sp states of copper or oxygen being filled.971 Koffyberg
et al. (Ref. 937) reported an experimental indirect bandgap of 1.35 eV.
Their findings show a valence band that resides higher than most
oxides, approximately 5.42 eV below the vacuum level.937 This is simi-
lar to NiO, another p-type oxide whose valence band is only 4.9 eV
below vacuum level.891 Most oxides are over 7.0 eV below the vacuum
level.972 An explanation to a valence band that resides so close to the
vacuum level could be the valence band consisting of metal ions and
3d atomic wave functions. This varies from other oxides as the valence
band is usually comprised of O(2p) orbitals and characteristics.919 The
uppermost valence band is shown by XPS to be made of 3d metal orbi-
tals and is separated from O(2p) valence bands by only a few eV.973

Estimation of the bandgaps showed anisotropy but the values are not
accurate as an orthorhombic system was used as opposed to a mono-
clinic system.974 The anisotropy along the different directions can be
expected given the monoclinic crystal structure of CuO. While CuO
has monoclinic structure and should exhibit anisotropy, the literature
primarily neglects this aspect and assumes isotropic behavior. Of the
reviewed materials, no such works detailed anisotropy of the electronic
structure or bandgap energies. Since CuO is a monoclinic system we
would expect transitions to be polarized either parallel to the b-axis or
within the monoclinic plane similar to b-Ga2O3. To date such a study
of this nature on CuO does not exist. Figure 34 shows the calculated
electronic band structures for all three copper oxide structures deter-
mined using DFT.931

The electronic structure of Cu2O has been well studied through-
out literature. The conduction band minimum and the valence band
maximum both occur at the C point of the Brillouin zone resulting in
a direct bandgap material.930 The upper most valence band is com-
prised of mainly 3d10 states from the copper atoms. The lower section
of the conduction band is comprised of Cu(4s) states. The valence
band splits into two bands as a result of the spin interaction. The Cþ

7
band corresponds to the light holes and the Cþ

8 band corresponds to
the heavy holes.930 The calculated values for the bandgap are in far less
agreement with values as low as 0.70 eV for LDA calculations931 and

FIG. 34. Electronic band structure and density of states for (a) Cu2O, (b) CuO, and (c) Cu4O3 determined using hybrid functional DFT calculations. Reproduced with permission
from Heinemann et al., Phys. Rev. B 87, 115111 (2013). Copyright 2013 APS (Ref. 931).
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0.63 for LDAþU calculations.975 LDA calculations find Cu2O to be
semiconducting while CuO and Cu4O3 are not shown to be semicon-
ducting from LDA. Like other oxide materials seen previously, LDA
results in low calculated bandgap values in comparison to the experi-
mental values. Hartree-Fock calculations yield a theoretically deter-
mined bandgap that is far too high at 9.70 eV.976 Using an LDAþU
calculation does not improve the theoretically determined bandgap
values much either. The reason for this little to no change is found to
be a result of the Cu2þ ion d shell being completely occupied. This
lowers the effectiveness of the LDAþU theoretical measurements
because the on-site correlation is reduced.930

This ineffective LDAþU that is seen in Cu2O calculations is a
more effective theoretical method in the other copper oxides of CuO
and Cu4O3. By using LDAþU to theoretically determine the bandgap,
the two compounds (CuO and Cu4O3) that were found to be metals
under LDA calculations are now shown to be semiconducting with an
indirect bandgap. The calculated LDAþU values for CuO and Cu4O3

are also shown to be in better agreement with the experimental values
for each respective material. It was shown that this good agreement
between theoretical and experimental values relies heavily on the U
parameter of the LDAþU calculations.930

Ching et al. (Ref. 977) used OLCAO to theoretically determine
the band structure of Cu2O as well. Calculations show Cu2O to be a
direct bandgap semiconductor with the bandgap being around 0.78
eV along the C point. The valence band is found to be split into two
components; an upper section with a width of 4 eV comprised of
Cu(3d) states, and a lower section of width 3.5 eV comprised of mainly
O(2p) states. The two sections are separated at the C point by a direct
gap of 0.8 eV.977 Ching et al. discredits previous bandgap theoretical
studies978 on copper oxide due to the underdeveloped methods of cal-
culation. A study completed almost a decade prior to Ching et al. by
Kleinman et al. (Ref. 979) uses spin-orbit splitting to observe the elec-
tronic bands and finds a theoretical direct bandgap of 1.07 eV. This
value is slightly larger than Ching et al.’s findings but still much lower
than the 2.0 to 2.2 eV experimental values that are often used in litera-
ture.977 Optical studies show that any absorption is negligible until 2.6
eV. This provides evidence that the wave functions along the band
edge lead to the direct transition being forbidden at the C point.
Eigenvalues for the top of the valence band show that the wave func-
tions are comprised of O(p), Cu(s), and Cu(d) orbitals. O(s) orbitals
makeup most of the conduction band bottom with some mixing of
Cu(s) and Cu(d) orbitals. Note, that from the eigenvalue inspection
there is the absence of Cu(p) orbital components in both the conduc-
tion minimum and valence maximum.977

Cu4O3 is an indirect bandgap material similar to CuO. Of the
three copper oxides, Cu4O3 has the smallest bandgap according to
experimental values.930,967 Both the calculated and the experimental
direct bandgaps occur at the C point of the Brillouin zone.953 Pierson
et al. (Ref. 967) detail how the bandgaps were determined experimen-
tally using Cu4O3 thin films and assuming an indirect bandgap.967 The
ratio found between the direct and indirect bandgap energies is 1.53
for calculated values and 1.84 for experimental values.953 Across all
three copper oxide compounds, it was shown that the majority of the
calculated results undervalued the bandgap by anywhere from 10% to
50% and has been hypothesized to be a result of the shortcomings of
the LDA and LDAþU methods, and/or missing electron correla-
tions.953 Heinemann et al. (Ref. 931) observed through the calculated

methods that HSE hybrid functional was a more fitting theoretical
method for Cu2O but less reliable for CuO and Cu4O3.

931 In examin-
ing the electronic structure of Cu4O3, there is 3d

10 configuration that
stems from the Cuþ ions filling the d-band. Cu2þ forms an unfilled 3d
shell and yields a smaller DOS peak compared to Cuþ. Cu2þ ions have
hole states that are almost fully spin-polarized. Cu2þ is also hybridized
with the O-p states. The hole states are shown to be Cu2þ.953

1. Bandgap energy

The values for the indirect bandgap of CuO are widely reported
across the literature. The bandgap has been determined theoretically
using methods such as HSE,931 OLCAO,977 LDAþU,886,931,953 SIC-
LSD,887,980 and DFT.981 CuO has a bandgap that ranges in theoretical
value from 0.91 to 2.74 eV depending on the theoretical method used.
Table XLIV shows that GGA calculations provide a wide range of cal-
culated values for CuO spanning 0.91 to 2.11 eV for that single
method alone. With the addition of the Hubbard parameter U to the

TABLE XLIV. Bandgaps of CuO determined from experiment and theory. Substrates
for the experimental thin film samples have also been listed.

Eg (eV) Method Bulk/film Substrate Reference

Expeiment
1.35 Optical absorption Bulk 937
1.60 Ellipsometry Bulk 974
1.70 Optical absorption Bulk 983

1.40 Optical absorption Film SnO2:F glass 984
1.55 Optical absorption Film Glass 968
1.56 Optical absorption Film Glass 968
1.65 Optical absorption Film Glass 968
1.67 Optical absorption Film Glass 968
1.68 Optical absorption Film Glass 968
1.70 Photocurrent vs k Film Pt foil 982
1.79 Optical absorption Film Glass 970
1.87 Optical absorption Film Glass 970
1.97 Optical absorption Film Glass 970
2.03 Optical absorption Film Glass 970

Calc.
0.91 GGAþU (U¼ 5) � � � 981
1.00 LSDAþU � � � 985
1.00 SIC-LSD � � � 980
1.10 LDAþU � � � 953
1.24 GW � � � 986
1.39 LDAþU � � � 931
1.43 SIC-LSD � � � 887
1.48 GGAþU (U ¼7) � � � 981
1.60 OLCAO � � � 977
1.90 LDAþU � � � 886
2.11 GGAþU (U ¼9) � � � 981
2.20 Pseudo-SIC � � � 987
2.74 HSE � � � 931
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GGA calculations the bandgap energy was shown to increase as U
increased from U¼ 5 up to U¼ 9.981 As U is increased there is an
improvement in the electronic structure description used for the calcu-
lations, resulting in a theoretical value that is more comparable to
experimental values.981 The direct bandgap has also been reported
using LDAþU and HSE with values ranging from 1.91 to 2.74 eV.931

HSE calculations appear to overestimate the bandgap by almost 1 eV
when compared to the highest cited experimental values.

The experimental indirect bandgap of CuO is found to range
from 1.35 to 1.7 eV in bulk samples with a few values that go up to
2.03 eV in thin film samples. One of the earliest experimentally
determined bandgap energies comes from Hardee et al. (Ref. 982) in
1977 where the photoelectrochemical properties of certain metal
oxides were investigated. Measuring the photocurrent vs wavelength
resulted in a bandgap energy of 1.7 eV for a polycrystalline thin film
sample of CuO. Hardee et al. state that there was no other value for
the bandgap energy of CuO found in previous literature to compare
to. Jumping forward a few decades to 1995, a similar bandgap energy
of 1.7 eV was produced by Sukhorukov et al. (Ref. 983) using optical
absorption measurements on single crystal samples of CuO.
Sukhorukov et al. noticed that the absorption of CuO experienced a
rise that corresponded to E¼ 1.43 eV, marking the fundamental
absorption edge. This absorption edge is 0.27 eV lower than the
bandgap energy of 1.7 eV represented by the first spectral band peak.
An absorption edge value of 1.43 eV is more in line with the experi-
mentally determined bandgap energy of 1.35 eV reported by
Koffyberg et al. (Ref. 937) using lithium doped CuO. This means
that Koffyburg’s value could very well be the onset of absorption as
opposed to the first indirect band-to-band transition, or it could be a
result of the lithium doping possibly lowering the indirect bandgap.
While optical absorption is the primary experimental method used
in the cited literature for determining the bandgap energy of CuO,
there is reported work on using ellipsometry to determine the
bandgap energy as well.974 Ito et al. (Ref. 974) studied polycrystalline
CuO samples at room temperature and found four distinct energies
E1¼ 1.6 eV, E2¼ 2.0 eV, E3¼ 2.6 eV, and E4¼ 3.4 eV. The value of
1.6 eV is considered to be the first band-to-band transition and the
indirect bandgap energy. It should be noted that while CuO contains
a monoclinic structure and should exhibit anisotropy of the optical
properties, Ito et al. state the polycrystalline nature of the samples
dissuaded them from measuring optical anisotropy.974

Akaltun et al. (Ref. 970) observed by optical absorption how the
bandgap increased with decreasing thin film thickness. As the thick-
ness decreased from 310 to 125nm, the bandgap increased from 1.79
to 2.03 eV.970 In another thin film study, Cho et al. (Ref. 968) observed
how the optical bandgap varied with growth temperature. A peak
bandgap of 1.68 eV was observed at a growth temperature of 300 �C.
All cited bandgaps for CuO including the method used to determine
the bandgap are listed in Table XLIV. Values of the bandgap are also
listed and compared in Sec. XI.

The bandgap of Cu2O has been reported across literature with a
wide variety of theoretical methods with only a few experimental
reports. Such theoretical methods include LDA,988 LDAþU,931

HSE,989 OLCAO,977 LAPW-LDA,990 PBE0,975 and scGW.991 The cal-
culated values for the direct bandgap range from 0.53 eV to 2.77 eV,
with the vast majority of those being underestimated values compared
to the cited experimental results. It appears that LDA, PBE, and

OLCAO977 calculation methods are not best suited for achieving an
accurate value of bandgap energy. LDA calculations produced values
as low as 0.53,975 0.54,988 and 0.70 eV.931 Even with the addition of the
Hubbard parameter U to the LDA calculations, a maximum value of
only 1.88 eV was reported.931 PBE calculations appeared to improve
from 0.53 to 2.77 eV with the addition of PBE0.975 A value of 9.70 eV
was reported as a clear outlier obtained using the periodic
Hartree–Fock method. Similar to other reported values found using
Hartree–Fock, the bandgap is drastically overestimated.976 Calculation
methods such as HSE and GW variations provided more accurate
bandgap energies when compared to reported experimental results.
HSE calculations yielded bandgap energies of 2.02,931 2.12 eV,989 and
an optical absorption threshold of 2.50 eV.931

The experimentally determined bandgap of Cu2O proved to be a
difficult property to observe and report on, much more complex than
most of the other oxides throughout this review. There are few experi-
mentally determined bandgap energies present that are in much better
agreement than the calculated values with far less spread. Starting with
bulk crystal samples, a value of 2.17 eV is commonly seen throughout
the literature and widely accepted as the direct bandgap energy of
Cu2O. This direct bandgap has been commonly cited over the past few
decades but appears to neglect the details the experimental method
used to determine it. The bandgap energy of 2.17 eV was tracked back
to a 1966 report on the energy bands of Cu2O by Dahl et al. (Ref. 978).
In the study Dahl et al. write that Cu2O is a semiconductor containing
a bandgap of 2.17 eV. There is no mention of an experimental method
or means of determining this value. Dahl et al. list four subsequent
references following a statement about band structure proposals being
put forth. We were unable to obtain or locate three of the four referen-
ces and the last of the four references provided no explicit explanation
detailing a bandgap of 2.17 eV. We are making the assumption this
bandgap energy of 2.17 eV is for bulk samples of Cu2O determined
experimentally. Another similar value of 2.20 eV appears to have the
same short comings regarding its origin. Lany (Ref. 992) included an

TABLE XLV. Bandgap energy values of Cu2O determined from experiment and
theory.

Eg (eV) Method Bulk/film Reference

Calc.
1.77 APW � � � 978
1.97 scGW � � � 988
2.02 HSE � � � 931
2.03 GWLFþVd � � � 992
2.04 GW � � � 986
2.12 HSE � � � 989
2.36 scGW � � � 991
2.50a HSE � � � 931
2.77 PBE0 � � � 975

Experiment
2.17 Expt.b Bulk 978
2.20 Expt.b Bulk 992
2.38–2.51 Absorption coefficient Film 994

aOptical absorption threshold.
bExperimental method not detailed.
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experimentally determined bandgap energy of 2.20 eV in a review of
band structure calculations of 3d transition metal oxides. Again, no
explanation is provided for the value of 2.20 eV. Lany explains that
experimental data, especially bandgap data, for the transition metal
oxides is not as accurately reported or comprehensive as “main-group
compounds” such as GaAs, Si, and ZnO.992 This could be an explana-
tion for the lack of values as well as the ambiguity of the origin sources.
Lany also states that the experimental data used in their 3d transition
metal review came from two sources, Refs. 930 and 993. The first
source did not cite a value of 2.20 eV for a bandgap energy but did list
seven transition energies with the lowest being 2.59 eV. We could not
locate the second source. We are again assuming this value is represen-
tative of bulk samples of Cu2O.

Experimentally determined bandgap energies for thin films of
Cu2O range from 2.38 to 2.51 eV determined using the absorption
coefficients and optical transmittance spectra.994 Wang et al. (Ref.
994) used reactive magnetron sputtering to fabricate the thin film sam-
ples. As deposited samples exhibited a bandgap energy of 2.38 eV. The
bandgap energy increased to 2.51 eV as the air annealing temperature
was increased to 280 �C. Other transitions that occur close to the fun-
damental bandgap are detailed by Daunois et al. (Ref. 995). These
inter-band transitions occur between Cþ

8 to Cþ
6 ; C

þ
7 to C�

8 , and C
þ
8 to

C�
8 . They correspond to the limits of the green, blue, and indigo exci-

ton series, respectively. Cited values for the bandgap of Cu2O are listed
in Table XLV.

For Cu4O3, the calculated values of the indirect bandgap range
from 0.78 to 2.54 eV determined using LDAþU,931,953 GW calcula-
tions,986 and HSE.931 Similar to the calculated values for CuO and
Cu2O, the HSE theoretical method yields one of the highest value at
2.54 eV. This value is over 1.0 eV higher than the experimental value
of 1.34 eV.967 Direct bandgap values are also calculated for Cu4O3 and
range from 1.19 to 2.71 eV.931,953 Experimental data show the direct
bandgap to be 2.47 eV,967 much larger than the experimental indirect
gap. Cited values for the indirect and direct bandgap energies of
Cu4O3 are listed in Table XLVI.

D. Material properties

Basic material properties reviewed throughout the literature
include the material density, bulk modulus, and the melting point.

CuO is the densest of the three copper oxides with a value of 6.545
g/cm3.930,945 For comparison, the density of Cu2O and Cu4O3 was
reported to be 5.749 to 6.140 g/cm3, and 6.04 g/cm3, respec-
tively.930,951,952 The bulk modulus of CuO was reported by Zivkovic
et al. (Ref. 996) using various calculated methods. The Voigt–
Reuss–Hill approximation utilized DFT and DFTþU to determine
values of 144.25 and 99.16 GPa, respectively. The third method used
Birch-Murnaghan equations of state to arrive at 95.58 GPa.996 For
comparison, the bulk modulus of Cu2O was determined experimen-
tally to range from 112 to 114 GPa.956,997 Theoretical methods using
pseudopotentials found Cu2O bulk modulus values ranging from 106
to 141 GPa.998 The melting point of CuO was reported to be 1201 �C,
one of the lowest values cited for all of the reviewed oxides.930,945

Similarly, Cu2O had a melting point of 1235 �C.930 The basic material
properties of CuO are compared in Sec. XI.

1. Thermal properties

The thermal properties reviewed for CuO included the Debye
temperature, CTE, specific heat, and thermal conductivity. The Debye
temperature has received much attention across the literature. At 0K,
a value of 3906 10K was estimated by Junod et al. (Ref. 939). A room
temperature value was not specifically stated but plots of the calculated
Debye temperature vs temperature have been presented by both Junod
et al. (Ref. 939) and Loram et al. (Ref. 999). At room temperature the
values appear to range anywhere from 560 to 670K (Refs. 939 and
999) depending on how the Debye temperature was calculated. The
CTE was reported for CuO across a temperature range of 50 to 200K.
The resultant CTE was found to be 1.6
 10�6/K.1000 For comparison,
Cu2O showed a CTE of 2.3
 10�7/K at 283K.930

The specific heat (or specific heat capacity) is a widely reported
value, especially since it is an instrumental parameter for certain
Debye temperature calculations from the sources cited above. At room
temperature, a specific heat capacity of 41.88 J/(mol K) was reported
by Junod et al. (Ref. 939). Using the known CuOmolar mass of 79.545
g/mol, the specific heat was determined to be 0.526 J/(gK). Junod et al.
also reported values for temperatures ranging from 100K to 200K.
The specific heat increased from 0.207 to 0.433 J/(gK) across that tem-
perature range. Hu et al. (Ref. 1001) reported a heat capacity of 39.11
J/ mol at 250K. This converts to 0.4916 J/(gK) and fits well with the
other values for temperatures above and below 250K. The thermal
conductivity of CuO appears frequently in literature for topics involv-
ing nanofluids.1002–1005 The topic of nanofluids/nanoparticles is well
beyond the scope of this Review, but these references are included as
they were the main source for CuO thermal conductivity values.
Hwang et al. (Ref. 1005) reports that CuO nanoparticles have a ther-
mal conductivity of 76.5 W/(mK). Liu et al. (Ref. 1006) states that the
typical thermal conductivity of CuO is 33 W/(mK) with very little
details provided beyond the value. It is not specified if that value was
from nanoparticles or bulk. The value of 33 W/(mK) is half of the
thermal conductivity reported by Hwang et al. Values for the thermal
properties of CuO are compared in Sec. XI.

2. Phonon properties

As discussed in Sec. IXA, CuO has monoclinic structure in the
space group C2/c (#15). Derived from the two CuO units within the
cell, there are four atoms in the primitive cell. This results in three

TABLE XLVI. Bandgap energy values of Cu4O3 determined from experiment and
theory.

Eg (eV) Method Bulk/film Reference

Calc.
0.78 LDAþU � � � 953
0.84 GW � � � 986
1.27 LDAþU � � � 931
1.47a LDAþU � � � 931
2.54 HSE � � � 931
2.71a HSE � � � 931

Experiment
1.34 UV–Vis transmission Film 967
2.47a UV–Vis transmission Film 967

aDirect gap.
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acoustic and nine optical phonon branches. The irreducible represen-
tations are reported to be1007,1008

C ¼ Ag þ 4Au þ 2Bg þ 5Bu:

Ag and 2Bg modes are Raman active for a total of three Raman
modes. There are six IR active modes consisting of three Au modes
and three Bu modes. The remaining Au and two Bu modes are the
acoustic modes. The three Raman modes involve solely oxygen atom
movement. Ag moves along the b-direction while the Bg modes move
perpendicular to the b-axis. IR modes have movement of both the cop-
per and oxygen atoms. Au modes have an induced dipole moment
along the direction of the b-axis while Bu modes are perpendicular.1009

Similar to b-Ga2O3, Bu modes are polarized at specific angles within
the monoclinic plane. This was shown experimentally for TO modes
by Kuz’menko et al. (Ref. 1010). The IR LO mode orientations have
yet to be shown experimentally. The reported phonon frequencies for
both the Raman and IRmodes are listed in Table XLVII.

The phonon properties for Cu2O are also detailed in the litera-
ture. Within the Cu2O structure, there are six atoms in the primitive
unit cell. 15 optical and three acoustic modes arise from that struc-
ture.930 The irreducible representations are shown to be930,1014

C ¼ A2u þ Eu þ T2u þ 3T1u:

Debbichi et al. (Ref. 1009) report on the vibrational properties of
Cu4O3. Due to the crystal structure there are predicted to be 42 modes.
The irreducible representations for Cu4O3 are

1009

C ¼ 3Eg þ A1g þ 2B1g þ 9Eu þ 6A2u þ 5B2u þ 2B1u þ 2A1u:

Calculated zone center Raman frequencies show six modes con-
sisting of A1g, 3Eg, and 2B1g. Experimentally only four of these modes

were reported. Calculated zone center IR modes consist of 8Eu and
5Eumodes. Experimentally only six of these modes were reported. The
specific calculated and experimental phonon frequencies of Cu4O3 are
detailed by Debbichi et al. (Ref. 1009) as well as similarities between
the CuO and Cu4O3 vibrational properties.

3. Electrical properties

The electrical properties of CuO reviewed below include the elec-
tron affinity, electrical breakdown field, static and high frequency
dielectric constants, effective mass, and carrier mobility. The electron
affinity was reported to be 1.77 eV by Polak et al. (Ref. 1015). Analysis
of CuO photoelectron spectrum was used to determine the electron
affinity. The electrical field breakdown for CuO is not readily available
in literature. Using Higashiwaki’s (Ref. 147) bandgap vs breakdown
field strength plot, the breakdown field for CuO can be estimated.
Using the experimentally determined bandgap values that range from
around 1.3 to 2 eV, the breakdown field strength is predicted to be in
the range of 0.2–0.5 MV/cm.

The static dielectric constants for CuO have been reported by
both Akaltun et al. (Ref. 970) and Ching et al. (Ref. 977). Akaltun et al.
showed that the static dielectric constant decreased with decreasing
film thickness. Values ranged from 13.00 to 12.26 as film thickness
decreased from 310 to 125nm. The same thickness dependence on the
bandgap was detailed in Sec. IXC1.970 Ching et al. reported a calcu-
lated value of 12.3. Of note, the calculated static dielectric constant of
Cu2O was reported to be 3.7,977 half of the experimental value reported
to be 7.5.1016 Akaltun et al. (Ref. 970) also calculated the optical high
frequency dielectric constant of CuO using a relation to the refractive
index. The optical high frequency dielectric constant decreased from
7.84 to 7.29 as film thickness and refractive index decreased.970 Knight
et al. (Ref. 1017) measured the low-frequency response (approximately
350 to 1300 GHz) on single crystal CuO and noted no dispersion in
the dielectric constants. The optical response was approximated by
orthorhombic properties because of no detectable monoclinic shear
element. Knight et al. report exx¼ 10.596 0.09 approximately parallel
to ~a, hence, equal to eDC;a, eyy¼ 9.646 0.08 (eDC;c), and ezz¼ 11.94
(eDC;b), with a small imaginary parts reported due to scattering.

CuO has an electron effective mass that is shown to be aniso-
tropic. This anisotropic property stems from the conduction band
minimum not residing at the C point and means the effective masses
must be examined from the longitudinal and transverse directions.
The transverse direction is perpendicular to the DC direction while
the longitudinal direction is along DC.930 The transverse effective
mass is 3.52 me and the longitudinal effective mass is 0.78 me. The
hole effective mass was averaged and found to be 1.87 mh.

985 Findings
from Ching et al. (Ref. 977) also show there is anisotropy among the
electron effective mass and hole effective mass along different direc-
tions stemming from the monoclinic crystal structure. The electron
effective mass in the conduction band is found to be the smallest along
the z-direction. For the hole effective mass in the valence band, the y-
direction is drastically larger than the other directions. The uppermost
valence band has hole effective masses of þ1.75 mh, þ3.01 mh, þ0.60
mh, and þ0.54 mh along the directions X, Y, B, and A, respectively.977

Going from the uppermost valence band to the band residing
just below, the hole effective masses change to þ0.72 mh, þ3.72 mh,

TABLE XLVII. Phonon mode frequencies (cm�1) of CuO determined from theory
(xc) and experiment (xe). No experimental LO frequencies and modes have been
reported yet.

Modes xc
a xe

b xe
a xe

c xe
b

Raman
Ag 319 308 296 303 301
Bg 382 355 346 350 348
Bg 639 633 631 636 633

Modes xc
a xe

d xe
e
TO xc

e
LO he

IR
Bu 141 142 144.9 149.6 53.0�

Au 164 160 160.5 168.3
Au 327 326 321.5 324.2
Au 457 423 408.7 535.6
Bu 503 480 469.6 620.7 30.5�

Bu 568 520 522.8 585.5 –57.6�

aReference 1009.
bReference 1011.
cReference 1012.
dTaken from neutron data (Ref. 1013).
eReference 1010.
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þ0.58 mh, and þ1.33 mh, respectively. The hole effective mass is con-
cluded to be larger than the electron effective mass.977,985

Cu2O differs from CuO in that the electron and light hole effec-
tive mass was found to be isotropic across three directions; C-X, C-M,
and C-R.930,1018,1019 This can be expected just on the basis that CuO is
monoclinic while Cu2O is cubic. The light hole effective mass is found
to be around half of the electron effective mass due to the split of the
valence band from coupling of the C7þ (light hole) and C8þ (heavy
hole) states.930 The heavy hole effective mass does exhibit anisotropy
across the directions. C� X has a heavy hole of 2.83 mh, C�M has a
mass of 0.91 mh, and C� R has a mass of 0.72 mh.

930,1018 Ching et al.
(Ref. 977) concluded an isotropic value 0.66 me for the electron effec-
tive mass. The hole effective mass is anisotropic at the C point of the
valence band and the states are triply degenerate. The directions for
the hole effective mass anisotropy in Cu2O are [100, 110], and [111].
The uppermost valence band has a hole effective mass of þ3.16 mh,
þ3.14 mh, andþ2.74 mh along [100, 110], and [111], respectively. The
hole effective mass changes drastically looking just below the upper-
most valence band. In the [100] direction, the lowest valence band that
Ching studied had a hole effective mass of þ0.34 mh while the upper-
most valence band in the same direction had an effective hole mass of
þ3.16 mh.

977

The mobility for all three copper oxides has been reported in the
literature. Koffyberg et al. (Ref. 937) found a hole Hall mobility in
CuO of 0.1 cm2/(V s) and hypothesized that the low mobility value
could provide evidence of a hopping method of conduction. The hole-
effective mass, mentioned above, also leads to evidence that there is a
large phonon coupling and/or a narrowing valence band that explains
the low mobility. CuO shares some properties with another p-type
oxide, NiO. The heavy holes with very low mobility move within the
narrow valence 3d band for both materials.937 For Cu2O, Lee et al.
(Ref. 1020) report mobilities that range from 10 to 100 cm2/(V s). Lee
found that by changing the growth temperature of sputtered polycrys-
talline samples, the Hall mobility changed. A growth temperature of
1070K yielded a hole Hall mobility value of 62 cm2/(V s) measured at
room temperature (293K) and 43 cm2/(V s) measured at 333K.1020

Lee found that the polycrystalline samples had Hall mobilities that
were comparable to monocrystalline samples of Cu2O. It was con-
cluded that the mobility was hindered by different factors than mono-
crystalline samples at temperatures lower than 250K. Polycrystalline
samples had larger carrier concentrations and more native defects and
ionized centers.1020 Li et al. (Ref. 1021) produced Cu2O thin films that
achieved a hole mobility upwards of 256 cm2/(V s), stated to be the
highest mobility achieved at the time. Murali et al. (Ref. 1022) reports
a mobility value for Cu4O3, the least studied of the three copper oxide
phases. Van der Pauw measurements were completed at room temper-
ature on Cu4O3 thin films with a hole Hall mobility of 0.04 cm2/(V s).

E. Doping and defects

Possible dopants for CuO have been explored using DFT analy-
sis.1024 Group IA acceptor dopants include lithium and sodium.
Extrinsic doping with lithium and sodium could increase the p-type
conduction. Group IIIA donor dopants include aluminum, gallium,
and indium. Group IVB donor dopants include titanium, hafnium,
and zirconium. The maximum solubility of IVB dopants within CuO
can be achieved under oxygen-poor conditions. Titanium has a lower
formation energy within CuO than zirconium and hafnium. Three

charge states of 0, þ1, and þ2 exist for group IVB dopants in the
bandgap of CuO. N-type CuO could be achieved with zirconium and
hafnium since they are predicted to have shallow donor levels. The for-
mation energy is high for IVB dopants which could lead to a reduction
of the carrier concentrations, similar to IIIA donors. Further details on
the potential dopants of CuO are reported by Peng et al. (Ref. 1024).

The formation of defects within CuO has been studied and
reported by Zivkovic et al. (Ref. 1025). The specific type of intrinsic
defects that arise are influenced by the growth conditions. Under
copper-rich growth conditions, oxygen vacancies (VO) and copper
interstitials (Cui) are the most dominant neutral defects. When
oxygen-rich growth conditions are met, p-type defects such as VCu,
OCu (antisites), and Oi are dominant compared to the n-type defects.
There exists a very large energy difference between the two growth
conditions, allowing for the growth of undoped CuO that contains a
particular conductivity. For copper-rich growth, the formation energy
for the VO and Cui is around 1.0 eV. VO exhibits deep donor behavior
that possibly contributes to the low mobility values seen in n-type
CuO. Cui are considered a neutral defect that should not provide any
effective charge compensation. VCu are also shown to exist under
copper-rich conditions and is considered to be the lowest energy
acceptor defect. The VCu reside high in energy and are unable to com-
pensate for the other defects such as the donor impurities. Acceptors
are dominant under oxygen-rich conditions. Oxygen interstitials are
the acceptors with the lowest formation energy. VCu are considered to
be shallow acceptors while OCu produce two deep acceptor levels.
These defects are not compensated across the bandgap and thus lead
to the p-type nature of CuO.1025 This study supports the basis of the
n-type conductivity due to oxygen vacancies and copper interstitial
atoms, and the p-type conductivity due to copper vacancies that has
been presented across literature.1026–1028

F. Summary of CuO property values

Table XLVIII highlights a summary of the properties reviewed
for CuO as well the crystal structure and lattice parameters for Cu2O
and Cu4O3. Values for each of the properties are presented along with
references and notation of whether they are experimental or calculated
findings. Where relevant anisotropy is denoted.

X. SCANDIUM OXIDE

Sc2O3 (scandia or scandium sesquioxide) is not as widely
studied of a material as the other oxides highlighted in this review.
Being a rare-earth oxide, some of the known properties such as
crystal structure, bandgap, melting point, and refractive index
have been shown within the literature to have merit in device and
research applications. For example, the high refractive index
makes Sc2O3 useful for anti-reflective coatings,1029 optical devi-
ces,1030 superluminescent LED coatings,1031 and gate dielectrics in
multiple types of MOSFETs.1032–1034 Thin films of Sc2O3 are
grown using methods such as ion beam sputtering,1035 molecular
beam epitaxy (MBE),1036 CVD,1037 ALD,1038 and electron beam
evaporation.1029,1030 Sc2O3 has similar property behaviors with
other oxides, such as tantalum oxide,1039 zirconium oxide,1040 and
hafnium oxide1041 which have been studied extensively as possible
MOSFET gate dielectric materials. While Sc2O3 has a larger
bandgap than HfO, they share a key property where the refractive
index increases when the material is metal rich.1042,1043
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TABLE XLVIII. Summary of theoretical and experimental properties of copper oxide. Common names of CuO are copper(II) oxide, cupric oxide, and tenorite. Common names
of Cu2O are copper(I) oxide, cuprous oxide, and cuprite. Common name of Cu4O3 is paramelaconite. All values listed for CuO unless otherwise noted.

CuO stable phase Monoclinic C2/c (#15)

a¼ 4.5130–4.6837 Refs. 930,931, 945, and 947

b¼ 3.3544–3.6121

c¼ 5.0354–5.1408

b¼ 97.06–99.54�

Cu2O stable phase Cubic Pn�3m (#224)

a¼ 4.1656–4.27 Refs. 930, 931, 948, and 956

Cu4O3 stable phase Tetragonal I41/amd (#141)

a¼ 5.6544–5.8392 Refs. 931, 951, 952, and 957

c¼ 9.7728–9.8966

Density (g/cm3) 6.545 Expt.930,945

Bulk modulus (GPa) 99.16–114.25 Calc.996

Tm (�C) 1201 Expt.930,945

1446 Ref. 118

Debye temp. (K) 640 Calc.939

575 Calc.939

Specific heat (J/(gK)) 0.526a Expt.939

Thermal cond. (W/(mK)) 33 Ref. 1006

76.5 Expt.1005

Therma diff. (mm2/s) Not reported

CTE (
 10�6/K) 1.6 Expt.1000

Electron affinity (eV) 1.77 Expt.1015

Breakdown field

(MV/cm) 0.2–0.5 Pred.147

m�
e 0.78b Calc.985

3.52c Calc.985

0.16–0.46 Calc.977

m�
h 1.87 Calc.985

0.54–3.01 Calc.977

lh [cm
2/(V s)] 0.1 Expt.891

Gap type Indirect Ref. 937

Eg (eV) 0.9–2.74 Bulk calc.886,887,931,953,977,980,981,985–987,1023

1.35–1.7 Bulk expt.937,987

1.4–2.03 Film expt.968,970,984

e0 12.26–13.0 Calc.970,977

eDC 10.59 exx Expt.1017

9.64 eyy Expt.1017

11.94 ezz Expt.1017

e1 7.29–7.84 Calc.970

Phonon modes

IR active 3Au, 3Bu Ref. 1009

Raman active Ag, 2Bg Ref. 1009

aCalculated from molar heat capacity.
bLongitudinal.
cTransverse.
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A. Crystal structure

Scandium oxide has a cubic crystal structure in the bixbyite
phase.1044,1045 Other elements that form sesquioxides similar to Sc2O3

are iron, manganese, indium, and yttrium. In these sesquioxides there
is often polymorphism that is dependent upon temperature and cation
radius. The known sesquioxide polymorph structures found across the
listed elements are a monoclinic B-type, a cubic phase C-type, and a
hexagonal A-type. At higher temperatures, hexagonal H-type and
cubic X-type have been seen.1044 For Sc2O3, the agreement within the
literature is that the stable phase is the cubic structure1030,1044–1046

with scarce mention of the monoclinic transition occurring after calci-
nation.1047 Lattice constants for both the cubic and monoclinic Sc2O3

structures are listed in Table XLIX. Bixbyite is the mineral name for
Fe2O3 and Mn2O3. In a bixbyite structure, an almost face centered
cubic lattice is formed by the cations. Within the cation face centered
structure, there are eight tetrahedral sites with six being occupied by
oxygen. The structure is classified by two sites, C and D, formed by the
nonequivalent cation sites. Both the C and D sites have O(6) coordina-
tion. The C site is a distorted cube of C2 symmetry with two free cor-
ners on the face diagonal. The D site has axial symmetry with a single
cation being surrounded by six oxygen atoms. There are two free cor-
ners on one diagonal.1044 Richard et al. (Ref. 1044) provides specifics
for the internal parameters u; x; y; z in relation to the scandium atom
location. Ubaldini et al. (Ref. 1048) states that Sc2O3 is a body centered
cubic structure consistent with the bixbyite structure. Figure 35 shows
the crystal structure of Sc2O3. The body centered cubic structure plays
an important role in the phonon properties of Sc2O3 and is detailed in
Subsection XD2. Unless stated otherwise, all discussion throughout
this section refers to the stable, single crystalline, cubic structure.

Calculated values for the cubic lattice constant range from 9.7 to
9.9 Å (Ref. 1044) while experimental lattice constants found from
XRD measurements show a lattice constant of around 9.84Å.1030,1045

Along with the bixbyite structure, Sc2O3 is said to have C-type struc-
ture belonging to space group Ia�3 (#206).1044,1049 Belosludtsev et al.
(Ref. 1043) grew Sc2O3 thin films and concluded that the lattice

parameter increased with the amount of oxygen that was present in
the lattice. Literature does mention other crystal structures for Sc2O3.
Horovitz (Ref. 1047) reports that the structure of Sc2O3 shifts to
monoclinic once calcination of the material occurs at 1273K and 13
GPa.1047,1050 Reid et al. (Ref. 1051) reports more on the transition
from cubic C-type to the monoclinic B-type and how it relates to other
rare-earth oxides.1051 Their findings show that at 1000 �C and a pres-
sure of 13 GPa, the cubic Sc2O3 transitions to a monoclinic structure
with lattice constants a¼ 13.173 Å, b¼ 3.194 Å, c¼ 7.976 Å and
b¼ 100.40�. The reported density of 3.838 g/cm3 for the cubic struc-
ture was found to increase to 4.16 g/cm3 for the monoclinic structure.
Pressure levels ranging from 3 GPa to 8 GPa did not result in a change
in the structure but pressure levels of 11 GPa resulted in a very poor
B-type crystallization. The monoclinic structure sees a coordination
number increase as well. Two-thirds of the Sc atoms increase from six-
fold coordination to sevenfold coordination.1051 Overall, the general
consensus regarding the crystal structure of Sc2O3 is that the oxide
contains cubic structure with lattice constant a being reported in rela-
tively good agreement across literature. There is mention of a transi-
tion to a monoclinic phase that Sc2O3 undergoes, but this was only
found in the literature among a few sources. It was not stated if this
monoclinic phase was stable or metastable; however, the density
change and pressures required to form it suggest it is metastable at
ambient conditions.

B. Growth

While research into certain material parameters of Sc2O3 are
lacking in the literature, methods of Sc2O3 growth and fabrication are
not. Almost every source cited throughout this section utilized a differ-
ent method of growth and fabrication. With bulk single crystal growth,
only one method was found across literature. Masui et al. (Ref. 1049)
grew single crystals using an electrochemical method. It was reported
that a low temperature of 1223K was achieved with a simple electroly-
sis method. Conventional methods would require temperatures above
2800K to achieve the same results. The crystal size was also shown to
be adjustable by altering the electrolysis period.1049

Thin films of Sc2O3 have been grown by numerous methods.
Such methods include MOCVD,1037 ion beam sputtering,1035 solution
process growth,1054 MBE,1034 ALD,1055 and electron beam evapora-
tion.1030,1056 Reactive magnetron sputtering and reactive evaporation
have also been utilized.1029,1043 Finally, Liu et al. (Ref. 1033) published
a growth process involving a novel water-inducement method. This
method was utilized in producing IZO/ScOx thin film transistors
(TFTs).1033

The crystalline form was also shown to change with film deposi-
tion temperature. Films deposited by electron beam evaporation with
substrate temperatures above 150 �C were shown to be polycrystalline
with higher refractive indexes and larger film densities. Lower sub-
strate temperature (50 �C) produced amorphous films.1030 The deposi-
tion and growth method used to produce Sc2O3 samples and films
alters the electrical and crystallographic properties. Using pulsed DC
magnetron sputtering,1043 films of Sc2O3 were prepared. They pos-
sessed a similar or higher refractive index and bandgap compared to
films prepared via ion beam sputtering1035 and electron beam evapora-
tion. The DC magnetron sputtered samples had a refractive index of
2.07 to 2.08 at 355nm, an indirect bandgap of 5.7 eV, and a direct
bandgap of 6.1 eV.1043 The ion beam sputtered samples had a

TABLE XLIX. Sc2O3 crystal structure with associated space group and lattice con-
stants determined from experiment and theory.

Structure Space group Lattice (Å)

Cubic Ia�3 (No. 206)1052 a¼ 9.84591045,a

a¼ 9.8101046,a

a¼ 9.8451030,a

a¼ 9.7081044,b

a¼ 9.798b

a¼ 9.90b

a¼ 9.8481053,a

Monoclinic C2/m (No. 12) (assumed)1051 a¼ 13.1731051,a

b¼ 3.194
c¼ 7.976
b¼ 100.40�

aExperimental.
bTheoretical.
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refractive index of 2.07 and an indirect bandgap of 5.8 eV.1035 Electron
beam evaporation samples had a refractive index of 1.82 to 1.92, an
indirect gap of 5.84 eV, and a direct bandgap of 6.04 eV.1030,1056 The
varying results across multiple deposition methods highlight how the
stoichiometry and deposition characteristics play a significant role in
the parameters and properties of Sc2O3 films.1043

C. Electronic band structure and bandgap

The bandgap of single crystal scandium oxide has been studied to
show similarities with other 3d transition metal oxides and their opti-
cal properties.1052,1057 Dating back to the 1960s, it was concluded that
a bandgap value of 5.4 eV fit the trend of the neighboring transition
metal oxides which include TiO2 (3.23, 3.26, and 3.00 eV),1058 V2O5

(2.1 eV) and CrO3 (1.4 eV).
1057 In 3d transition metals, there is a likeli-

hood of 3d wave functions overlapping to form a band as the ionic
radius is decreased with increasing atomic number.1052 With Sc3þ

being categorized as the first of this grouping and having a large
atomic radius, the 3d wave function overlap and 3d bandwidth is
expected to be larger than titanium and vanadium oxides. Companion
et al. (Ref. 1057) predicted a bandgap energy of 5.4 eV while two years
later in 1966 Tippins (Ref. 1052) found values of 6.0 eV and 6.2 eV for
room temperature and 80K, respectively.

In the early 2000s, the bandgap of Sc2O3 was reported to be an
indirect bandgap with a value around 5.7 to 6 eV.1030,1050,1056 Herrero
et al. (Ref. 1032) state that Sc2O3 has a bandgap of 6.3 eV (no method
given) and a dielectric constant of 14.1032 It was not specified if this
was the static or high frequency dielectric constant. Similar to trends
seen among previously reported oxides in this review, calculation
methods such as DFT along with specific hybrid functionals can
skew the bandgap energy. This applies to Sc2O3 as well with DFT cal-
culations underestimating the bandgap, producing a direct bandgap of
4.0 eV located at the C point1044 compared to the an experimental
value of 5.7 eV.1044,1047 The DFT functionals used by Richard et al.

(Ref. 1044) were LDA and GGA, which underestimated the bandgap.
The calculated band structure from Richard can be seen in Fig. 36.
From the DFT band structure calculations, the density of states (DOS)
was produced. There are three valence bands that makeup the DOS.
The total and partial DOS are presented in Fig. 37. At �26 eV in the
DOS, there is a narrow band made up of Sc(3p) states. At �26 eV
there is a very faint contribution of the O(2s) states, but the majority

FIG. 35. The crystal structure of Sc2O3 belonging to space group Ia�3 with (a) the c-axis shown pointing upward and (b) shown along the c-axis. Sc2O3 was symmetric around
the a, b, and c axes (blue¼ Sc, red¼O).

FIG. 36. Calculated band structure of Sc2O3. Reproduced with permission from
Richard et al., Phys. Rev. B 82, 035206 (2010). Copyright 2010 APS (Ref. 1044).
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of O(2s) states are located at �15 eV with a narrow band as well. The
third band is located between�4.5 eV and the Fermi level of the DOS.
It is mainly comprised of O(2p) states with a very small amount of
Sc(3d) orbitals.1044 The mixing of the states provides evidence of
Sc2O3 having ionic characteristics between the Sc and O bonds as well
as some covalent bonding.1044,1059,1060 Sc2O3 has an electron configu-
ration of Sc3þ 3d0. From this configuration, it can be concluded that if
the absorption edge occurs due to the transition from the O(2p) band
to the empty Sc2þ 3d1, there would exist a conduction band of specific
width that arises from 3d wave function overlap. The 3d band experi-
ences a splitting into sub-bands from the crystal field as well. Due to
the cubic bixbyite nature of Sc2O3, the splitting sub-bands will vary
among the two sites.1052

1. Temperature dependence of bandgap energy

There is evidence in the literature of bandgap dependence on
substrate temperature. Liu et al. (Ref. 1030) examined the bandgap
and the absorption coefficient of Sc2O3 films deposited via electron
beam evaporation with varying substrate temperatures. They found
that the indirect energy gap ranged from 5.75 to 5.84 eV and the direct
energy gap ranged from 6.02 to 6.05 eV. The bandgap was shown to
decrease with increasing substrate temperature. An increase in

refractive index was also shown with increasing substrate temperature,
highlighted in Fig. 38.1030 Herve et al. (Ref. 1061) also showed that the
refractive index increased with a decreasing bandgap.1061 The absorp-
tion edge was shown to redshift with temperature for both the direct
and indirect bandgap. The absorption edge of the indirect bandgap
redshifts from 212 to 215nm as the substrate temperature increased
from 50 to 350 �C. The direct bandgap absorption edge increased
from 205 to 206nm across the same substrate temperature range.1030

Liu et al. highlight the theory of the optical bandgap decrease and
states that it can be associated with volume change that arises from the
temperature change and electron phonon interaction.1062,1063 The
temperature coefficient for Sc2O3 was found to be 3 
 10�4 eV/K.1030

This temperature coefficient as well as the theory used to arrive at this
value, aligned well with other common semiconductors. Liu states that
E0(T) is equal 5.9369 – 3 
 10�4T(K), and that there is evidence of a
linear bandgap change with temperature for higher temperatures. A
multi-slope phenomenon was observed in the direct absorption spec-
tra and was concluded to arise from the indirect transitions.1030

Tippins (Ref. 1052) also reported a bandgap temperature coefficient,
for single crystal Sc2O3. The temperature coefficient for the bandgap
was found to be 9.6
 10�4 eV/K, which was a much larger coefficient
than the one reported previously for thin films. The question of the
overall crystal quality could be a possible reason for the difference.

D. Material properties

Sc2O3 has the fewest reported material properties throughout
literature. The basic material properties highlighted below include
the material density, melting point, and Young’s modulus. The den-
sity of cubic Sc2O3 ranges from 3.791060 to 4.1 g/cm3.1038,1043

Experimentally, the density of thin film samples was slightly higher
than bulk, 3.9 and 4.1 g/cm3, respectively.1038 In looking at the differ-
ence between the density of the cubic and monoclinic density, a
reported density of 3.838 g/cm3 for the cubic structure was found to
increase to 4.16 g/cm3 for the monoclinic structure.1051 The melting
point was reported to range from 2753 to 2823K, the highest melting

FIG. 37. Sc2O3 total and partial density of states (DOS). The vertical dashed line
denotes the Fermi level at 0 eV. Reproduced with permission from Richard et al.,
Phys. Rev. B 82, 035206 (2010). Copyright 2010 APS (Ref. 1044).

FIG. 38. The substrate temperature dependence of the indirect bandgap and the
refractive index of Sc2O3. (Note typo in legend.) Reproduced with permission from
Liu et al., Thin Solid Films 518, 2920–2923 (2010). Copyright 2010 Elsevier (Ref.
1030).
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point of the reviewed oxides.1049,1050,1065 The bulk modulus was not
found in the literature, but Young’s modulus for Sc2O3 was reported by
Gogotsi (Ref. 1064) who calculated values of 218 and 251 GPa. Specifics
were not given for the difference in values. Outside the scope of this
review, Gogotsi also reported other properties pertaining to thermal
stress behavior including, the brittleness measure, modulus of rupture,
bending strength, static modulus of elasticity, and ultimate strain for
Sc2O3 ceramics.1064 In good agreement, Dole et al. (Ref. 1066) found
Young’s modulus to range from 214.3 to 227.6 GPa experimentally.
One of the only values for the bulk modulus of Sc2O3 found in the liter-
ature was reported by the Materials Project in conjunction with the
Lawrence Berkeley National Lab, a value of 168 GPa.1067 Poisson’s ratio
was also reported alongside the bulk modulus to be 0.30. Assuming the
Young’s modulus from Dole et al. (Ref. 1066) and the Poisson ratio
above, the expected bulk modulus would be from 178.6 to 189.7 GPa in
relatively good agreement with the Materials Project. The basic material
properties for Sc2O3 are compared in Sec. XI.

1. Thermal properties

Throughout literature discussion of the thermal properties of
Sc2O3 was scarce and seldom reported. The thermal properties
included in this review such as the thermal conductivity, Debye tem-
perature, thermal diffusivity, CTE were not readily found highlighting
the need for additional basic research. A specific heat value of 94.2
J/(mol K) was reported.118 Using the known Sc2O3 molar mass of
137.91 g/mol, the specific heat can be converted to 0.683 J/(gK).

2. Phonon properties

The IR and Raman active modes for Sc2O3 have been calculated
by Ubaldini et al. (Ref. 1048). Due to the body-centered cubic struc-
ture, the primitive cell structure appears twice within the unit cell. This
allows for the need of eight theoretical unit formulas to determine the
vibration modes. The irreducible representations for both the optical
and acoustical phonon modes are reported to be

Cop ¼ 4Ag þ 4Eg þ 14Fg þ 5A2u þ 5Eu þ 16Fu;

Cac ¼ Fu:

There are predicted to be 22 Raman lines consisting of 4Ag, 4Eg and
14Fg; 16 infrared modes consisting of 16Fu and 10 silent modes con-
sisting of 5A2u and 5Eu.

1048 Sc2O3 has similar structure to Y2O3, both
are considered C-type sesquioxides.1048,1068 Repelin et al. (Ref. 1068)
highlights the vibrational spectroscopy for Y2O3, which was taken into
account by Ubaldini in producing the Sc2O3 vibrational mode calcula-
tions. The individual phonon mode frequencies are not detailed for
Sc2O3, but the most intense Raman peak was discussed. It was shown
to be located around 420 cm�1 and was a combination of the Ag and
Fg mode.1048 The active Raman and IR modes are listed and compared
in Sec. XI.

3. Electrical properties

The electrical properties of Sc2O3 are also scarcely found
throughout literature. Of the electrical parameters highlighted in this
review, only the electron affinity and electrical breakdown field
strength of Sc2O3 were found. The electron affinity is hypothesized to

likely be 0.85 eV based on the work function of 4 eV.1069 The electrical
breakdown field was reported for ALD thick films of Sc2O3.
Rouffignac et al. (Ref. 1055) produced samples that had an average
electrical breakdown field strength of 3.5 MV/cm.1055 That value for
electrical breakdown field strength can be compared to the predicted
value determined from the plot of bandgap vs breakdown field from
Higashiwaki et al. (Ref. 147). Using the bandgap of 5.7 eV (determined
using the average bandgap from the cited sources),1030,1050 the break-
down field strength is predicted to be around 11 MV/cm, a stark dif-
ference from the experimental value of 3.5 MV/cm.1055 Values for
mobility were not readily found in the literature for both bulk crystal
and thin film Sc2O3. The static and high-frequency dielectric constants
for Sc2O3 as well as the effective carrier mass were also not found in
the literature. Pachecka et al. (Ref. 1070) studied the metal diffusion in
high-k Sc2O3 where they also stated there were no known values of
effective mass reported.1070 The cited electrical properties are listed
and compared in Sec. XI.

E. Doping and defects

Dopants for Sc2O3 are not readily seen throughout literature.
However, Sc was seen as the dopant for many materials. Details
regarding Sc doping within other materials is beyond the scope of the
review, and can be found in the cited references.1071–1075

Descriptions of defects within Sc2O3 are also scarce in the lit-
erature, but the topic of oxygen defects has been reported recently
by Langston et al. as well as by Kong et al.1035,1076 In both cases, ion
beam sputtering was used for preparation of the studied thin films.
Langston et al. (Ref. 1035) observed oxygen interstitials within
amorphous Sc2O3 thin films. The deposition conditions also played
a role in the density of the defects. With an increase of oxygen
interstitials, there was an increase in the films absorption.
Absorption was seen as a result of trap states being present in the
bandgap of the oxide.1035 Kong et al. (Ref. 1076) reported on the
oxygen defects within Sc2O3 thin films using different oxygen flow
rates. It was shown that when the oxygen flow rate was 0 sccm, the
large amount of oxygen defects caused large amounts of strain on
the films. It was concluded that the oxygen flow rate needed to be
controlled and limited in order to decrease the oxygen defects.1076

Much more research is needed on the defects of Sc2O3 and their
origins, as well as how other deposition methods beside ion beam
sputtering play a role.

F. Alloys

Alloys for Sc2O3 are even rarer than Sc2O3 itself. Kuz’micheva
et al. (Ref. 1077) were able to grow scandium gallium oxide samples
using Czochralski process. Ga3þ and Sc3þ have differing ionic radii of
0.62 Å and 0.745 Å, respectively. This difference makes some of the
possible solid solutions unlikely. Gallium oxide and scandium oxide
alloy systems should contain certain phases with four possibilities
listed: (a) Ga2O3 based substitutional solid solution, (b) Ga2O3 based
solid solution with partial ordering, (c) an ordered solution in which
the gallium and scandium ions contain differing site orders, (d) or a
completely new compound with a structure that varies from Ga2O3.
The phases listed are in order with increasing scandium oxide con-
tent.1078 The transparent scandium gallium oxide crystals had a melt-
ing temperature of around 1770 �C. The lattice parameters were
reported for three samples of varying cuts and did not differ greatly.
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The three cuts of scandium gallium oxide boule included a seed-end,
central, and tail-end cut. One significant difference amongst the three
scandium gallium oxide cuts was the increase in Sc content from the
tail-end toward to the seed end of the sample crystal. Lattice constants
were reported to be a¼ 12.496 Å, b¼ 3.101 Å, c¼ 5.873 Å, and
b¼ 103.26�.1078

A recent 2022 report by Zhu et al. (Ref. 1078) details the struc-
tural and electronic properties of the Sc2O3 and Ga2O3 alloy. In their
report Zhu et al. identify a method of altering the conduction band
and valence offsets by incorporating more Sc into the alloy. More
details on their DFT study can be found in Ref. 1078 below.

Kakehi et al. (Ref. 1079) produced thin film samples of copper
scandium oxide (CSO). The samples were fabricated using PLD on
a-Al2O3 substrates. Two crystal structures were observed among CSO,
rhombohedral and hexagonal. They contain threefold and sixfold sym-
metry for the (0001) planes and share a-axis lattice constants that are
similar to ZnO. CSO is a p-type material that has a good interface with
ZnO, an n-type material. This leads to the possibility of p-n heterojunc-
tions of CSO/ZnO thin films. CSO has the ability to induce holes as a
result of the substitution of divalent cations for Sc. Optical transmission
measurements were produced for CSO oriented along the c-axis. Optical
transmission data showed a bandgap of 3.7 eV from direct allowed tran-
sitions.1079 Yttrium scandium oxide (YxSc1�x)2O3 thin films, a ternary
alloy was also grown by Hu et al. (Ref. 1054) Studies were reported on
various amounts of yttrium added to the alloy. Of note, the breakdown
field was increased to a range of 4.0 to 4.8 MV/cm.1054

Sr2ScCaO5 is another alloy of the few found in the literature with
decent properties and parameters being reported.1080 Considered to be
a long lasting phosphorescence (LLP) material, this compound was
prepared to compare to the likes of other LLP oxides such as
ZnGa2O4, LiGa5O8, and Zn3Ga2Ge2O10. Host samples of the com-
pound are found to be of the orthorhombic crystal structure with lat-
tice constants a¼ 5.908 Å, b¼ 15.180 Å, and c¼ 5.709 Å. DFT
calculations revealed an indirect bandgap of around 4.24 eV. The
valence band maximum occurs at the X point of the Brillouin zone
while the conduction band minimum occurs at the G point. The opti-
cal bandgap was determined to be 4.75 eV using an extrapolation and
UV diffuse reflectance spectra measurements. The larger optical
bandgap was concluded to arise from an underestimation of the non-
optical bandgap at 4.24 eV calculated using LDA. The key findings of
the study by Li et al. (Ref. 1080) involved the addition of samarium
(Sm3þ) ions at the expense of the strontium percentage. Chernov et al.
(Ref. 1081) described similar compounds that exist as perovskite
phases within SrGa1�xScxO2:5 that include Sr2GaScO5, Sr10Ga6Sc4O25,
and SrGa0.75Sc0.2502.5. Each compound contains its own unique crystal
structure; a Brownmillerite structure, a novel oxygen-deficient perov-
skite structure, and a cubic perovskite, respectively. The findings report
how the variation between the compounds highlights the Sc3þ and
Ga3þ cation crystal chemistry difference. Varying the Sc to Ga ratio
will result in a changing of the perovskite phase and structure with the
fixed oxygen content.1081 While this report deviates from the scope of
the oxide review, it was included to highlight the rarity and complexity
of alloys containing Sc2O3 in the literature. Currently, scandium alumi-
num nitride is understood much better as it is under intensive develop-
ment as a barrier layer for nitride heterostructure devices, owing to its
much higher piezoelectricity than the other ternary GaN alloys (AlGaN
and InAlN) developed for electronic device applications.1082–1085

G. Summary of Sc2O3 property values

Table L highlights a summary of the properties reviewed for
Sc2O3. Values for each of the properties are presented along with refer-
ences and notation of whether they are experimental or calculated
findings. Where relevant anisotropy is denoted.

XI. COMPARATIVE SUMMARY OF MATERIAL
PROPERTIES

By observing the reported values listed in Tables LI–LV, compar-
isons across the oxides can be made, as well as noting outliers. Starting
with basic material properties, CdO has the highest reported density
both experimentally and theoretically. The lowest value of density was
reported for Sc2O3. In2O3, SnO2, NiO, and CuO all have similar den-
sity values. The highest bulk modulus values were experimentally and
theoretically reported for SnO2. The bulk modulus was a very wide
ranging parameter with some differences being up to 65 GPa for
reported values of a single material. CuO had the smallest range across
the reported bulk modulus values, only differing by around 19 GPa.
The oxide with the highest reported melting point was Sc2O3. SnO2

was a special case having a melting point that was stated to be undeter-
mined in the literature due to decomposition. The lowest melting
point was found for CuO.

The highest Debye temperature was reported for Al2O3 while
CdO had the lowest value. Debye temperature was another parameter
with wide ranging results for certain oxides. The reported Debye tem-
peratures for ZnO spanned almost 500K. NiO and SnO2 had similar

TABLE L. Summary of theoretical and experimental properties of Sc2O3. Common
names are scandium oxide, scandium sesquioxide, and scandia.

Stable phase Bixbyite (C-type) Ref. 1052
Stable structure Cubic Ia�3 (No. 206)

a¼ 9.708–9.90 Refs. 36,1030,
1044, and 1053

Metastable phase Monoclinic (B-type) Ref. 1051
Potential phases Hexagonal (A-type) Ref. 1044

Hexagonal (H-type) Ref. 1044
Cubic (X-type) Ref. 1044

Density (g/cm3) 3.79–4.1 Expt.1038,1043,1051,1064

4.16 Calc.1047
Bulk mod. (GPa) 168 Ref. 1067
Tm (� C) 2479.85 Ref. 1050

2485 Ref. 118
2549.85 Refs. 1049 and 1065

Specific heat (J/(gK)) 0.683 Ref. 118
Electron affinity (eV) 0.85 Pred.1069

Breakdown field 11 Pred.147

(MV/cm) 3.5 Expt.1055

Gap type Indirect Ref. 1030
Eg (eV) 5.7–5.84 Film expt.1030,1050

Phonon modes
IR active 16Fu Pred.1048

Raman active 4Ag, 4Eg, 14Fg Pred.1048
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TABLE LI. Comparison of basic properties.

Al2O3 Ga2O3 In2O3 ZnO CdO SnO2 NiO CuO Sc2O3

Property Value
Met./
Ref. Value

Met./
Ref. Value

Met./
Ref. Value

Met./
Ref. Value

Met./
Ref. Value

Met./
Ref. Value

Met./
Ref. Value

Met./
Ref. Value

Met./
Ref.

Stable
structure

R�3c Ref. 265 C2=m Ref. 32 Ia�3 Ref. 420 P63mcRef. 549 Fm�3m Ref. 782 P42=mnmRef. 684 Fm�3m Ref. 855 C2/c Ref. 930 Ia�3 Ref. 1052

(Space
group #)

(#167) (#12) (#206) (#186) (#225) (#136) (#225) (#15) (No.
206)

Density
(g/cm3)

3.984 Expt.334 5.95 Ref. 115 7.12 Expt.406 5.605 Expt.549 8.00 Expt.777 6.99 Expt.684 6.8 Expt.898 6.545 Expt.930,945 4.1 Expt.1038,1043

3.92 Expt.347 5.88 Expt.266 7.2 Calc.424 8.218 Calc.817 7.02 Expt.737 6.8279 Ref. 899 3.79 Expt.1064

6.3 Ref. 461 7.0 Expt.816 6.975 Expt.738 3.838 Expt.1051

8.15 Ref. 118 4.16 Calc.1051

Bulk
modulus
(GPa)

257
(20 �C)

Expt.334 174 Calc.19 194.24 Expt.462 183 Expt.548 148 Expt.818 244.7 Calc.739 205 Expt.899 99.16 Calc.996 168 Ref. 1067

239 Calc.397 184 Expt.113 174 Calc.428 140 Expt.547 150 Expt.818 245 Calc.685 137.3 Calc.864 114.25 Calc.996

225.9 Calc.397 199 Expt.113 192.66 Calc.459 160 Calc.548 108 Expt.819 221 Calc.686 199 Expt.900 95.58 Calc.996

252 Refs. 398
and 399

255 Expt.113 154.4 Calc.547 131 Calc.783 205 Expt.688

202 Expt.112 162.3 Calc.599 164 Calc.783 270a Expt.771

142.4a Expt.601 128 Calc.783

173 Calc.600

Melting
point (� C)

2054 Expt.400 1725 [114, 115] 1950 Expt.458 1975 Expt.118 >1500 Ref. 400 >1900 Calc.684 1955 Refs. 118
and 897

1201 Expt.930,945 2479.85 Ref. 1050

2050 Expt.334 1740
6 15

Ref. 116 1949 Ref. 464 1974 Ref. 118 1559b Ref. 118 >2100 Expt.745 1983 Expt.903 1446 Ref. 118 2549.85 Refs. 1049
and 1065

2071.85 Ref. 335 1795 Expt.117 1912 Ref. 118 1630 Ref. 118 3127
(bulk)

Calc.903 2485 Ref. 118
1806 Ref. 118

aNanocrystalline sample.
bSublimation point.
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TABLE LII. Comparison of thermal properties.

Al2O3 Ga2O3 In2O3 ZnO CdO SnO2 NiO CuO Sc2O3

Property Value Met./Ref. Value Met./Ref. Value Met./Ref. Value Met./Ref. Value Met./Ref. Value Met./Ref. Value Met./Ref. Value Met./Ref. Value Met./Ref.

Debye temp.
(K)

1045 Calc.339 738 Expt.55 700 Calc.470 305 Ref. 603 255 Calc.400 570 Calc.737 495 Expt.904 640 Calc.939 Not
reported965–1044a Expt.341 872 Calc.33 811 Calc.469 355–416 Calc.602 550 Ref. 687 595 Expt.906 575 Calc.939

420 Expt.469 370 Expt.602 580 Ref. 905

399.5 Expt.606

700 Expt.597

>800 Expt.607

Specific heat
(J/(gK))

0.755
(20 �C)

Expt.334 0.49 Expt.115,117 0.356c Ref. 471 0.495c Expt.549 0.339c Calc.400 0.398c Calc.687 0.5903d Expt.905 0.526c Expt.939 0.683c Ref. 118

0.775 Expt.332,333 0.56 Expt.55 0.837d Calc.461 0.504c Expt.610 0.366 Expt.747 0.5807 Expt.907

0.780 Expt.332,333 0.47 Expt.41

0.750–0.785 Expt.332,333

Thermal
conductivity

33 (20 �C) Expt.334 15 (a*) Expt.41 15.0 Expt.465 116 (Zn
face)

Expt.612 8.1 Calc.777 51.4 Ref. 436 50 Expt.908 33 Ref. 1006 Not
reported

(W/(mK)) 30 Expt.347 28 (b) Expt.41 13.09 Expt.436 102 (Zn
face)

Expt.612 5.6–9.3 Calc.802 55.0 ?c Expt.737 20.2 Expt.905 76.5 Expt.1005

30–40 Expt.332,333 18 (c*) Expt.41 10 Expt.480 110 (O
face)

Expt.612 5.76 Calc.802 98.0 kc Expt.737

13.6 [100] Ref. 115 98 (O
face)

Expt.612 5.6 Expt.779 107.0 Calc.737

22.8 [010] Ref. 115 147 Expt.611

10.9 [100] Expt.39 144 Expt.611

13.3 [–201] Expt.39 135 Expt.611

14.7 [001] Expt.39 125 Expt.611

27.0 [110] Expt.39 100 Expt.611

95 Expt.611

67 Expt.611

46 Expt.611

Thermal Not
reported

5.23 (a*) Expt.41 1.2 (ITO
film)

Expt.472 Not
reported

Not
reported

1.45 Ref. 772 8.8 Expt.898 Not
reported

Not
reported

diffusivity 9.76 (b) Expt.41 7.0 Calc.465 1.6 Ref. 773

(mm2/s) 6.26 (c*) Ref. 41 1.7 (avg) Ref. 773

Coefficient
of thermal

5.4 Expt.332,333 5.3 [100] Expt.115 10.2b Expt.468 4.31 (a) Expt.608 14.33
(avg)

Expt.784 4.0(ka) Expt.746 12.28 Expt.863 1.6 Expt.1000 Not
reported

expansion 4.5–5.5 Expt.332,333 8.9 [010] Expt.115 6.15b Expt.467 2.49 (c) Expt.608 13.31 Expt.784 3.7(kc) Expt.746
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TABLE LII. (Continued.)

Al2O3 Ga2O3 In2O3 ZnO CdO SnO2 NiO CuO Sc2O3

Property Value Met./Ref. Value Met./Ref. Value Met./Ref. Value Met./Ref. Value Met./Ref. Value Met./Ref. Value Met./Ref. Value Met./Ref. Value Met./Ref.

(
 10�6/K) 4.6
(20 �C)

Expt.334 8.2 [001] Expt.115 8.66 Ref. 436 4.75 (a) Ref. 542 14.0 Expt.400

4.7 [100] Expt.41 7.2b Expt.466 2.9 (c) Ref. 542

5.45 [010] Expt.41

5.35 [100] Expt.41

1.54 [100] Calc.45

3.37 [010] Calc.45

3.15 [100] Calc.45

aPolycrystalline.
b(
 10�6/C)
cCalculated from molar heat cap J/(mol K).
dConverted from cal/(g �C).

TABLE LIII. Comparison of electrical properties.

Al2O3 Ga2O3 In2O3 ZnO CdO SnO2 NiO CuO Sc2O3

Property Value Met./Ref. Value Met./Ref. Value Met./Ref. Value Met./Ref. Value Met./Ref. Value Met./Ref. Value Met./Ref. Value Met./Ref. Value Met./Ref.

Electron

Affinity (eV)

1.58 358 4.0060.05 Exp.146 3.3 Calc.492 4.1 Exp.541 5.94 Exp.794 4.3-4.7 Exp.754 1.4 Calc.891 1.77 Exp.1015 0.85 Pred.1069

3.7 Exp.496 4.5 Exp.622 4.51 Calc.826 4.85 Calc.754 1.46 Exp.915

4.3 494 4.5 Calc.755 1.47 Exp.916

4.45 Exp.495

Electrical >20f Pred.147 8f Pred.147 3-4f Pred.147 2-3f Pred.147 0.5-0.8f Pred.147 3.5f Pred.147 2-5f Pred.147 0.2-0.5f Pred.147 11f Pred.147

breakdown 5.2 Exp.304 3.5 Exp.1055

field [MV/cm] 6-7 Exp.362

Effective mass 0.16 Calc.318 m�
a 0.288 Exp.42 0.16 Calc.452 0.24 Calc.626 0.19 Calc.790 0.23 (kc) 684 Not Applicable 0.78c Calc.985 Not Reported

(m�
e ) 0.45 Calc.318 m�

b 0.283 Exp42 0.18 Calc.428 0.3 Calc.628 0.21 Calc.790 0.3 (?c)
684 3.52d Calc.985

0.40 Calc.318 m�
c 0.286 Exp.42 0.14 Exp.500 0.34 Calc.628 0.23 Calc.790 0.12-0.18 Calc.692 0.37 Calc.977

0.38 Calc.318 m�
a 0.41 Calc.42 0.18 Exp.487 0.23 Calc.625 0.21 Exp.790 0.17 Calc.758 0.42 Calc.977

0.40 Calc.284 m�
b 0.41 Calc.42 0.208 Exp.484 0.265 Calc.627 0.23 Exp.775 0.22 Exp.692 0.46 Calc.977

0.28 Calc.328 m�
c 0.37 Calc.42 0.30 Exp.470 0.09 Calc.831 0.234 (k) Exp.759 0.16 Calc.977

0.40 (?) Est.363 m�
a 0.224 Calc.86 0.40 Exp.487 0.24 Exp.811 0.299 (?) Exp.759

0.40 (k) Est.363 m�
b 0.301 Calc.86 0.55 Exp.434 0.17 Est.757

m�
c 0.291 Calc.86 0.26 (C-X) Calc.715

0.21 (C-Z) Calc.715
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TABLE LIII. (Continued.)

Al2O3 Ga2O3 In2O3 ZnO CdO SnO2 NiO CuO Sc2O3

Property Value Met./Ref. Value Met./Ref. Value Met./Ref. Value Met./Ref. Value Met./Ref. Value Met./Ref. Value Met./Ref. Value Met./Ref. Value Met./Ref.

Effective mass 6.3 (?) Est.363 Not Applicable 0.28mV B Calc.531 0.79 Calc.630 0.05 Pred.799 1.21 (C-X) Calc.715 0.8-1.0mh Calc.868 1.87 Calc.985 Not Reported

(m�
h) 0.36 (k) Est.363 0.27mV B Calc.531 >0.14 Calc.799 1.47 (C-Z) Calc.715 0.86mh T-C

a Calc.831 1.75 Calc.977

0.86mh T-C
b Calc.831 3.01 Calc.977

0.55mh T-K
a Calc.831 0.60 Calc.977

1.66mh T-K
b Calc.831 0.54 Calc.977

Mobility

of electrons

(cm2/(Vs))

0.8 Exp.368 300 Calc.147 270 Calc.470 300 Calc.631 2-120 Exp.775 35 Exp.210 0.14 Exp.918,919 Not Applicable Not Reported

220-230 Calc.155 274 Calc.501 260 Calc.631 609 Exp.793 61 Exp.210 0.64 Calc.921

130 Exp.57 7.81 Exp.502 205 Exp.557 330 Exp.793 95 Exp.210 3.3 Exp.843

176 Exp.76 11 Exp.455 200 Exp.636 20-124 Exp.811 172 Exp.757

172 Exp.95 32 Exp.455 120 Exp.562 209–1116e Exp.811 200 Exp.757

112 Exp.267 37 Exp.440 130 Exp.633 80 Exp.825 222 Exp.757

115 Exp.440 440 Exp.563 250 Exp.825 250 Exp.757

130-170 Exp.440 500 Exp.779 135 Exp.737

190 Exp.440 148 Exp.777 240 Exp.761

160 Exp.434,500 260 Exp.761

70 Exp.758

87 Exp.758

50 Exp.757

200 Exp.693

Mobility

of holes

Not

Applicable

Not

Applicable

Not

Applicable

Not A

pplicable

Not

Applicable

Not

Applicable

0.43 Calc.920 0.1 Exp.891 Not

Reported

0.53 Calc.922

0.3 Exp.918,919

0.5 Exp.881

2.8 Exp.843

0.3 Exp.921

aUpper valence.
bLower valence.
cLongitudinal.
dTransverse.
eOptical mobility.
fPredicted using Ref. 147.
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TABLE LIV. Comparison of optical properties.

Al2O3 Ga2O3 In2O3 ZnO CdO SnO2 NiO CuO Sc2O3

Property Value Met./Ref. Value Met./Ref. Value Met./Ref. Value Met./Ref. Value Met./Ref. Value Met./Ref. Value Met./Ref. Value et./Ref. Value Met./Ref.

Gap Type Direct Ref. 271 Direct Ref. 66 Debated Ref. 454 Direct Ref. 591 Direct Ref. 798 Direct Ref. 714 Indirect Ref. 892 Indirect Ref. 937 Indirect Ref. 1030

Bandgap Bulk Bulk Bulk Bulk Bulk Bulk Bulk Bulk Film

(Selected values 6.3 Calc.324 4.66 Calc.19 1.70 Calc.735 2.97 Calc.580 0.8a Calc.801 1.70 Calc.735 2.54 Calc.887 0.91 Calc.981 5.7 Expt.1050

from sections 6.3 Calc.324 4.74 kc Calc.86 2.76 Calc.687 2.99 Calc.581 0.95a Calc.805 2.76 Calc.687 3.0 Calc.861 1.0 Calc.985 5.75–5.84 Expt.1030

VC 1, IVC 1, 8.0 Calc.324 4.81 Calc.103 2.86 Calc.717 3.20 Calc.582 1.09a Expt.799 2.86 Calc.717 3.1 Calc.886 1.0 Calc.980

VI C 1, VIII C 1, 8.8 Expt.271 4.969 ka Calc.86 2.89 Calc.717 3.40 Calc.596 1.11a Expt.807 2.89 Calc.717 4.8 Calc.866 1.1 Calc.953

VII C 1, IXC 1, 9.5 Expt.324 5.341 kc Calc.94 3.50 Calc.686 3.6 Calc.596 1.12a Calc.781 3.50 Calc.686 14.2 Calc.861 1.24 Calc.986

XC1, XI C 1, 9.9 Expt.319 5.35 kb Calc.86 3.65 Calc.715 3.372 e? Expt.584 1.18a Calc.781 3.65 Calc.715 3.6 Expt.866 1.39 Calc.931

XII C 5.581 ka Calc.94 3.7 Calc.718 3.373 e? Expt.585 2.16 Expt.790 3.70 Calc.718 4.30 Expt.889

Film 5.911 kb Calc.94 3.37 Expt.723 3.406 e? Expt.586 2.18 Calc.809 3.37 Expt.723 1.43 Calc.887

4.0 Calc.324 4.52 kc Expt.59 3.54 Expt.719 3.405 ek Expt.584 2.28 Expt.799 3.54 Expt.719 Film 1.48 Calc.981

6.29 Calc.318 4.57 ka Expt.95 3.56 Expt.727 3.407 ek Expt.585 3.56 Expt.727 3.25 Expt.888 1.6 Calc.977

6.52 Expt.321 4.79 kb Expt.59 4.0 Expt.720 3.445 ek Expt.586 Film 4.0 Expt.720 3.55 Expt.892 1.9 Calc.886

6.7 Expt.322 5.04 kc Expt.86 3.57 ?c Expt.724 1.2a Expt.808 3.57 ?c Expt.724 3.4–3.58 Expt.873 2.11 Calc.981

6.8 Expt.307 5.15 kc Expt.94 3.93 kc Expt.724 Film 1.2a Calc.801 3.93 kc Expt.724 3.5–4.5 Expt.872 2.2 Calc.987

5.37 ka Expt.94 3.08–3.37 Expt.591 1.45a Expt.806 3.47–3.86 Expt.895 1.35 Expt.937

5.40 ka Expt.86 Film 3.27–3.31 Expt.592 1.47a Expt.799 Film 3.8 Est.840 1.7 Expt.987

5.64 kb Expt.86 3.7 Expt.722 3.29 Expt.594 2.20 Expt.811 3.7 Expt.722

5.68 kb Expt.94 3.71 Expt.721 3.3 Expt.595 2.22 Expt.792 3.71 Expt.721 Film

3.64–3.94 Expt.725 3.366 e? Expt.590 2.25 Expt.787 3.64–3.94 Expt.725 1.4 Expt.984

4.72 Expt.97 3.94–3.96 Expt.711 3.366 ek Expt.590 2.3 Expt.797 3.94–3.96 Expt.711 1.55 Expt.968

4.74 Expt.97 4.38 Expt.709 2.36 Expt.814 4.38 Expt.709 1.56 Expt.968

4.94 Calc.101 4.35 ?c Expt.726 2.4 Expt.795 4.35 ?c Expt.726 1.65 Expt.968

4.99 Calc.101 4.52 ?c Expt.726 4.52 ?c Expt.726 1.67 Expt.968

4.9 Expt.99 5.59 kc Expt.726 5.59 kc Expt.726 1.79 Expt.970

4.9 Expt.77 5.67 kc Expt.726 5.67 kc Expt.726 1.87 Expt.970

1.97 Expt.970

2.03 Expt.970

Static 9.385 (?c) Calc.351 10.84 (a) Calc.132 9.0 Calc.463 7.61 (?c) Calc.588 18.1 6 2.5Expt.824,82714 6 2 (?c) Expt.
756 12 Expt.855 12.3 Calc.977 Not

Reporteddielectric 11.614 (kc) Calc.351 13.89 (c) Calc.132 9.05 Calc.457 8.50 (kc) Calc.588 96 0.5 (kc) Expt.756 11.9 Expt.917 12.26 Calc.970

constant e0 8.9 (?c) Calc.326 11.49 (b) Calc.132 8.9 Expt.406 8.12 Calc.557 11.9 Expt.871 12.45 Calc.970

11.614 (kc) Calc.326 12.4 (c�) Expt.43 8.91 (kc) Expt.617 11.75 Calc.871 12.76 Calc.970

9.395 (?c) Expt.357 10.2 (a�) Expt.43 7.77 (?c) Expt.
617 13.0 Calc.970

11.589 (kc) Expt.357 10.87 (b) Expt.43 8.59 (kc) Expt.617

10.19 (a) Expt.144 7.46 (?c) Expt.
617

12.27 (c�) Expt.144

10.05 (a�) Expt.144

12.4 (c) Expt.144
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TABLE LIV. (Continued.)

Al2O3 Ga2O3 In2O3 ZnO CdO SnO2 NiO CuO Sc2O3

Property Value Met./Ref. Value Met./Ref. Value Met./Ref. Value Met./Ref. Value Met./Ref. Value Met./Ref. Value Met./Ref. Value et./Ref. Value Met./Ref.

10.6 (b) Expt.144

High 3.077 (?c) Calc.351 3.8 exx Calc.44 3.82 Calc.428 3.70 (?c) Calc.617 5.4 Calc.827 3.70 (?c) Expt.210 5.4 Expt.855 7.29–7.84 Calc.970 Not

reportedfrequency 3.072 (kc) Calc.351 2.9 eyy Calc.44 3.9 Calc.457 3.78 (kc) Calc.617 5.4 Expt.829 3.90 (kc) Expt.210 5.7 Calc.871

dielectric 3.070 (?c)Calc.
351,357 3.8 ezz Calc.44 3.903 Calc.463 3.61 (?c) Calc.617

constant e1 3.065 (kc) Calc.351,357 3.85 exx Calc.132 4.0 Expt.406 3.76 (kc) Calc.617

3.064 (?c) Calc.326 3.81 eyy Calc.132

3.038 (?c) Calc.326 4.08 ezz Calc.132

4.71 Calc.33

4.72 Calc.97

3.57 Expt.97

3.53 Expt.1086

IR active 2A2u, 4Eu Expt.350 4Au, 8Bu Refs. 44

and 135

16Fu Refs. 486

and 532

A1, E1, Refs. 614 Not

reported

A2u, 3Eu Refs. 753

and 774

Not

reported

3Au, 3Bu Ref 1009 16Fu [Predicted

phonon modes Ref. 1048

Raman active 2A1g, 5Eg Expt.350 10Ag, 5BgRefs. 112

and 135

4Ag, 4Eg, Ref. 485 A1, E1, Ref. 618 Not

reported

A1g, B1g, Refs. 753

and 774

Not

reported

Ag, 2Bg Ref. 1009 4Ag, 4Eg, [Predicted

phonon modes 14Fg Ref. 532 2E2 B2g, Eg Ref. 746 14Fg Ref. 1048

aIndirect gap.
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Debye temperatures while certain values for In2O3 were comparable to
Ga2O3. Al2O3 had the largest specific heat values while CdO saw the
lowest reported value. This follows the same trend seen in the Debye
temperature; Al2O3 being the highest and CdO being the lowest. Of
note, Ga2O3, ZnO, NiO, and CuO all reported similar specific heat val-
ues. The highest values of thermal conductivity were shown in ZnO.
The reported ZnO thermal conductivity values were also very wide
ranging across multiple samples, differing up to 101 W/(mK).
Continuing with the trend seen throughout the thermal property com-
parisons, CdO has the lowest thermal conductivity. Anisotropy was
seen in the thermal conductivity of Ga2O3 and SnO2. The thermal dif-
fusivity was the least reported parameter throughout the review with
no value being reported for five of the nine oxides, though calculated
values can be derived from the thermal conductivity and specific heat
capacity. Values of thermal diffusivity were specifically reported for
Ga2O3, In2O3, SnO2, and NiO. NiO had the highest reported thermal
diffusivity while SnO2 had the lowest average thermal diffusivity. The
single lowest thermal diffusivity value was found experimentally in an
In2O3 (ITO) thin film. CdO has the highest average CTE of the nine
reviewed oxides. The single highest reported value for CTE was seen
along the [100] direction of Ga2O3. This could be considered an outlier
as other sources report a much lower CTE along the [100] both experi-
mentally and theoretically. The lowest CTE value was seen for CuO.
By observing the reported thermal property values, it can be concluded
that CdO may experience the greatest thermal effects due to low con-
ductivity and high CTE. Al2O3, NiO, and CuO are often the three
oxides with the most advantageous thermal properties that we
reported on. Ga2O3 had thermal property values that appeared
“middle of the pack” in comparison to the other oxides. The reported
values were generally neither the highest nor the lowest. For an ultra-
wide bandgap material, these thermal property values show why there
has been a strong increase in interest of Ga2O3 in high voltage and
high temperature applications.

The electron affinity was reported for all of the reviewed oxides.
The lowest electron affinity was reported theoretically for Sc2O3. The
lowest experimental electron affinity was found for CuO. Al2O3 and
NiO appeared to have similar electron affinities varying by around 0.1
eV. The highest electron affinity was reported experimentally for CdO.
The electrical breakdown field was a parameter that could be predicted
based on the bandgap. Predictions were made for each of the oxides;
CuO had the smallest electrical breakdown field while Al2O3 had the
largest predicted value. For Al2O3 and Sc2O3, there were experimental
values reported. For both instances, the experimental value were

drastically lower than the predicted value. The electron effective mass
was widely reported throughout literature for most of the oxides. P-
type NiO had no applicable values, and Sc2O3 had no reported values.
A large portion of the reported values were calculated and often wide
ranging. Anisotropy was seen in the effective masses of Ga2O3 and
SnO2. The heaviest effective electron mass was a calculated transverse
effective mass for CuO and could be considered an outlying value as it
is almost 3.0 me higher than the other values. The lowest electron
effective was a calculated value for CdO. CdO and In2O3 appear to
have the lowest average effective masses for the reported values. The
effective hole mass was not as widely reported. Ga2O3 had no applica-
ble values while Sc2O3 had no reported values. The effective hole mass
was drastically larger than the effective electron mass with the excep-
tion of CdO. While no anisotropy was seen in the electron effective
mass of Al2O3, there is estimated anisotropy for the hole effective
mass. Anisotropy was also calculated to be present in SnO2 and NiO.
The largest effective hole mass was predicted for Al2O3 while CdO had
the smallest predicted value. According to the reported values, there
were no experimentally determined effective hole mass values.
Electron mobility was another wide ranging parameter that had heavy
dependence on the crystal and film quality as well as the dopants used.
The largest experimental mobility value was seen in CdO thin films.
The second largest experimental mobility was seen in dysprosium
doped CdO. The smallest electron mobility was seen experimentally in
NiO with Al2O3 having only a slightly larger mobility. Oxides such as
In2O3, ZnO, CdO, and SnO2 had wide ranging reported values. It can
be concluded that much of the lower mobility vales seen in the litera-
ture were a result of immature growth techniques and poor quality.
With time and expanded research, quality increased greatly, resulting
in increased mobility values. Both Ga2O3 and In2O3 have a calculated
theoretical maximum mobility. Experimental mobility values show
there is still much room for improvement in the mobility of these
oxides, as they are well below the theoretical limit. Hole mobility was
only reported for NiO and CuO. NiO had the larger hole mobility
both experimentally and theoretically.

The bandgap values were wide ranging across each of the oxides
due to the multiple experimental and theoretical methods used to
determine the bandgap. CuO contains some of the smallest experi-
mentally determined bandgap energies while Al2O3 has the largest
experimentally determined bandgap energy. The second largest
bandgap energy was found in Sc2O3; however, only three values were
reported for thin films and none for bulk. Table LI highlights the
anisotropic bandgap energies of b-Ga2O for the three unique crystallo-
graphic directions from ellipsometry measurements and absorption
edge measurements. The ellipsometry measurements are notoriously
higher than the absorption edge measurements as they account for the
excitonic nature of the monoclinic b-Ga2o3 and offer what we believe
to be representations of the true bandgap energies. The trend of b > a
> c hold true regardless of the experimental method used to determine
the bandgap energy. Values for the average ellipsometry measure-
ments are from Refs. 86 and 94, while the values for the average
absorption edge measurements are from Refs. 59, 95, and 96.
Calculated and first principles methods were not considered in this
comparison because they span large values and can be easily altered by
changing the functionals used in the calculation. The static dielectric
constant was reported for each of the oxides with the exception of
Sc2O3. Anisotropy of the static dielectric constant was reported in

TABLE LV. The average experimentally determined bandgaps (eV) of bulk b-Ga2O3

along three directions. Differentiation is made for bandgap energies determined using
SE and values considered to be the onset of absorption (Abs.).

Method Direction Avg. expt. Eg

SE E k c 5.095
E k a 5.385
E k b 5.66

Abs. E k c 4.50
E k a 4.57
E k b 4.73
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Al2O3, Ga2O3, ZnO, and SnO2. In Ga2O3, the anisotropy seen theoreti-
cally was much smaller than the experimental anisotropy. The highest
value for the static dielectric constant was reported for CdO, while the
lowest value was seen in ZnO. The high frequency dielectric constant
was reported for all the oxides except Sc2O3 and was lower than the
static dielectric constants for all oxides. Anisotropy was seen in the
same oxides that had anisotropy within the static dielectric constant;
Al2O3, Ga2O3, ZnO, and SnO2. In Ga2O3 the magnitude of the anisot-
ropy was noticeably smaller.

XII. CONCLUSION

We have provided a comprehensive review of transparent con-
ducting and semiconducting oxides that include Ga2O3, Al2O3, In2O3,
ZnO, SnO2, CdO, NiO, CuO, and Sc2O3. We have highlighted basic
material properties, including the density, bulk modulus, and melting
point. Thermal properties include the CTE, specific heat, Debye tem-
perature, thermal conductivity, and thermal diffusivity. The phonon
properties of the oxides were highlighted and included the irreducible
representations as well experimental and calculated phonon frequen-
cies. The electrical properties included throughout the review consisted
of the electron affinity, electrical breakdown field, effective mass, car-
rier mobility, and the static and high frequency dielectric constants.
Special attention has been given to the electronic structure and
bandgap values for each oxide. Where applicable, the makeup of the
electronic structure was detailed. A wide range of bandgap values were
cited to provide a broad outlook on what has been reported across lit-
erature. Comparisons were made between the multitude of theoretical
and experimental methods that are used to determine the bandgap;
often resulting in differing values.

Illustrations have been provided for applicable crystal structures
and unit cells as well as electronic band structures and Brillouin zones
where applicable. The numerous bandgap values cited from the litera-
ture are presented in tables within each oxide section. Tables LI–LV
highlighted the basic material, thermal, electrical, and optical proper-
ties as well as presented those values for comparison across the nine
oxides. By comparing these oxides with each other, trends can be iden-
tified such as the relatively good thermal conductivity of Al2O3 in
comparison with that of CdO, for instance. A lack of reported values,
as was the case of Sc2O3 where thermal data are essentially nonexistent
in the literature, highlights the possibility for future research. A wide
range in experimentally determined bandgaps, as was the case of the
monoclinic Ga2O3 phase, highlighting an ongoing debate in the litera-
ture regarding basic material properties whose determination may be
complicated by a number of factors. We also have highlighted the con-
tinued need for research into metastable phases where sample avail-
ability could hinder basic research, as was the case for many of the
Ga2O3 and Al2O3 metastable phases as well as the many theorized and
expected phases of Sc2O3.

Oxide materials have progressed much over the past decades as is
evident from the cited sources used in this review that span 92 years.
Oxides have provided many key elements in a wide range of electrical
devices and applications that have been highlighted throughout this
review. As the limits of technology continue to be pushed further, the
understanding of how oxides integrate into applicable fields as well as
the research methods behind them is expected to progress. This review
has intended to facilitate future research into oxide semiconductors by

comprehensively providing as much information as it is practical to
compile into a single document.
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APPENDIX A: PROPERTY DEFINITIONS

The parameters covered in this Review encompass a wide
range of material properties such as electrical, optical, and ther-
mal properties. The parameters that are included throughout the
review are listed and defined below. Specific growth methods for
single-crystal and thin film samples of each oxide are also
highlighted throughout the review. Process details and a brief
historical context to the development of the growth method are
also listed below.

Bandgap—The difference between the valence band maximum
and conduction band minimum of a material. When the valence
band maximum and conduction band minimum occur at the same
point in reciprocal (k) space, the material is said to have a direct
bandgap and no momentum transfer is needed for electronic transi-
tion. If the valence band maximum and the conduction band mini-
mum do not occur at the same point in reciprocal space, the
material is said to have an indirect bandgap and momentum trans-
fer is required for electronic transitions, units of eV.

Bulk modulus—Measure of materials’ resistance to uniform
compression, units of GPa.

Debye temperature—The temperature with which the highest
normal mode of vibration occurs for a crystal, units of K.
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Density—The mass per unit volume of a material or substance,
units of g/cm3.

Effective mass—The effective mass is a quasi-particle’s inertial
mass that it appears to have when it is interacting with other similar
particles or responding to applied forces. The effective mass is also
considered a characteristic property of a material since particles
move and interact differently within different materials, units of m�

e
(free electron mass). The effective mass is a tensor by definition and
depends on momentum, energy, and band index of the quasi-
particle, and individual tensor elements are real-valued and can be
positive or negative.

Electrical breakdown field—A measure of how high of an electric
field a given material can withstand before conducting charge. This cor-
responds to the peak electric field of a material, units of MV/cm.

Electron affinity—The amount of energy an electron needs in
order to be excited from the conduction band minimum up to the
vacuum level. It can also be considered as the amount of energy
released when an electron is moved from the vacuum level to the
bottom of the conduction band, units of eV.

Fundamental bandgap—Often referred to as the lowest direct
band-to-band transition. The fundamental bandgap usually requires
a variety of methods and techniques in order to determine since the
excitonic contributions alter the results, units of eV.

High frequency dielectric constant—The dielectric constant of
a material under high frequency conditions, unit-less parameter.
This parameter is usually understood to be measured at frequencies
far above the phonon mode bands and far below the onset of
absorption at the fundamental band to band transition such that dis-
persion from both processes—phonon mode absorption and band-
to-band transitions—can be ignored. Typically, for most oxides, this
range is in the near IR spectral region, below 1 and above 0.2 eV.

Melting point—The temperature with which a material, ele-
ment, or substance will transition from solid to liquid.
Multicomponent systems may undergo solidification across a tem-
perature range determined by the phase diagram solidus and
liquidus (e.g., alloys of AlGaO). At this temperature, the solid and
liquid phases exist in equilibrium, units of �C or K.

Mobility—The measure of a charged carrier saturation velocity for
a given applied electric field. Determined by charge carrier scattering
due to multiple mechanisms such as impurity scattering and phonon
scattering. High quality material with few defects produces charge car-
rier mobilities limited by intrinsic factors. Units of cm2/(V s).

Optical bandgap—Photons of a selected frequency are used to
help excite electrons from the valence band to the conduction band.
The energy of the exciton determines the onset of the transition
between vertical intrabands, units of eV.

Phonon mode—An elementary vibrational motion of atoms in
a crystal lattice uniformly oscillating at a single frequency.

Specific heat—How much heat is required in order to raise the
temperature of a unit mass or quantity for a material or substance
by one degree. This amount is usually one degree. Specific heat is
found across literature in units of J/(mol K), cal/(mol K), cal/(g �C).
Where possible, this review uses J/(gK) to represent units of specific
heat.

Static dielectric constant—The dielectric constant of a material
when under conditions such as low frequency or a constant electric
field, unit-less parameter.

Thermal conductivity—The ability for a material or substance
to conduct heat including electronic and phononic contributions,
units of W/(m K).

Thermal diffusivity—Measure of the rate of heat transfer in a
material from a cold point to a hot point. Related to the thermal
conductivity by material constants of heat capacity and density. A
high thermal diffusivity means that heat will transfer quickly. It can
also be described as a material ability to conduct thermal energy rel-
ative to the ability to store thermal energy, units of mm2/s.

Coefficient of thermal expansion (CTE)—The amount of
change in the length, area, or volume of a material when the tem-
perature is changed. May be of unspecified dimension in the litera-
ture typically meaning the linear coefficient of thermal expansion,
units of 
 10�6 K�1 (e.g., ppm K�1).

APPENDIX B: GROWTHMETHODS

Atomic layer deposition (ALD)—Atomic layer deposition is
reported to have been discovered and developed twice over the
course of the 1960s and 1970s. In the 1960s, Stanislav Koltsov and
Valentin Aleskovsky of the Leningrad Technological Institute devel-
oped ALD by using the metal chloride reaction alongside water
with silica to fabricate thin films. This process was named molecular
layering.1087 The second discovery, said to be independent of the
first, was made by Tuomo Suntola in the mid-1970s. He developed
this method as a way to produce and fabricate high quality thin
films for electroluminescent displays. Suntola named his process
atomic layer epitaxy (ALE).1088 The first experiment that Suntola
attempted with this process was the growth of ZnS using elemental
Zn and S. Further advancements were made to the process when
Suntola and his fellow researchers decided to switch from a high
vacuum reactor to an inert gas reactor. The inert gas reactor allowed
for the use of reactants such as hydrogen sulfide, water vapor, and
metal chlorides.1088 The name “atomic layer deposition” was sug-
gested by Markku Leskel€a at the ALE-1 conference in 1990. It took
around 10 years for the name ALD to gain traction and
acceptance.1089

The process of ALD involves growing thin films by exposing a
surface to gaseous precursors. These precursors flow within the
reaction chamber as separate pulses, where no two precursors are
ever present at the same time. During the pulse of each single pre-
cursor, the gaseous molecules begin to interact with the target sur-
face. Once all of the reactive sites that are exposed on the surface
have been consumed by the precursor, the reaction self-terminates.
Typically, the chamber is then flushed and the alternate precursor
pulse begins. A single ALD cycle occurs after the substrate has been
exposed each precursor typically once. The number, duration, pres-
sure, fill rate, and flush rates of ALD cycles and the precursor–
surface interaction determine the thickness, uniformity, and precision
of deposited material.1090

Chemical vapor transport (CVT)—Chemical vapor transport
was first seen in the literature around the early 1960s by Harold
Sch€afer after publishing his text on chemical transport reactions.1091

The process involves taking compounds and elements that are
nonvolatile and converting them into volatile derivatives. The reac-
tions and transport occur within a sealed reactor tube where
there is a temperature gradient between the two ends of the reactor.
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This temperature gradient is essential for the CVT process. The vol-
atile derivative travels through the reactor from the heated starting
point by way of a transport agent and moves freely toward the other
side. Once reaching the other side of the reactor, the gaseous agent
will undergo a reaction and form a solid that is deposited at that
end of the reactor tube. CVT differs from chemical vapor deposi-
tion (see MOCVD) in that there is no need for the decomposition
of a gaseous precursor.

Czochralski method (CZ)—The Czochralski method was
invented by Jan Czochralski in 1916 in what could be called an acci-
dent. Instead of dipping his ink pen into an inkwell, he placed it
into a crucible of molten tin that was left on a table to crystallize.
Upon rapidly withdrawing the pen, he observed thin threads of tin
that had solidified at the pen tip. This showed that crystallization
could occur by pulling from a melt surface.1092 The now well
researched growth method often utilizes an iridium or suitably inert
crucible containing the desired melt typically heated via induction.
A seed crystal is dipped into the melt, withdrawn and rotated at a
specific rate unique to a given material. These rates also control the
desired crystal diameter.1093

Edge-defined film-fed growth (EFG)—EFG is a process that
was developed in the mid-1960s by Harold LaBelle and Ed Mlavsky.
The process involves using a die or shaper to control the crystal
dimensions. A crucible holds the melt for the desired crystal and
resides below the shaper. By utilizing capillary action, the melt
material is driven upward through a small slit within the shaper. A
seed crystal is placed in contact with the liquid melt that has risen
through the slit. A crystal begins to form where the solid seed crys-
tal touches the liquid melt. As the seed is pulled upward, the crystal
begins to grow in size with more liquid melt being added.62,1093

Float zone growth (FZ)—The float zone growth technique,
sometimes referred to as vertical zone melting, was originally devel-
oped by William Gardner Pfann in the early 1950s at Bell Labs. His
zone melting helped to control impurities within semiconductors
such as germanium.1094 The process was further improved a few
years later in 1955 by Henry Theurer, another Bell Labs scientist.
His modified method allowed for the purification of silicon, which
required a higher melt temperature than germanium, which could
not be obtained from Pfann’s original method. Theurer called his
method float-zone refining and involved clamping a rod of silicon
at both ends and passing it through a vertical heating coil. Surface
tension holds the molten segment in place between the solid por-
tions of the rod.1095,1096 This method does not require the use of a
crucible, which is often the source of many contaminants.

Flux growth method—The flux method for growing single
crystals uses high temperature solutions. The flux in the process is
often an oxide or molten salt that is used as a solvent. A substance
that is used as a “flux” is commonly used in order to dissolve an
oxide similar to soldering or to reduce the melting temperature.1097

Due to the broad applications and long history of the flux growth
method, it was not possible to track down a citable source on the
origins or the inventors of this growth method.

Magnetron sputtering—Sputter deposition is often used to
produce large quantities of thin films. Sputtering is also a form of
physical vapor transport/deposition (PVT/PVD). Sputtering utilizes
simple equipment that allows for large area coatings that have a
strong adhesion. In the magnetron sputtering process, a sputtering

gas at low pressure, typically argon, is inserted into the chamber
and energized into a plasma, wherein it is directed electromagneti-
cally to impinge upon a target material producing spall and erosion
of the target. The liberated atoms or small clusters are directed
away from the target surface they originated from and travel toward
and deposit onto the substrate. Common modifications include the
use of an applied sample bias to increase the impingement energy
of the atoms and clusters, thereby increasing density or adhesion as
well as reactive gasses (e.g., oxygen or nitrogen) to control deposited
material stoichiometry.1098

Metalorganic chemical vapor deposition (MOCVD)—
Metalorganic chemical vapor deposition (MOCVD) or metalorganic
vapor-phase epitaxy (MOVPE) was first reported in the literature
by H. M. Manasevit in the late 1960s. First in 1968, Manasevit
reports on the use of chemical vapor deposition for the successful
growth of GaAs single-crystals on other single-crystal insulating
oxides. No mention of metalorganics was made in this publica-
tion.1099 A year later in 1969, Manasevit et al. (Ref. 1100) used
MOCVD to successfully grow single crystal films of GaAs, GaP,
GaAs1�xPx, and GaAs1�xSbx onto GaAs. Decompositions of alkyl-
gallium placed in the presence of phosphine, arsine, arsine-
phosphine, and arsine-stibine were used. These findings showed the
possibility of growing compound semiconductor films using
MOCVD.1100 The MOCVD process uses ultra-pure precursor gases
that are inserted into a reactor with a carrier gas. As the precursor
gas approaches the wafer held inside the reaction chamber, pyrolysis
occurs and the subspecies present in the gaseous precursor are
adsorbed onto the substrate.

Molecular beam epitaxy (MBE)—Molecular beam epitaxy is
another method for thin film deposition that was first invented in
the 1960s by Bell Lab scientists Alfred Cho and J. R. Arthur. Prior
to their credited invention, K. G. G€unter was said to have had the
original idea behind the MBE process after he deposited non epitax-
ial films onto glass substrates.1101 G€unther’s method did yield suc-
cessful epitaxial growth when John Davey and Titus Pankey grew
GaAs films onto a GaAs single crystal. According to Davey et al.
(Ref. 1102), the process was named vacuum evaporation. However,
it was the advancements made by Cho and Arthur that propelled
the MBE into the spotlight and earned them credits for inventing
the process.1103

The MBE process occurs at high or ultra-high vacuum. Under
these vacuum conditions, atoms will have a large mean free path
and will be able to travel toward the substrate without being
impeded. The substrate for the deposition is held on a heated holder
and rotated for high uniformity. Effusion cells or chambers aimed
at the substrate contain the materials for deposition. Heating coils
around the effusion cells allow for precise temperature control.
Each effusion cell has a shutter that prevents any excess material
from being deposited. MBE is a slow but very precise deposition
process. Accurate measures of layer thickness is obtained by elec-
trons that are shot incident to the substrate using reflection high-
energy electron diffraction (RHEED).

Optical float zone—Optical float zone growth of single crystals
is similar to the float zone growth mentioned above. The only major
difference is the heating method. An optical heating method is
applied since other methods such as RF or electron beam heating
require close coupling to the material of either an RF coil, also
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requiring absorbing material or an electron gun source requiring
vacuum. The process of using a carbon arc along with elliptical mir-
rors made crystal growth of magnesium ferrite and sapphire more
feasible.1104

Physical vapor transport (PVT)—Physical vapor transport or
physical vapor deposition (PVD) can be used for both single-crystal
and thin film growth. PVT can be considered a broad classification
for a variety of deposition methods that occur under vacuum condi-
tions. Examples include pulsed laser deposition, sputter deposition,
evaporative deposition, and cathodic arc deposition. The basic pro-
cess involves taking a starting solid material and transforming it into
a vapor or gas phase before eventually returning it to a solid phase.
The resultant solid phase will have a change in physical morphology.
The starting material is turned into the gas phase by various meth-
ods of evaporation. One major disadvantage of PVT/PVD is that
once the source material is vaporized and transported it will be
deposited on many surfaces within the vacuum chamber, not just
the target substrate. However, this disadvantage is often outweighed
by the plethora of advantages that PVT/PVD offers such as a wide
range of possible coating materials, a wide range of specific methods
of application, lack of potentially toxic chemicals or solvents, and
coatings that are often durable and resistant to high temperatures.

Pulsed laser deposition (PLD)—Pulsed laser deposition is a
specific form of physical vapor transport/deposition (PVT/PVD).
According to Mihailescu et al. (Ref. 1105), the first intentional
attempt at deposition via a laser-ablated substance was not until the
mid-1960s when Smith et al. (Ref. 1106) used a ruby laser to deposit
CdTe, ZnTe, PbTe, and other various films. The attempt was met
with disappointment as the samples were of poor quality and uni-
formity. It was not until the development of high quality lasers in
the 1970s and 1980s that PLD began to gain traction. Newer lasers
had the ability to deliver high intensity, shorter pulses on the nano-
to femtosecond range. UV lasers also provided great improvement
for ablation, and thus allowed for congruent vaporization. From
these advancements, it was now possible to transfer a stoichiometric
substance from the target or to control the chemical reactions to
improve deposition uniformity.1105 The process involves focusing a
laser onto a target containing the substance desired for deposition.
In vacuum, the laser vaporizes the target where a plasma plume car-
riers the vaporized material to the substrate for deposition. A high
vacuum or background gas, such as oxygen, is required for this
deposition process. Many complications beyond the scope of this
review occur from the laser interaction with the target and the
ejected species.

Spray pyrolysis—According to Mooney et al. (Ref. 1107), spray
pyrolysis was first reported in 1966 by Chamberlin et al. (Ref.
1108). In the same year, they proceeded to use their new technique
called chemical spray deposition in order to fabricate CdS solar
cells.1109 The process of spray pyrolysis involves spraying a solution
from an atomizer onto a heated surface. A chemical compound is
then formed. Any component of the solution that is not desired for
the thin film growth is chosen so that it is volatile under the temper-
ature conditions for the given deposition. The deposition tempera-
ture is important as it plays a role in numerous processes, including
the aerosol generation, transport, solvent evaporation, precursor
decomposition, and droplet impact. Film morphology is usually
determined by the substrate temperature.1110

Verneuil method—The Verneuil method for crystal growth
(often called flame fusion) is considered to be the first commercially
successful method for growing gemstones. The process is named
after A. V. L. Verneuil himself who published his flame fusion tech-
nique in 1902 after synthesizing ruby.297 The Verneuil method was
created to solve the issue of achieving the high melting point of alu-
mina at over 2000 �C. Verneuil solved this issue by only heating
and melting a small portion or volume of the material. The tech-
nique involves an inverted oxy-hydrogen burner that heats the top
of a pile of alumina powder. The flame causes the powder to fuse
and begin a seed crystal. More powder is inserted into the gas
stream often containing oxygen. The powder travels down a tube
toward the flame which causes it to melt into droplets fusing onto
the seed crystal. As the amount of droplets continues to build up on
the seed crystal, the rod is lowered. This allows for existing drops to
crystallize upon the seed while the droplets nearest the flame
remain liquid. The liquid–solid phase boundary can be kept at a
steady and continuous height within the flame if the crystal retrac-
tion rates and powder flow are balanced.1093,1111
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586A. Djuri�sić, Y. Chan, and E. Li, “The optical dielectric function of ZnO,”
Appl. Phys. A 76, 37–43 (2003).

587W. Liang and A. Yoffe, “Transmission spectra of ZnO single crystals,” Phys.
Rev. Lett. 20, 59 (1968).

588H. Yoshikawa and S. Adachi, “Optical constants of ZnO,” Jpn. J. Appl. Phys.,
Part 1 36, 6237 (1997).

589V. Srikant and D. R. Clarke, “On the optical band gap of zinc oxide,” J. Appl.
Phys. 83, 5447–5451 (1998).

590R. Schmidt, B. Rheinl€ander, M. Schubert, D. Spemann, T. Butz, J. Lenzner, E.
Kaidashev, M. Lorenz, A. Rahm, H. Semmelhack, and Grundmann,
“Dielectric functions (1 to 5 eV) of wurtzite MgxZn1-xO (x 6 0.29) thin films,”
Appl. Phys. Lett. 82, 2260–2262 (2003).

591S. Benramache, O. Belahssen, A. Guettaf, and A. Arif, “Correlation between
electrical conductivity-optical band gap energy and precursor molarities ultra-
sonic spray deposition of ZnO thin films,” J. Semicond. 34, 113001 (2013).

592B. Zhu, X. Sun, X. Zhao, F. Su, G. Li, X. Wu, J. Wu, R. Wu, and J. Liu, “The
effects of substrate temperature on the structure and properties of ZnO films
prepared by pulsed laser deposition,” Vacuum 82, 495–500 (2008).

593S.-S. Lin and J.-L. Huang, “Effect of thickness on the structural and optical
properties of ZnO films by rf magnetron sputtering,” Surf. Coat. Technol.
185, 222–227 (2004).

594S. Ilican, Y. Caglar, and M. Caglar, “Preparation and characterization of ZnO
thin films deposited by sol-gel spin coating method,” J. Optoelectron. Adv.
Mater. 10, 2578–2583 (2008).

595M. Izaki and T. Omi, “Transparent zinc oxide films prepared by electrochemi-
cal reaction,” Appl. Phys. Lett. 68, 2439–2440 (1996).

596B.-C. Shih, Y. Xue, P. Zhang, M. L. Cohen, and S. G. Louie, “Quasiparticle
band gap of ZnO: High accuracy from the conventional G0W0 approach,”
Phys. Rev. Lett. 105, 146401 (2010).

597L. Wang and N. Giles, “Temperature dependence of the free-exciton transi-
tion energy in zinc oxide by photoluminescence excitation spectroscopy,”
J. Appl. Phys. 94, 973–978 (2003).

598N. Ohashi, T. Sekiguchi, K. Aoyama, T. Ohgaki, Y. Terada, I. Sakaguchi, T.
Tsurumi, and H. Haneda, “Band-edge emission of undoped and doped ZnO
single crystals at room temperature,” J. Appl. Phys. 91, 3658–3663 (2002).

599J. E. Jaffe, J. A. Snyder, Z. Lin, and A. C. Hess, “Lda and gga calculations for
high-pressure phase transitions in ZnO and mgo,” Phys. Rev. B 62, 1660
(2000).

600J. Majewski and P. Vogl, “Simple model for structural properties and crystal
stability of sp-bonded solids,” Phys. Rev. B 35, 9666 (1987).

601S. Desgreniers, “High-density phases of ZnO: Structural and compressive
parameters,” Phys. Rev. B 58, 14102 (1998).

602S. Abrahams and J. Bernstein, “Remeasurement of the structure of hexagonal
ZnO,” Acta Crystallogr. Sect. B 25, 1233–1236 (1969).

603C. Boemare, T. Monteiro, M. Soares, J. Guilherme, and E. Alves,
“Photoluminescence studies in ZnO samples,” Physica B 308, 985–988
(2001).

604R. P€assler, E. Griebl, H. Riepl, G. Lautner, S. Bauer, H. Preis, W. Gebhardt, B.
Buda, D. As, D. Schikora et al., “Temperature dependence of exciton peak
energies in ZnS, ZnSe, and ZnTe epitaxial films,” J. Appl. Phys. 86,
4403–4411 (1999).

605C. Ehrhardt and K. Lark-Horovitz, “Intensity distribution in x-ray and elec-
tron diffraction patterns. X-ray atom factors of zinc in zinc oxide and chemi-
cal binding,” Phys. Rev. 57, 603 (1940).

606W. N. Lawless and T. K. Gupta, “Thermal properties of pure and varistor
ZnO at low temperatures,” J. Appl. Phys. 60, 607–611 (1986).

607L. Tr€oger, T. Yokoyama, D. Arvanitis, T. Lederer, M. Tischer, and K.
Baberschke, “Determination of bond lengths, atomic mean-square relative
displacements, and local thermal expansion by means of soft-x-ray photo-
absorption,” Phys. Rev. B 49, 888 (1994).

608S. Adachi, Properties of Group-IV, III-V and II-VI Semiconductors (John
Wiley & Sons, 2005), Vol. 16.

609R. R. Reeber, “Lattice parameters of ZnO from 4.2 to 296 K,” J. Appl. Phys.
41, 5063–5066 (1970).

610D. Klimm, D. Schulz, and S. Ganschow, in Comprehensive Semiconductor
Science and Technology, edited by P. Bhattacharya, R. Fornari, and H.
Kamimura (Elsevier Science, 2011), Vol. 3.

611€U. €Ozg€ur, X. Gu, S. Chevtchenko, J. Spradlin, S.-J. Cho, H. Morkoç, F. Pollak,
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996A. �Zivković, A. Roldan, and N. H. De Leeuw, “Density functional theory study
explaining the underperformance of copper oxides as photovoltaic absorbers,”
Phys. Rev. B 99, 035154 (2019).

997M. Beg and S. Shapiro, “Study of phonon dispersion relations in cuprous
oxide by inelastic neutron scattering,” Phys. Rev. B 13, 1728 (1976).

998P. Cortona and M. Mebarki, “Cu2O behavior under pressure: An ab initio
study,” J. Phys.: Condens. Matter 23, 045502 (2011).

999J. Loram, K. Mirza, C. Joyce, and A. Osborne, “Specific-heat evidence for
quasi-1d magnetic order in CuO,” Europhys. Lett. 8, 263 (1989).

1000I. Krynetskii, A. Moskvin, S. Naumov, A. Samokhvalov, and D. Parsons,
“The CuO single crystal anomalies in the thermal expansion and the magne-
tostriction,” JETP Lett. 56, 566–566 (1992).

1001J.-H. Hu and H. L. Johnston, “Low temperature heat capacities of inorganic
solids. XVI. Heat capacity of cupric oxide from 15 to 300K,” J. Am. Chem.
Soc. 75, 2471–2473 (1953).

1002J. A. Eastman, U. Choi, S. Li, L. Thompson, and S. Lee, “Enhanced thermal
conductivity through the development of nanofluids,” MRS Online Proc.
Library 457, 3–11 (1996).

1003S. Nallusamy, “Thermal conductivity analysis and characterization of copper
oxide nanofluids through different techniques,” J. Nano Res. 40, 105–112
(2016).

1004S. Lee, S.-S. Choi, S. Li, and J. Eastman, “Measuring thermal conductivity of
fluids containing oxide nanoparticles,” J. Heat Transfer. 121(2), 280–289
(1999).

1005Y. Hwang, Y. Ahn, H. Shin, C. Lee, G. Kim, H. Park, and J. Lee,
“Investigation on characteristics of thermal conductivity enhancement of
nanofluids,” Curr. Appl. Phys. 6, 1068–1071 (2006).

1006M. Liu, M. C. Lin, and C. Wang, “Enhancements of thermal conductivities
with Cu, CuO, and carbon nanotube nanofluids and application of mwnt/
water nanofluid on a water chiller system,” Nanoscale Res. Lett. 6, 297
(2011).

1007J. Chrzanowski and J. Irwin, “Raman scattering from cupric oxide,” Solid
State Commun. 70, 11–14 (1989).

1008H. Goldstein, D.-S. Kim, Y. Y. Peter, L. Bourne, J. Chaminade, and L.
Nganga, “Raman study of CuO single crystals,” Phys. Rev. B 41, 7192 (1990).

1009L. Debbichi, M. Marco de Lucas, J. Pierson, and P. Kruger, “Vibrational
properties of CuO and Cu4O3 from first-principles calculations, and Raman
and infrared spectroscopy,” J. Phys. Chem. C 116, 10232–10237 (2012).

1010A. Kuz’menko, D. Van der Marel, P. Van Bentum, E. Tishchenko, C. Presura,
and A. Bush, “Infrared spectroscopic study of CuO: Signatures of strong
spin-phonon interaction and structural distortion,” Phys. Rev. B 63, 094303
(2001).

1011G. Kliche and Z. Popovic, “Far-infrared spectroscopic investigations on
CuO,” Phys. Rev. B 42, 10060 (1990).

1012X. Chen, J. Irwin, and J. Franck, “Evidence for a strong spin-phonon interac-
tion in cupric oxide,” Phys. Rev. B 52, R13130 (1995).

1013W. Reichardt, F. Gompf, M. Ain, and B. Wanklyn, “Lattice dynamics of
cupric oxide,” Z. Phys. B 81, 19–24 (1990).

1014E. Kroumova, M. Aroyo, J. Perez-Mato, A. Kirov, C. Capillas, S. Ivantchev,
and H. Wondratschek, “Bilbao crystallographic server: Useful databases and
tools for phase-transition studies,” Phase Transitions 76, 155–170 (2003).

Applied Physics Reviews REVIEW scitation.org/journal/are

Appl. Phys. Rev. 9, 011315 (2022); doi: 10.1063/5.0078037 9, 011315-124

Published under an exclusive license by AIP Publishing

https://doi.org/10.1557/JMR.1990.0053
https://doi.org/10.1016/S0025-5408(98)00010-5
https://doi.org/10.1016/j.vacuum.2008.10.003
https://doi.org/10.1016/S0169-4332(03)00108-9
https://doi.org/10.1007/s12540-013-6030-y
https://doi.org/10.1007/s12540-013-6030-y
https://doi.org/10.1016/0022-0248(94)90059-0
https://doi.org/10.1016/j.tsf.2015.10.003
https://doi.org/10.1103/PhysRevB.38.11322
https://doi.org/10.1016/0165-1633(79)90008-X
https://doi.org/10.1103/PhysRevB.8.4857
https://doi.org/10.1143/JPSJ.67.3304
https://doi.org/10.1103/PhysRevB.83.235118
https://doi.org/10.1103/PhysRevB.56.7189
https://doi.org/10.1103/PhysRevB.40.7684
https://doi.org/10.1016/0022-3697(66)90064-3
https://doi.org/10.1016/0022-3697(66)90064-3
https://doi.org/10.1103/PhysRevB.21.1549
https://doi.org/10.1103/PhysRevB.21.1549
https://doi.org/10.1103/PhysRevB.47.4029
https://doi.org/10.1039/b611969g
https://doi.org/10.1149/1.2133269
https://doi.org/10.1016/S0360-3199(03)00109-5
https://doi.org/10.1016/S0360-3199(03)00109-5
https://doi.org/10.1103/PhysRevB.73.235206
https://doi.org/10.1103/PhysRevB.94.245418
https://doi.org/10.1103/PhysRevLett.95.086405
https://doi.org/10.1103/PhysRevLett.97.267601
https://doi.org/10.1103/PhysRevLett.97.267601
https://doi.org/10.1103/PhysRevLett.103.096405
https://doi.org/10.1007/BF01303692
https://doi.org/10.1103/PhysRevB.76.165106
https://doi.org/10.1103/PhysRevB.76.165106
https://doi.org/10.1103/PhysRevB.87.085112
https://doi.org/10.1063/1.4865957
https://doi.org/10.1051/jphys:01966002703-4014200
https://doi.org/10.1103/PhysRevB.99.035154
https://doi.org/10.1103/PhysRevB.13.1728
https://doi.org/10.1088/0953-8984/23/4/045502
https://doi.org/10.1209/0295-5075/8/3/010
https://doi.org/10.1021/ja01106a056
https://doi.org/10.1021/ja01106a056
https://doi.org/10.1557/PROC-457-3
https://doi.org/10.1557/PROC-457-3
https://doi.org/10.4028/www.scientific.net/JNanoR.40.105
https://doi.org/10.1115/1.2825978
https://doi.org/10.1016/j.cap.2005.07.021
https://doi.org/10.1186/1556-276X-6-297
https://doi.org/10.1016/0038-1098(89)90457-2
https://doi.org/10.1016/0038-1098(89)90457-2
https://doi.org/10.1103/PhysRevB.41.7192
https://doi.org/10.1021/jp303096m
https://doi.org/10.1103/PhysRevB.63.094303
https://doi.org/10.1103/PhysRevB.42.10060
https://doi.org/10.1103/PhysRevB.52.R13130
https://doi.org/10.1007/BF01454208
https://doi.org/10.1080/0141159031000076110
https://scitation.org/journal/are


1015M. L. Polak, M. K. Gilles, J. Ho, and W. Lineberger, “Photoelectron spectros-
copy of copper oxide (CuO-),” J. Phys. Chem. 95, 3460–3463 (1991).

1016R. Ku�zel and F. Weichman, “Hole mobility in Cu2O. I. Scattering by lattice
vibrations,” Can. J. Phys. 48, 2643–2656 (1970).

1017S. Knight, D. Prabhakaran, C. Binek, and M. Schubert, “Electromagnon exci-
tation in cupric oxide measured by Fabry-P�erot enhanced terahertz mueller
matrix ellipsometry,” Sci. Rep. 9, 1353 (2019).

1018X. Nie, S.-H. Wei, and S. Zhang, “First-principles study of transparent p-type
conductive SrCu2O2 and related compounds,” Phys. Rev. B 65, 075111
(2002).

1019J. Hodby, T. Jenkins, C. Schwab, H. Tamura, and D. Trivich, “Cyclotron reso-
nance of electrons and of holes in cuprous oxide, Cu2O,” J. Phys. C: Solid
State Phys. 9, 1429 (1976).

1020Y. S. Lee, M. T. Winkler, S. C. Siah, R. Brandt, and T. Buonassisi, “Hall
mobility of cuprous oxide thin films deposited by reactive direct-current
magnetron sputtering,” Appl. Phys. Lett. 98, 192115 (2011b).

1021B. Li, K. Akimoto, and A. Shen, “Growth of Cu2O thin films with high hole
mobility by introducing a low-temperature buffer layer,” J. Cryst. Growth
311, 1102–1105 (2009).

1022D. S. Murali and A. Subrahmanyam, “Synthesis of low resistive p type Cu4O3

thin films by dc reactive magnetron sputtering and conversion of Cu4O3 into
CuO by laser irradiation,” J. Phys. D: Appl. Phys. 49, 375102 (2016).

1023Z.-X. Shen, J. Allen, J. Yeh, J.-S. Kang, W. Ellis, W. Spicer, I. Lindau, M.
Maple, Y. Dalichaouch, M. Torikachvili, J. Sun, and T. Geballe, “Anderson
hamiltonian description of the experimental electronic structure and mag-
netic interactions of copper oxide superconductors,” Phys. Rev. B 36, 8414
(1987).

1024Y. Peng, Z. Zhang, T. Viet Pham, Y. Zhao, P. Wu, and J. Wang, “Density
functional theory analysis of dopants in cupric oxide,” J. Appl. Phys. 111,
103708 (2012).
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1043A. Belosludtsev, K. Ju�skevičius, L. Ceizaris, R. Samuilovas, S. Stanionyt_e, V.
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