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Abstract

Let u(m, n) (respectively, n(m, n)) denote the number of odd-balanced unimodal sequences of size 2n
and rank m with even parts congruent to 2 mod 4 (respectively, 0 mod 4) and odd parts at most half the
peak. We prove that two-variable generating functions for p(m, n) and n(m, n) are simultaneously quantum
Jacobi forms and mock Jacobi forms. These odd-balanced unimodal rank generating functions are also
duals to partial theta functions originally studied by Ramanujan. Our results also show that there is a
single C* function in R X R to which the errors to modularity of these two different functions extend.
We also exploit the quantum Jacobi properties of these generating functions to show, when viewed as
functions of the two variables w and ¢, how they can be expressed as the same simple Laurent polynomial
when evaluated at pairs of roots of unity. Finally, we make a conjecture which fully characterizes the
parity of the number of odd-balanced unimodal sequences of size 2n with even parts congruent to 0 mod 4
and odd parts at most half the peak.
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1. Introduction and statement of results

Many recent papers have explored connections between combinatorial generating
functions associated to unimodal sequences and modular forms. For example,
Andrews et al. proved in [2] that such a generating function, there described in terms
of concave compositions, is a mixed mock modular form and made connections to
Mathieu Moonshine. Additionally, first in [9], and later in [12, 15], related unimodal
generating functions were shown to be both quantum and mock modular forms. More
recently in [5], the notion of a quantum Jacobi form was defined and the first examples
of quantum Jacobi forms, given in [4, 5], were presented as certain unimodal rank
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generating functions. Here, we study rank generating functions for so-called odd-
balanced unimodal sequences and show that these combinatorial g-hypergeometric
series are quantum Jacobi and mock Jacobi forms.

To make this precise, we define the notion of a strongly unimodal sequence of size
n: it is a sequence of integers {a }* I (s € N) such that for some k € N,

O<ai<ay<---<ap>ap>->a;>0

and a; + - - - + ay = n. The rank of a strongly unimodal sequence is equal to 2k — s — 1",
Odd-balanced unimodal sequences, first defined in [15], allow odd parts to repeat on
either side of the peak ay, but they must be identical on either side and the peak must
be even. Here we study a particular unimodal rank statistic defined as follows. Let
p(m, n) denote the number of odd-balanced unimodal sequences of size 2n and rank m
with all even parts congruent to 2 modulo 4 and odd parts at most half the peak. The
rank generating function for such sequences satisfies

(1+

P =wag; (w7 g 4P
M(s7) _Z (@ 4Pn+1

i i p(m, mw"q"
n=0 m

where w := e(z), g := e(1), with e(@) := €, and the g-Pochhammer symbol is defined
by (w; @), = H;:é(l —wg’) for n € Ny U {oo}. We will use this notation (in particular,
that for w and ¢ just mentioned) throughout the paper. We define a slight normalization
of M called M* by

M (z:7) = w”zq*‘“GM(z; %) (1-1)

In Theorem 1.1, we prove that M* is a quantum Jacobi form when viewed as a
function on an appropriate subset of Q X Q and a mock Jacobi form when viewed
as a function on C x H, both with respect to the subgroup I := <{((1) %) , (‘01 _01) , (fl, ?)}) c
I'p(6) € SL,(Z), where we let (S) denote the group generated by the set S. We also
use the quantum Jacobi properties of M* to obtain an expression for M* as a Laurent
polynomial when evaluated at pairs of rational numbers in Theorem 1.5.

To state Theorem 1.1 precisely, we define the ‘errors of modularity’

1 67> Z T 1 T
(@)1= =567+ e J-3h(=3)  a=
1(z71) 2(T+ ) S 6T+] 2(6T+]) iz 5 (1-2)
N RV Sy “1)2 (9z + 172 )
Hy(z;7) = we 61+1) =

S e

"Here, we use the definition of rank as in [15]. Other sources such as [6] define rank to be
-Rk-s—-1)=s5-2k+ 1.
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32+3FDr+45 37
<J o)
6T +1 6T+ 1

97271216 1
61+ 1)1/2e(%)h(3z Fre s 37)], (1-3)

where, for z € C, T € H, the Mordell integral 4 is given by

enirt2727rzl
h(z;r)::f—dt (1-4)

r cosh(rt)

and the respective modular and Jacobi forms n and ¢ are defined in (2-1).

Theorem 1.1 below establishes the quantum Jacobi and mock Jacobi transformation
properties of the two-variable odd-balanced unimodal rank generating function M*.
The set Qp+ € Q X Q is defined in Section 3.

TueorREM 1.1. The following transformation properties hold.
(i) For (z,7) € (C x H) U Qpy+,

M (1) = M (T +2) =0, (1-5)
M (1) = M (=z;1) =0, (1-6)
672 z T
+/o. -1/2 + .
M @D+ 6+ 1D e(6‘r+ I)M (6T+ 1’67+ 1)
= Hi(z;7) + Ha(z; 7), (1-7)
M)+ M (z+1;7)=0, (1-8)
M (1) w2 M2+ 1;7)
= w1216 4 730279]16
N+ 3+ 37
+ w2 2] — gu? @ 2" 2 ) (1-9)
n(3)
(ii) In particular, for (z,7) € Qp+,
62> z T
+ -1/2 + _
K IS R
M+(Z; T) _ W—Zq—1M+(Z + 7 T) — _W—1/2q—1/16 W_3/2q_9/16. (1_1 1)

The function on the right-hand side of (1-11) extends to a C* function on R X R
and the function Hy on the right-hand side of (1-1 0) extends to a C* function on

(R \ (Z + {za —249i§1;91254,i27_4’—%9—24})) X (R \ {__})

Remarks 1.2. (1)  Theorem 1.1 shows that the function M* is a quantum Jacobi form
of weight % and index —1 with respect to I (where I' is as defined above). Direct
calculation shows that Q4+ is invariant under the action of I'.

(2) As suggested by the transformations given on C X H in Theorem 1.1, the proof
of Theorem 1.1 in Section 4 reveals that M™* is also a mock Jacobi form. In
particular, it is the holomorphic part of a nonholomorphic Jacobi form.
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We also study the quantum Jacobi and mock Jacobi properties of a second odd-
balanced unimodal rank generating function, namely, the function

1 0 n+2( 2; 2y -1 2; 2
— N(Z;T)::Zq (-wgq Q)zn( W g g
(I +w™h pary (@ 4")ns1

= D nmmw"q,
n=0 m=-oo

where 7n(m, n) counts the number of odd-balanced unimodal sequences of size 2n
and rank m with even parts congruent to 0 modulo 4 and odd parts at most half the
peak. Our function N was independently studied at around the same time in [7] by
Bringmann and Jennings-Shaffer. In [7], the relevant function is called U2, studied
there for its combinatorial, asymptotic, and mock modular properties. We also point
out that the g-hypergeometric series defining N and M are duals to partial theta
functions studied by Ramanujan [1, 17]. Parallel to Theorem 1.1, in Theorem 1.3
below, we establish the quantum Jacobi and mock Jacobi properties of the normalized
function

2
The ‘error’ function H; is as in Theorem 1.1 (see (1-2)) and Hj is defined in (4-16).
The set Qun+ € Q X Q is defined in Section 3.

N* (1) = w”zq’]/léN(z; f).

TueorEM 1.3. The following transformation properties hold.
(1) For (Z, T) € (C X H) U QN*’)

N* (@) =N @7 +2) =0, (1-12)
N*@1) = N*(-z:1) =0, (1-13)

67> z T
) -12 + '
Nz 1)+ (6T + 1) e(6¢+1)N (6r+1’6r+1)

1
= M@0+ Hy@ o, (7 -2 ) (1-14)
N @)+ Nz +1;1)=0, (1-15)
N @1 -wlg ' Nz +1;7)
= 12116 7302 479)16
o Iz + L:7)
+ W Zq 2/3(1 _qu/Z)n(—zZ) (1—16)
2
(i1) In particular, for (z,7) € Qn-+,
67> z T
nmre el
N @D+ (6T +1) e6T+1N 6T+1°67+1
1
=H1(z;T),(T¢—€), (1-17)
N @1 =w g !N @+ 137) = —w 2 V10 4 w™32g79010, (1-18)
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The function on the right-hand side of (1-18) extends to a C* function on R X R
and the function Hy on the right-hand side of (I- ]7) extends to a C* function on

(R\(Z"' {za—249i§1;’izs4ai274’—89—ﬂ}))X (R\ {__})

REMARKS 1.4.

(1) Theorem 1.3 shows that N*, like M* in Theorem 1.1, is a quantum Jacobi
form of weight % and index —1 with respect to I'. Direct calculation shows that
Q-+ is invariant under the action of I'. As was the case with M*, the proof of
Theorem 1.3 shows that N7 is also a mock Jacobi form.

(2) In (1-14) and (1-17), we must exclude pairs (z,7) with 7 = —é in order to
avoid singularities. For any y € I', we similarly must exclude pairs (z, 7) with
7 =y !(ico) in the analogues to (1-14) and (1-17).

(3) It is interesting to point out that the so-called ‘error functions’ for M* and N
on their respective quantum Jacobi sets are identical and therefore extend to
identical functions in an identical subset of R x R. That is, the functions on the
right-hand sides of (1-5), (1-6), (1-8), (1-12), (1-13), and (1-15) are identically
zero and (more interestingly) the functions on the right-hand sides of (1-10) and
(1-17) are equal, as are the functions on the right-hand sides of (1-11) and (1-18).

Using quantum Jacobi properties established in Theorems 1.1 and 1.3, we show in
Theorem 1.5 that the odd-balanced unimodal rank generating functions M* and N*
can be expressed as simple Laurent polynomials when evaluated at pairs of rationals in
Qi+ and Qu+, respectively. These evaluations are nontrivial, in that they do not simply
follow from the g-hypergeometric definitions of the functions M* and N*. These
types of evaluations have been of interest lately specifically as related to radial limits
of mock theta functions and can sometimes also be used to give simple polynomial
evaluations of Eichler integrals [5, 8, 11-13, 21].

TueoreM 1.5. The following identities hold.
(1) For(a/b,h/k) € Qp+,

+M)_
M(bk‘

?v

1 4j+1) 4j+1)%h 4j+3 4j+3)h
_EZ@Z(ﬁ a{l<;+ z_{2u+ )a l(J+) ).
j=0

(ii) For (a/b,h/k) € Qn+,

O3 hy 1 —@j+1a 4R (4 j+3)a (43 h
T ) Z({ 16k 2b 16k ).
b k)T 24

»

Remark 1.6. It is interesting to note that the same exact Laurent polynomial is used to
evaluate the functions M* and N* in parts (i) and (ii) of Theorem 1.5. See also the
remark following Theorem 1.3.

We also give a conjecture (which has since been proved; see the remark below) on
the parity of n(n), the number of odd-balanced unimodal sequences of size 2n with
even parts congruent to O modulo 4 and odd parts at most half the peak.
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Consecture 1.7. For all nonnegative integers n, n(n) is odd if and only if 8n — 1 =
3pt? or ¢‘m?, where p and q are primes congruent to 5 and 23 modulo 24,
respectively, e =1 mod 4, p 1 ¢, and g 1 m.

This implies Ramanujan-type congruences analogous to those satisfied by u(n),
the number of strongly unimodal sequences of size n, and v(n), the number of odd-
balanced unimodal sequences of size 2n + 2 given in [9] and [15].

RemARrk 1.8. Shortly after this paper was written, Lovejoy [16] provided a proof of
Conjecture 1.7 using Bailey pairs and the arithmetic of Z[ V6]. Around the same time,
Bringmann and Jennings-Shaffer [7, Theorem 1.3] also rediscovered this result and
gave a proof along the same lines.

The remainder of this paper is organized as follows. In Section 2, we recall the
definition of a quantum Jacobi form and give certain properties of some Jacobi forms
which we use in our proofs. In Section 3, we introduce some technical lemmas that
are instrumental to our work. Our main theorems are proved in Section 4.

2. Preliminaries

2.1. Quantum Jacobi forms. Quantum Jacobi forms were defined in [5] in 2016,
naturally combining Zagier’s definition of a quantum modular form from 2010 [20]
and the definition of a Jacobi form, the theory of which was largely developed in the
1980s by Eichler and Zagier [10].
DeriniTion 2.1. A weight k € 37 and index m € 37 quantum Jacobi form is a complex-
valued function on Q x Q such that for all y = (¢ %) € SLy(Z) and (1, ) € Z X Z, the
functions h, : Q X (Q \ y~!(i®0)) — C and g(1,) : Q X Q — C defined by

z ar+ b)
ct+d ct+d/
gup(@ ) 1= ¢ 1) — &' (4, )X ™ ™22 4 AT + 13 7)

satisfy a ‘suitable’ property of continuity or analyticity in a subset of R X R.

Iy (@ 1) = 9 ) - &7 et + )R ersig

REMARKS 2.2.

(1) The complex numbers £;(y) and &;((4, u)) satisfy |e;(y)| = le2((4, w)| = 1; in
particular, the &(y) are such as those appearing in the theory of half-integral
weight forms.

(2) We may modify the definition to allow modular transformations on appropriate
subgroups of SL,(Z). We may also restrict the domains of the functions 4, and
&(ay) to be suitable subsets of Q x Q.

Prior to the two functions studied in this paper (M* and N™*), there were just
three known examples of quantum Jacobi forms. As mentioned in Section 1, the first
example is provided in [5] and the second and third examples are given in [4]. All
of these functions, including M* and N'* studied here, are g-hypergeometric series
which are also two-variable combinatorial generating functions.
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2.2. Modular forms and related functions. Here we recall some properties of
various modular objects and related functions. We begin with the Mordell integral
h defined in Section 1, which appeared in Zwegers’ thesis on mock theta functions.
The following properties were given in [22].

Lemma 2.3. The following properties hold:

(1)  his an even function of z;

(i) h(z7) +h(z+ 157) = 2/ V=ire DT,
(i) h(z;7) + e T Th(z + 13 7) = 2e7ETY;
(v) h(z/t:—1/7) = N=ite ™ Th(z; 7).

Under certain conditions, 4 can be re-written using the weight 3/2 theta functions
8a.p» defined for a,b € R and 7 € H by

Gan(7) = Z VeﬂiV2T+2ﬂiVb
a, = .
vea+7Z

The functions g, transform as follows [19, 22].

Lemma 2.4. With hypotheses as above, the functions g, satisfy:

1) 8ar1.6(T) = gap(T);

(i) gaps1(T) = €™ g p(T);

(il) gap(T+1) =™ Vg, tipi1p(1);
(V) gap(—1/7) = ie”™(=it)* g, _o(7);
V) geab(®) = —gap(7).

The following result relates the functions 4 and g, [22].
Lemma 2.5. Fora,b € (—%, %),
00
8a+1/2,6+172(2) rid T+ 2mia(b+1/2)
7= T h(at — b; 7).
L V=i(z+71)

We also make use of the weight 1/2 modular form 77 and the weight 1/2 Jacobi form
1}, defined for 7 € H and z € C by

n(7) = q1/24 1_[(1 ", NzT) = Z T T+ 2min(z+1/2) 2-1)
n=1 nezZ+1/2

These functions satisfy the transformation properties given in Lemmas 2.6 and 2.7
below [18].

Lemma 2.6. Fory = (‘j 3) eSL,(Z)and T € H,

)2

n(yt) = x,(ct +d)"“n(7),
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where, for ¢ > 0,

1 (d . .
7(_)i(l—c)/Zem(bd(l—cz)+c(a+d))/12 if ¢ is odd,
i\c
SO I I -2)
7(g)emd/4em(ac(l—d PAG-12 i is odd.
i

Lenvia 2.7. For A,p € Z,y = (¢4) € SLy(Z), and (z,7) € C x H:

(i) B+ Ar+p7) = (~1) g e Yz )
(i) 9/ (et +d)yn) = xyler + d) P Tz 7
(ifi) 9(z7) = =ig" S w2 T2, (1= ¢)(1 = wg")(1 = w'g™).

Next we define Zwegers’ mock Jacobi form y, defined for r € Hand u,v € C (i, v ¢
Zt + Z) by [22]

TTiu (_ 1 )nem'(n2+n)r+2m'nv

e
s , = 3 - . 2_3
:u(l/i Vi T) 9, T) ,;ez 1 — 2minT+2miu ( )

This form may be completed into a nonholomorphic Jacobi form by adding to it a
certain nonholomorphic function as follows [22]:

1, v57) 1= (s i) + SR(u = v: ), (2-4)
where the nonholomorphic function R is defined by

RusT)i= ) (sen(v) = E((v + @) 2} (=1 Pe7™ 2 (25)

vel/2+7Z

with y := Im(7), @ := Im(u)/ Im(7) and

Y4
E(z) = Zf ™ du.
0

From [22, Propositions 1.9 and 1.10 and Theorem 1.11], we have the following
transformation properties of R and 1.

Lemma 2.8. With hypotheses as above, R satisfies the following transformation
properties:

()  Rt+1)=e ™ R(u;7);

) 1/ —iTe”iuz/TR(u/T; —1/7) + R(u; 7) = h(u; 7);

(i) R(u; 1) = R(-u; 7);

iv) R(u; 1)+ e_Z”i“_”iTR(u +7;7) = Do TiuIT/4,

Lemma 2.9. With hypotheses as above, for k,l,m,n € Z and (‘L‘ Z) € SL,(2), the function
W satisfies the following (nonholomorphic) Jacobi transformation properties:
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(1) ﬁ(u + kT + l, v+ mr + n;‘r) — (_1)k+l+m+neni(k—m)z‘r+27ri(k—m)(u—v)ﬁ(u, v T),’
(1) uu/(ct+d), v/(ct +d); (at +Db)/(ct+d)) = X(ll3b)(CT + d)l/ze*”ic("*v)z/””d
cd
w(u, v; 7).
Next, after Zwegers [23], we define the level-£ Appell functions A, for £ € N,
21,22 € C, and 7 € H by

A(z1,22;7) 1= [/ZZ o
pyer P19

( 1)€n n €n(n+1)/2

where p; = e¥ je{l1,2). As with Zwegers’ u function, the functions A, are

completed with the function R. The completed level-£ Appell functions Ay are defined
by

Ap(z1,22;7) 1= Ap(21, 22, T)
-1

i € — . -1
+ 3 ]Z: 2’””‘19(12 + jT+ —— > {’T) (le -2 - jT— > ;fr). (2-6)

We have the following transformation properties of ;4\( [23].
Lemma 2.10. With hypotheses as above, for ni,ny,my,my € Z and y = ( ) € SL,(Z),
the functions A( satisfy the following transformation properties:

D) A=z1,-2237) = —Ae(z1, 223 7); _
(i) Ac(ar +mT+mi,z+not +my; ) = (=) rmpin =g mglni/2omm A7) 750 7);
(iil) Ae(z1/(cT +d), 22/(cT + d); y7) = (cT + d)eme/THIEIRD L (7 751 7).

3. Lemmas

Here we establish various auxiliary lemmas which are used in Section 4 in the
proofs of our main results. First we define the infinite subsets Q- and Qa+ of Q X Q
on which M* and N* converge, respectively:

Qppr = {( )GQ QahGZbkENhkodd }
’ b’k

gcd(a, b) = ged(h, k) = 1,and b | k)’
h
Qu- = {(b k)eQxQ

a€Z,b,keN, hodd, ged(a,b) =1,
gcd(h, k) = 1, and either k even and b | k }

Lemma 3.1. The following identities hold.

(1) If(z,7)=(a/b,h/k) € QF,, then there is a constant C,p i sSuch that

or k odd, b even, and b/2 | k

Cupnk #h(2n+1) ash . shy (_s—ash . sh
M@ =200s(Ceit 3 2 G G G5 s G0

(3-1)
n=0 (ggk’ é’]]:)n-#l
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(1) If(z,7) = (a/b,h/k) € Qn~, then there is a constant D, . such that

Dappk #h(n+1) ash. #h —ash. #h

N*(z: 1) = 2 cos (%){1—& Z & ( & kh’ gkzn( TS In '

=0 (&5 G

Proor. The proof of (ii) is similar to the proof of (i), so for brevity we omit it and prove
(i) here. If A is odd, then the denominators of the summands of (3-1) are nonzero for
every term in the series. We will show that the numerators of the summands eventually
vanish by showing that there exists a j € N such that

a h 1 1
200 ez o 32
+b+k(1+2)e *3 (3-2)

Since b | k, there exists b’ € Z such that bb’ = k. Thus, (3-2) is equivalent to the
congruence +2ab’ + 2hj+ h — k=0 mod 2k. Since h and k are odd, (h — k)/2 € Z.
Moreover, since (a/b, h/k) € Qpq+, there exists A’ such that hh’ = —1 mod 2k. Then
we may let j be a positive integer such that j = h'(xab’ + (h — k)/2) mod 2k. O

We will also use slightly different normalizations of the functions ¥, u, and Aj;
introduced in the previous section. As in [17], we let

75 ) = (65 Qoo (X' ¢ @)oo (@ @)oo
(_ l)nqn(n—l)/2xn
jg) & 1-pxqg!

m(p, g, x) :=

[ n2
- q
(x,):=x1(—1+ )
g q ; (X; Q)n+l(x_lq; q)n

The functions j and m are nearly identical to the functions # and i defined in (2-1) and
(2-3), respectively, after suitable changes of variables, and the function g is directly
related to the function A;. Note that g is a universal mock theta function and is also
often referred to as g3 in the literature, as in [14].

LemMma 3.2. The following identities hold:

i) jowq) =iw'2q7 B9z 1);
(i) m(pip3',q.p2) = ip3 072 q B ulz1, 22; 7), where p; = e(z)), j € {1,2};

(i) 1 —wg(-w,q?) =iw32¢" 2y 121)A3(z + 3, -21;27).

Proor. Identities (i) and (ii) follow immediately from the definitions of j, m, and u
and from Lemma 2.7. (In verifying (ii), the reader may find it convenient to perform
a simple shift in the index of summation in the series defining m, as in [17, (2.6)].)
Identity (iii) follows from the equation above equation (3-2) in [6], originally due to
Atkin and Swinnerton-Dyer [3]'. m]

"We correct a minor typographical error in [6]: the left-hand side of the referenced equation should be
multiplied by w.
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Using Lemma 3.2 and equations (4.20) and (4.29) in [17], we establish the
following expressions for M* and N'* in terms of the Jacobi J-function, Zwegers’
mock Jacobi form y, and the Appell function As;.

Lemma 3.3. We have that

M (z;1) = M (z;7) + M (z7) + M3 (25 7)

and
N*z1) = Nf (1) + Ny (1) + NS (3 7),
where
11
N e T
Mi(z;7) = lu(z+2,2,2),
Yz + I+ 17 1
Floery e =172 178 272 o
M5 (z;1) = —iw™ /g —77(7')776) 3(z+2, ‘r,‘r),
4T
(3)
Mi (1) = — - —
2 (0Hz + 33 %)
and

117
+0o. N - .t
N (1) = lu(z+2,2,2),

dz+3:7) . 1 1

Y (SRR
+w + T—2+ —,22+ T;57),
TP 2

9@ HTF)

T20Qzon(t)

N3 (@)= —g 1%

N5 (z;71)
We will also use Lemma 3.4 below in Section 4.

Lemma 3.4. The following are true.

1) If(z,7) € Qpp, then Iz +1/2 + 1/2;7)/n(r/2) = 0.
(1) If(z,7) € Qu+, then 9(z + 1/2;7)/n(t/2) = 0.

Proor. Using Lemma 2.7 and simplifying,

P+t +Lr ©
( 2T 37 T l_[(l Fwg (1 + w2+ g1,
n(3) 1

By an argument similar to the proof of Lemma 3.1, there is a positive n such that
a1+ wq"‘%) is zero, so the infinite product vanishes. The proof of (ii) follows similarly
using Lemma 2.7 and the definition of Qu-+. O
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4. Proofs

4.1. Proof of Theorem 1.1. Equations (1-5), (1-6), and (1-8) follow directly from
the definition of M™ in (1-1). Equations (1-10) and (1-11) follow directly from (1-7)
and (1-9), respectively, using Lemma 3.4. Thus, we are left to prove (1-7), (1-9), and
the analytic properties claimed in Theorem 1.1.

We begin with (1-9). Using the functional equation (4.21) in [17], as well as
Lemma 3.2 and the definition of M* in (1-1),

Mz +7) — gw* M (2)

_W1/2 7/16( 1/2 1/2

7% 2w — 1m 2T 2 ﬂ(z‘*%"‘%”)).
n(3)
Equation (1-9) follows after simplification and re-arrangement of terms.
To prove (1-7), we begin with the expressions given for M* in Lemma 3.3. We
define the following completed functions:
Mi(z7) = —lﬁ(z+ ; ; ;)
Hz+ 3+ Loy

o) e+ % -rit)

q

Mo(z;7) i= —iw™ 1218

n*(%)
22(0)Iz + 5 2, 7

Note that /T/E = M because, as we shall show, M is a Jacobi form (see (4-6)). Using
Lemmas 2.6, 2.7, 2.9, and 2.10, after some calculation and simplification, we obtain
the following Jacobi transformation properties, which hold for (¢ 4) € T%(2) N Ty(6)
(noting that these congruence conditions are imposed in order to apply portions of the
aforementioned lemmas) and j € {1, 2, 3}:

M\3(Z§ T) =

— Z ar+b —2micz? [(ct+d) A q
(e T s yer vy PO Ry, )
where
Y1 =y (?Z) =X(a h/2( DR
(24 d)

o=y (2h) = X?“ b)/\/(_; . /2)(—1)<“+”-1)/2e(§(—2 +2a - 2cd - 2bc + ab)),
cd \2¢c d

o =g 7o)

A lengthy but straightforward calculation using (2-2) reveals that 1, ¥, and 3 are
equal for any (‘Cl Z) e I'’(2) NTy(6), so that for j € {1,2,3},

_ric? ren
) = Yot + d) e e N D AT (0,
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By definition and (2-4),
— " 1 T
M@0 = Mi@ o + 3R(z 5 ) 4-2)

We also apply the definition of M\z(z; 7) and (2 6), as well as the facts that 9(1;7) = 0,
that #(—z; 7) = —(z; 7), and that ¥(t; 37) = —ig~"/°n(7), together with Lemma 2.7(i),
to conclude that

Moz 1) = Mi(z: )
e+ 5 +3;7)

n(3)

1y
/2 —1/24
+=w
2

Z(iw)ﬂR(& T4 %; 37). (4-3)

Thus, we obtain from (4-1) and the discussion following, including (4-2) and (4-3),
that for (¢ ) € T°(2) N T(6),

+

( z ar+b
1

ct+d cr+d

1 z ‘a'r+l2—’
2 (cr+d’2c1‘+d
o z _ar+b
2(@’@

) — (et +d)'? o 2ric? (cr+d) Mz 1)

1 .
)+ Ew(m + )\ errd) . 5, (@44

.2
)_ (et + d)' 22 /(c‘r+d)M£r(Z; 7

( 2z+at+b+ct+d . at+b )
2(ct+d) > ct+d

ar+b/2
( 2ct+d )

el = (T T e

ﬂ(z+§+%;r)

ety

+ —1,//( et +d)'? o= 2xic2 [(cr4d) 1/2 q_l /24

n(3)
X Z(iw)ﬂRGz FT+ 337, (4-5)
+
o & at+b ) _ /2 ~2mic[(cr+d) A g+ (o _ )
3(CT+d, o g) YT rd) e M;(z;7) = 0. (4-6)

If we denote the right-hand sides of (4-4) and (4-5) by Fi(z;7) and F,(z; 1),
respectively, then we have shown (for (‘j, Z) €I that

+( z _ar+b

ct+d cT+ d) — (et +d) P LT DN (2 1) = Fi(257) + Falz; 7). (4-7)
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Next we write (é (1)) as ST!T0S (where S := (? 01) T:= ((') })) and apply Lemma 2.8
repeatedly. After some lengthy but straightforward calculations,

R( z T )—h( z T )
6T+ 17261+ 1)) \61+1 267+1)

o A )

(3z+(3¢1)7+%' 3t )
6T+ 1 6T+ 1
h3z+(3¢1)7+%' 37
_( 67+ 1 ’6T+1)
—24+6 _92 1 1
— (67 + 1)]/23($)[h(3z¢ T+ 5;31) - R(3z TT4 5;31)].

6T +1
4-9)

Substituting (4-8) and (4-9) into (4-7) with (‘C‘ Z) = (é (1)), applying Lemmas 2.6 and 2.7,
and re-arranging, we obtain (1-7).

It remains to show that the ‘errors’ on the right-hand sides of (1-10) and (1-11)
extend to C* functions on (R \ (Z + {2, _214, ié, 1254, 1274, _g, _ﬁ})) X (R\ {——})
and R X R, respectively. The claim with respect to (1-11) is clear. Regarding (1-10),
we first prove that H; is C* on (—ﬁ, ﬁ) X (R\ {—%}) and then explain why it suffices
to prove the result on this restricted interval in z. To begin, we apply Lemmas 2.4
and 2.5, witha =0 and b = —z, with z € (—%, %), to write the Mordell integral A(z; 7)
as the period integral

h(z; T) __ = 81/2.-2+1/2(p) —z+1/2(P) 4-10)
0

2 V-iG +p)
Applying Lemma 2.3 and using the substitutions a = —z,b = 12z, where z €

1
(_ﬂ’ ﬂ),

h( z T )
6T+1°2(67+1)

2
= _.1 ) (7(65+1))h(% _12_3)

(3G
-1 2 2 j0o ~
_ e( (6z+ - Z 624 %)f 8-z+1/212z+172(P) dp.(4-11)
. 7(67 T )
~i(55rmy) —i(p—12-2)

Making the change of variable p — 12 — 1/p and applying Lemmas 2.4 and 2.5, we
see that the integral on the right-hand side of (4-11) equals
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fo 8—z+1/2,12z412(12 = -)

1/12 ’
0
(=Y [T % _e2 81/2.-z+1/2(P) z+1/z(p) e
(=i) \/;e( 5 z) = rr=: 4-12)

Combining (4-11) and (4-12) gives

) 0
g ):—(6T+1)1/2€(—6Z) $12-21000) 4 (g13)
/12

6T+ 1°2(6T+1) 6T+ 1 J—i(p+§)

Now substituting (4-10) and (4-13) into (1-2) gives

= g1/2.-z412(p) z+1/2(P)
1/12 \/—l(p+

The proof that the function in (4-14) is C* follows by an almost identical argument
as given by Bringmann and the second author in [5] and in the follow-up paper [4];
note that the same integrand, namely the function gi,2—.+1,2(p)/+/—i(t + p), appears
in [5, Proof of Theorem 1.1, page 375] (and also in [4]). By Lemma 3.4, Hy(z; 1)
vanishes on Qu4+. The proof that H 1(z;7) is C* is similar to the argument given in [4]:
we integrate along the path from 5 to ico and the path from 5 + oo to ico. Using the
following bound given in [5],

o 1

a_zggl/Z,—zH/Z(E + ll) <e

Hi(z;7) = (4-14)

—r/4t
b

we have that H;(z;7) is C* on (—ﬁ, i) X (R\ {—%}) by the Leibniz rule.

To establish the claim for more general z which lie in the set R\ (Z +
{é, _214, ié, i254, 1274, ig, _24})) we argue as in [4, 5]. Briefly speaking, this is made
possible by Lemma 2.3: we use Lemma 2.3 to translate the Mordell integral % in
the elliptic variable by integers or integer multiples of 7 up to addition of analytic
functions (7 # 0). After doing so, we may proceed as with (4-10) and re-write the
h-function which appears as a period integral. The rest of the argument follows as
above. In particular, we point out that the rationals excluded from the domain of z
arise from the hypotheses given in Lemma 2.5 (as is made explicit above in the case
zZE€ (—ﬁ, i)). We refer the interested reader to [5, Proof of Theorem 1.1, page 375]
or [4, Proof of Theorem 1.1, page 31] for more details carried out there.

4.2. Proof of Theorem 1.3. The proof of Theorem 1.3 is very similar to the proof
of Theorem 1.1, so we provide a detailed sketch. Equations (1-12), (1-13), (1-15), and
(1-16) follow in a straightforward manner, analogous to the proofs of their counterparts
in Theorem 1.1. Equation (1-17) follows from (1-14) and Lemma 3.4, and equation
(1-18) follows from (1-16) and Lemma 3.4. Thus, we are left to prove (1-14) and the
analytic properties claimed in Theorem 1.3.
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Define
— 11
Ni(z;7) = —iﬁ(z+ 7 5; g)
Iz +1:7)
No(ziT g ' RS L +1/ZA((1+ )T z+ 2z+‘r 37‘)
2z 7) = e Z
— Iz, % 5
Ny(1) = ( 2)77 (3)

202z, Tn(t)
Using Lemmas 2.6, 2.7, and 2.9, we find, after some simplification, that for any
7= (¢4) € SLa(Z) such that a=1 mod 6, b=0 mod 2, and ¢ =0 mod 6, and

e (1,2,3), that
X/ < ar+b —2micz? [(ct+d) N7
(it T < o er v ) PO, @e1s)
where
o1 =01(y) ::X_f, b2\’
(20 d)
oy = 0a(y) :=X(3u Zf((; WTY( 73 3;57)( ])C/6+b/2 24 ,
c 2c d ¢
5

2c d
A calculation shows that under the given conditions on y, o = 0 = 03. Using this
fact, as well as (4-15) and Lemma 3.3, we obtain (with y = ({ 9)) that

o3 =03(y) ::X(a b/zy\/(_(;?i)‘

z T
67+ 17 67+1
where the ‘error function’ F'; is exactly as given in the proof of Theorem 1.1 (see
(4-7)) and F3 is defined similarly using the Mordell integral 4 in (1-4) and the
nonholomorphic function R in (2-5). As was the case in the proof of Theorem 1.1, we
have that /| = H;, where H, is as in (1-3). Similarly, we apply Lemma 2.8 repeatedly
and after some calculation obtain that F3 = H;, where

N*(z;7) + (67 + 1)‘1/2e12”"zz/(6”1)N+( ) =Fi(z;7) + F3(z 1),

Hz+ 1)
H(Z,T) —1/24 T2
’ 39 n(3)
1 _ 1872 72/2
(5 32 i3 = e 7 e[ )
X(Ziw HE R A A U1 Ve s ey
oy 1 2 | 1
XZ”t(Z@V(*@*?” w2 5) (@-16)
where
B e T
@ (;T) = 7l —2—— e e :
= 6r /2127 + 1) 22— 1)

This proves (1-14).
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The functions on the right-hand sides of (1-17) and (1-18) are exactly the same as
on the right-hand sides of (1-10) and (1-11), respectively, so by the argument given
regarding the C* properties of these functions given in the proof of Theorem 1.1, the
proof of Theorem 1.3 is complete.

4.3. Proof of Theorem 1.5. We proceed as in [4, 5]. Suppose that a function f(z;7)
transforms in z as

[+ =wlq(f@ D) +r(z ) (4-17)
for some function r(z; 7). By induction on m € Ny, it can be shown that
2 s - 2_ 2
fGz+mr;7) = wzmqm fz1)+ Z r(z+ jt; T)wz(m_f)qm -,
j=0

We can see from (1-11) and (1-18) that M* and N satisfy (4-17) with r(z;7) =
w1 /2gm116 _1=3/24-9016 g

M@+ B D)l o=/ /oe@y
k-1
=W MA@+ ) re+ jrow g
=0
N (@ + by Dlen=(abisivey:
k-1
=W N @) + ) e+ jrow g
=0
From (1-8) and (1-15), we have that for any % € Z,
M z+h1)=()'M (1) and N*(z+h1) = (DN (1)

It follows that

=~

-1
(D" =W IM @) = ) a4 jr w0

.
- o

(1 =W IN* @) = ) rie+ jriow?t g
=0

For the function M*, & is odd and b | k, so the factor in front of M* in the above
equation is —2. For the function N'*, there are two cases to consider (arising from the
definition of Qu+). If & is odd, k is even, and b | k, then the factor in front of N™* in the
above equation is —2. If & is odd, k is odd, b is even, and b/2 | k, then again the factor
in front of N* in the above equation is —2. The result of Theorem 1.5 now follows
after simplification.
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