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ABSTRACT: This study examines historical simulations of ENSO in the E3SM-1-0, CESM2, and GFDL-CM4 climate
models, provided by three leading U.S. modeling centers as part of the Coupled Model Intercomparison Project phase 6
(CMIP6). These new models have made substantial progress in simulating ENSQO’s key features, including amplitude, time
scale, spatial patterns, phase-locking, the spring persistence barrier, and recharge oscillator dynamics. However, some
important features of ENSO are still a challenge to simulate. In the central and eastern equatorial Pacific, the models’
weaker-than-observed subsurface zonal current anomalies and zonal temperature gradient anomalies serve to weaken the
nonlinear zonal advection of subsurface temperatures, leading to insufficient warm/cold asymmetry of ENSO’s sea surface
temperature anomalies (SSTA). In the western equatorial Pacific, the models’ excessive simulated zonal SST gradients
amplify their zonal temperature advection, causing their SSTA to extend farther west than observed. The models underestimate
both ENSO’s positive dynamic feedbacks (due to insufficient zonal wind stress responses to SSTA) and its thermodynamic
damping (due to insufficient convective cloud shading of eastern Pacific SSTA during warm events); compensation between
these biases leads to realistic linear growth rates for ENSO, but for somewhat unrealistic reasons. The models also exhibit
stronger-than-observed feedbacks onto eastern equatorial Pacific SSTAs from thermocline depth anomalies, which ac-
celerates the transitions between events and shortens the simulated ENSO period relative to observations. Implications for
diagnosing and simulating ENSO in climate models are discussed.
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1. Introduction Battisti and Hirst 1989; Philander 1990; Jin and Neelin 1993; Neelin
et al. 1994; Jin 1997a,b; Neelin et al. 1998; Wang and Picaut 2004).

The state-of-the-art climate models almost all faithfully
simulate basic features of ENSO in terms of overall spatial
pattern and interannual periodicity. However, the ability to
simulate ENSO complexity varies enormously among the
current generation of climate models (Guilyardi et al. 2009;
Guilyardi et al. 2012; Bellenger et al. 2014; Capotondi et al.
2015; Chen et al. 2017; Capotondi et al. 2020a,b; Guilyardi et al.
2020). In fact, a detailed analysis of coupled dynamics revealed
significant biases in simulating ENSO feedback processes. For
instance, Guilyardi et al. (2009) and Lloyd et al. (2009) noted
that the dynamic feedback efficiency or the atmospheric
Bjerknes positive feedback parameter—a measure of the
strength of the ENSO zonal wind anomalies response per de-
gree of SSTA—is systematically weak for a significant number
of climate models. They also noted that the thermodynamic
feedback, measured by the net anomalous surface heat flux
response per degree of SSTA, is also systematically weak. A
linear analysis of the recharge oscillator framework provides a
simple and powerful way to understand and evaluate the
ENSO growth rate [the Bjerknes index of Jin et al. (2006)] in
both reanalysis data and coupled model simulations. The dy-
namic feedback positively contributes to the ENSO growth
rate as measured by the Bjerknes index (BJ index), while the

El Nifio—Southern Oscillation (ENSO) is the most prom-
inent phenomenon of year-to-year fluctuation of the global
climate system. It is characterized by large-scale warm (cold)
sea surface temperature anomalies (SSTA) in the central/eastern
equatorial Pacific Ocean, known as El Nifio (La Nifia) events,
which occur irregularly every 2-7 years. The ENSO events
generally onset in boreal spring, growing during the summer
and fall, and usually peak in boreal wintertime, called the
phase-locking phenomenon. ENSO’s basin-scale surface
temperature fluctuations are accompanied by changes in
atmospheric and oceanic circulations that affect not only
the global climate system, but also marine and terrestrial
ecosystems, fisheries, and human activities. The primary
dynamical mechanisms for the ENSO phenomenon have
been extensively studied over the past decades. ENSO is
understood as a leading coupled ocean—atmospheric mode
of the tropical Pacific essentially described by the simple
conceptual delayed oscillator or recharge oscillator (RO)
paradigm (e.g., Cane and Zebiak 1985; Suarez and Schopf 1988;
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s thermodynamic feedback usually contributes to the BJ index
negatively. These systematic and opposite errors in dynamic
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in the total BJ index. Kim and Jin (2011) conducted a detailed
analysis of the BJ index in the IPCC AR4 models and showed
that most models underestimate the dynamic and thermody-
namic feedbacks. More recently, Bayr et al. (2018, 2019)
demonstrated that ENSO’s positive dynamic feedback and
negative thermodynamic feedback are strongly linearly related
through biases in the mean state. They showed clearly that
biases in these two feedbacks partly compensate each other in
many climate models. Significant biases in climate mean state,
errors in the physical processes, and inadequacies in capturing
across-scale interactions are clearly the key sources that hin-
der the climate model’s faithful simulation of ENSO and its
complexity.

Asymmetry in SSTA between El Nifio and La Nifia events is
an intrinsic nonlinear characteristic of ENSO and often mea-
sured by the skewness of SST variability. The observed SSTA
has highly positive skewness in the eastern Pacific where the
ENSO-related SST variability is strongest. However, most
climate models fail to reproduce ENSO asymmetry, either
underestimating the positive asymmetry found in the obser-
vations or having negative asymmetry (Bellenger et al. 2014;
An et al. 2005; Zhang and Sun 2014). The possible reason for
the weak ENSO asymmetry in simulations may be due to the
weak nonlinear air-sea interaction, which is associated with
the cold biases in the equatorial central Pacific that confine the
westerly wind anomaly to the western Pacific (Sun et al. 2016).
Recently, Hayashi et al. (2020) demonstrated that simulated
asymmetry of ENSO is highly correlated with subsurface nonlinear
dynamical heating (NDH) along the equatorial thermocline.

Another notable bias in the representation of ENSO in cli-
mate modelsis that the center of the ENSO-related SSTA over
the tropical Pacific shifts to the west (Kug et al. 2012) and ex-
tends too far into the western Pacific, where there is a negative
(positive) SSTA in the observations during El Nifio (La Nifia).
The excessive westward extension of the SSTA associated
with ENSO could affect the ability of models to simulate
realistic teleconnections (Leloup et al. 2008; Yu and Kim
2010; Bellenger et al. 2014). Some studies argue that this
bias appears to arise from the intensity of the eastern Pacific
cold tongue, which suppresses the local convection over the
eastern Pacific due to the decrease of total SST, resulting
in an atmospheric deep convection confined to the central-
western Pacific (Ham and Kug 2012, 2015). Graham et al. (2017)
also found that, in climate models, the westward extension of
the cold tongue along with overly strong westward mean zonal
currents near the edge of the western Pacific warm pool will
produce unrealistic western warm anomalies due to the zonal
advection process.

Although most climate models appear to successtully sim-
ulate ENSO, there is strong evidence that these models often
achieve realistic levels of ENSO activity for the wrong reasons
(Vijayeta and Dommenget 2018). Climate models remain de-
ficient in simulating the observed ENSO spatial and temporal
complexity that involves interplays of coupled dynamic and
thermodynamic feedbacks, interactions across multiple scales,
nonlinear processes in the tropical atmosphere and ocean systems,
biases in mean state and physical processes, and influences
external to the equatorial Pacific coupled ENSO dynamics
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(Timmermann et al. 2018). Although the CLIVAR 2020
ENSO metric package is available for model diagnosis, com-
parison, and evaluation (Planton et al. 2021), it provides only a
basic view of ENSO features. To ensure reliable sensitivities,
predictions, and projections of ENSQ, it is important to cap-
ture the correct underlying ENSO feedbacks, not just the sa-
lient features. In this study, we aim to advance predictive
and process-level understandings of ENSO simulated in the
Energy Exascale Earth System Model version 1 (E3SM-1-0),
the Community Earth System Model version 2 (CESM2), and the
Geophysical Fluid Dynamics Laboratory’s CM4.0 (GFDL-CM4).
These models are provided by three leading U.S. modeling
centers as part of the CMIP6 with significant updates on their
atmospheric and ocean components and have a better overall
performance of ENSO features, including spatial patterns,
amplitude, and frequency. To better understand the broad range
of interactive processes and sources that control the funda-
mental properties of ENSO in climate models and observations,
we use a hierarchy of coupled dynamical frameworks consisting
of theoretical analysis and coupled dynamic diagnostics.

This paper is arranged as follows. Section 2 introduces the
climate models, observational datasets, and the methodology
used in this study. In section 3, the fundamental characteristics
of ENSO are examined, including spatial patterns, temporal
structures, fundamental recharge oscillator dynamics, and
atmospheric responses. The detailed ENSO dynamics and
feedbacks are discussed in section 4 by analyzing the heat
budget, Bjerknes stability, Wyrtki periodicity, and subsurface
nonlinear dynamical heating. Section 5 gives conclusions and
discussion.

2. Data and methods
a. Model descriptions and observations

In this study, the E3SM-1-0, CESM2, and GFDL-CM4 cli-
mate models are analyzed, and the descriptions of these models
are provided in Table 1.

E3SM-1-0 is a new fully coupled state-of-the-science Earth
system model from the U.S. Department of Energy (DOE),
which started with CESM1 as E3SM v0. It consists of five
interacting components: global atmosphere, land surface, ocean,
sea ice, and rivers. The E3SM Atmosphere Model (EAM)
is based on the Community Atmosphere Model version 5.3
(CAMS.3) with a spectral-element dynamical core, increased
vertical levels from 30 to 72, and notable improvements in
model physics (Rasch et al. 2019; Xie et al. 2018). The land
component is based on the Community Land Model version 4.5
(CLM4.5) with new soil hydrology, carbon-nitrogen—phosphorus
(CNP) cycle, and other new biogeochemistry representations.
E3SM-1-0 includes new ocean, sea ice, and land ice models
based on the Model for Prediction Across Scales (MPAS),
which uses spherical centroidal Voronoi tessellations (SCVTs)
for multiresolution modeling to replace the ocean and ice
components in CESM1. More details on all the component
models can be found in Golaz et al. (2019).

CESM2 is the most recent version of the Earth system model
developed by the National Center for Atmospheric Research
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TABLE 1. List of models and their ocean and atmosphere components, resolutions, used ensemble members, and key references.

E3SM-1-0 CESM2 GFDL-CM4

Atmospheric model EAM CAM6 GFDL-AM4.0.1

90 X 90 x 6 lon/lat/cube faces 288 x 192 lon/lat 360 x 180 lon/lat

72 levels 32 levels 33 levels

Top level 0.1 hPa Top level 2.25 hPa Top level 1 hPa
Ocean model MPAS-Ocean POP2 GFDL-OM4p25

60 to 30 km 320 x 384 lon/lat 1440 x 1080 lon/lat

60 levels 60 levels 75 levels

Top grid cell 0-10 m
rlilplfl, r2ilplfl, r3ilp1fl, r4ilplfl
Golaz et al. (2019) and Caldwell

et al. (2019)

Ensemble members
References

(NCAR). It includes fully coupled ocean, atmosphere, land,
ice, rivers, and marine biogeochemistry components with many
improvements since its previous version, CESM1. The atmo-
spheric component, the Community Atmospheric Model ver-
sion 6 (CAMS6), uses the same finite volume (FV) dynamical
core as in CESM1 with many improved representations of
physical processes. The ocean component is based on Parallel
Ocean Program version 2 (POP2), which is the same as in CESM1
but includes several physical and numerical improvements. A
detailed description of CESM2 is provided in Danabasoglu
et al. (2020).

GFDL-CM4, one of GFDL’s latest multipurpose atmosphere—
ocean coupled climate models, is built with the AM4.0 atmo-
sphere model, LM4.0 land model, and OM4.0 ocean model.
The AM4.0 atmosphere model’s dynamical core is the cubed-
sphere finite volume (FV3) hydrostatic version modified from
AMS3. The ocean component OM4.0is based on MOMBS at 1/4°
resolution with 75 levels using hybrid pressure/isopycnal ver-
tical coordinate. The land component of CM4.0 has dynamic
vegetation similar to that used in LM3. The SIS2 sea ice model
used in CM4.0 is a significant improvement over the SIS model
in previous generations of GFDL models. More details about
GFDL-CM4 can be found in Held et al. (2019)

E3SM-1-0, CESM2, and GFDL-CM4 have all contributed
simulations to phase 6 of the Coupled Model Intercomparison
Project (CMIP6; Eyring et al. 2016), including preindustrial,
historical, and future scenario simulations. For this study, we
will focus on the historical simulations and use four ensem-
ble members for E3SM-1-0 and CESM2 (rlilplfl, r2ilplfl,
r3ilplfl, r4ilplfl) and one ensemble member for GFDL-CM4
(rlilplfl). Each historical simulation is conducted from a
preindustrial control simulation and then forced by the his-
torical forcing data provided by CMIP6 from 1850 to 2014.

In this study, observed ocean temperature, ocean current,
and thermocline depth are obtained from four reanalysis prod-
ucts: the Ocean Reanalysis System 5 (ORASS) for 1958-2018
(Zuo et al. 2019), the Simple Ocean Data Assimilation re-
analysis version 3.3.1 (SODA331) for 1980-2015 (Carton et al.
2018), the Simple Ocean Data Assimilation reanalysis version
2.2.4 (SODA224) for 1950-2010 (Giese and Ray 2011), and the
National Centers for Environmental Prediction Global Ocean
Data Assimilation System (GODAS) for 1980-2019 (Behringer
and Xue 2004). The SST was derived from the nearest-surface
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Top grid cell 0-10 m

Top grid cell 0-2 m

rlilplfl, r2ilp1fl, r3ilp1fl, r4ilplfl
Danabasoglu et al. (2020)

rlilplfl
Held et al. (2019)

temperature of each reanalysis dataset. The wind stress and net
surface heat flux are from ORASS. The specific humidity,
surface shortwave radiation, surface longwave radiation, sur-
face latent heat flux, and surface sensible heat flux are from the
fifth generation of ECMWF atmospheric reanalysis of the
global climate (ERAS; Hersbach et al. 2020) for 1958-2018.
The precipitation is from Global Precipitation Climatology
Project (GPCP; Adler et al. 2003) monthly precipitation
analysis (1979-2018). The anomalies here are based on the
climatology from 1850 to 2014 for models’ output and each
reanalysis dataset period for observations. The linear trend is
removed from data using a least squares best-fit line. Although
these reanalysis products have inherent uncertainties, which
may come from model parameterizations, observational un-
certainties, and the data assimilation methods, the results are
consistent for each reanalysis dataset in this study.

b. Recharge oscillator framework

By reducing the linear ENSO dynamics into two prognostic
equations for the eastern equatorial Pacific SSTA (Tg) and
western equatorial Pacific thermocline depth anomalies (4,,),
the linear ENSO dynamics based on recharge oscillator
framework (Jin 1997a) can be written as

dT

CE=RT, +Fh,. )
dh
= —rh, ~F,T,, @

where R and F, are the SST growth rate and phase-transition
rate, and r and F; are the thermocline damping rate and phase-
transition rate. In this study, T and h,, are the area-averaged
eastern equatorial Pacific SSTA (Nifio-3 index; 5°S-5°N, 150°-
90°W) and western equatorial Pacific thermocline anomalies
(5°S-5°N, 120°E-155°W), respectively. Since there are signifi-
cant SST anomalies over the Nifio-3 region in the first empir-
ical orthogonal function (EOF) of SSTA in observations and
most CMIP models, we here select the Nifio-3 index to inves-
tigate the leading-order ENSO dynamics.

To assess the stability and periodicity of ENSO, we use the
Bjerknes—Wyrtki-Jin (BWJ) indices defined by Jin et al. (2020),
with modifications from S. Zhao and F.-F. Jin (2021, unpub-
lished manuscript). Applying the linear relationships arising
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F1G. 1. (a) Observations, (b) E3SM-1-0, (c) CESM2, and (d) GFDL-CM4 mean SST (shading) and bias of mean SST
(dots). The mean SST bias is calculated by subtracting the observed SST climatology from simulated SST climatology.

from a quasi-balance approximation, the Bjerknes stability (/g;)
and Wyrtki frequency (/wjy) indices can be expressed as
R—r

Iy =—5—> 3)

and

4

R
Wi \/W (4)

The numerator of (3) can be partitioned into a thermodynamic
component Ryp and a dynamic component Rpyn = (R — 1) —
Rrp. The advantage of using BWJ indices comes from their de-
composition of the contributions to the ENSO growth rate and
periodicity from different coupled processes. Further details are
provided in the appendix. We verified that there is no significant
difference in ENSO characteristics between model ensemble
members, and so only the first ensemble member (rlilp1fl) from
each model is used in the following BJ and WJ analyses.

¢. Mixed layer heat budget analysis

To investigate the contribution of different oceanic processes to
SSTA, we analyze the ocean mixed layer heat budget here. The
mixed layer temperature anomaly tendency equation is expressed as

(T _aT LT T

=—\U— )=\ —)—{u—

at dx ax dx

znnala-c\l’veclinn

_ar ,oT ,aT!

AV )= (V) — (VU —

ay dy dy

meridional advection

- WBTI - w’i - w’aT{ + 4

az dz az pOCpH

vertical advection

+ Residual , (5)
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where the angle brackets represent the depth average within
the mixed layer; T is the ocean temperature; u, v, and w are
the zonal, meridional, and vertical ocean currents; Q, po. Cp.
and H are the surface heat flux, seawater density, specific heat
of seawater, and mixed layer depth (set to 50 m here). The
primes and overbars indicate the anomaly and seasonal cli-
matology of variables, respectively.

3. Fundamental characteristics of ENSO
a. Spatial pattern of SST variability

The ENSO characteristics (such as amplitude, time scale,
and spatial pattern) are largely dependent on the Pacific mean
state. In particular, the mean SST and mean zonal SST gradient
are key parameters for determining ENSO’s growth rate and
frequency. The observed SST climatology is shown in Fig. 1 for
comparison with E3SM-1-0, CESM2, and GFDL-CM4. The
equatorial cold tongue in E3SM-1-0 and GFDL-CM4 extends
too far westward, and there is a significant cold bias in the
central-eastern Pacific from the enhancement of the eastern
Pacific cold tongue (Figs. 1b.d). In contrast, in CESM2, the
warm biases appear in the far eastern and western Pacific,
while there is only a very weak cold bias in the central Pacific
(Fig. lc).

We next focus on the spatial distributions of SST variability
by showing the standard deviation of monthly SSTA in
Figs. 2a—d. The observations exhibit the largest standard
deviation in the eastern Pacific and off the coast of Peru. In
E3SM-1-0 and CESM2 the amplitude of SSTA is overestimated
in the central/eastern tropical Pacific relative to observations,
while GFDL-CM4 is closer to the observed values. In addition
to the amplitude, the spatial pattern of the SST variability
also shows differences with the observed. In E3SM-1-0 and
GFDL-CM4, the significant standard deviations (standard
deviations larger than 1°C) are achieved about 160° and 170°W,
respectively, which are similar to the observed variability
(~170°W); however, in CESM2 it extends too far westward
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FIG. 2. The spatial pattern of SST variability in observations, E3SM-1-0, CESM2, and GFDL-CM4 for (a)-(d) standard deviation
(contours) and skewness (shading) of monthly SSTA. (e)-(h) regression of SSTA onto the Nifio-3 index, (i)-(1) composite of DJF SSTA
for winter peaks El1 Nifio, and (m)—(p) composite of DJF SSTA for winter peaks La Nifa. The three rectangles from west to east represent
the region for equatorial western Pacific, Nifio-4, and Nifio-3, respectively. Gray dots indicate the shading values that are not statistically

significant at the 95% confidence level.

(near 160°E). Moreover, the area of large variability is con-
fined close to the equator around 2°S-2°N in observations, but
E3SM-1-0 and CESM2 show a wider meridional extension.
We looked at spatial distributions of SST variability and se-
lected the Nifio-3 region (5°S-5°N, 150°-90°W), which has a
significant standard deviation both in observations and models,
to calculate the index used to define El Nifio and La Nifia events.
The spatial patterns of SST associated with Nifio-3 index are
obtained by regressing SSTA at each grid point onto the Nifio-3
index (Figs. 2e~h), and are consistent with the standard devi-
ation distribution.

To evaluate the spatial pattern of the SSTA in El Nifio and
La Nifia events, the composite of DJF SSTA for winter peaks
El Nifio (La Nifa) events greater than 1.0 standard deviation
(less than —1.0 standard deviations) is shown in Figs. 2i-l
(Figs. 2m—p). The observed El Nifio SSTA has a similar pattern
to the regression map, which exists where the SSTA islargestin
the Nifio-3 region, while the location of maximum La Nifia
SSTA shifts to west in the central Pacific with a smaller am-
plitude of SSTA compared to that of El Nifio. However, in the
climate models, the asymmetry in the spatial distribution and
amplitude of SSTA between El Nifio and La Nifia is much
smaller. As noted in the composite analysis, there is an ap-
parent asymmetric amplitude of SSTA between El Nifio and
La Nifa that can be expressed by the skewness, as shown by the
shading in Figs. 2a-d. In the eastern Pacific where the SST vari-
ability is strongest, the observed SSTA has a value of positive
skewness, indicating that the observed SSTA are skewed to-
ward warm events in the eastern Pacific; however, all three
models underestimated the positive asymmetry, especially in
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GFDL-CM4, which shows negative SSTA skewness. The de-
tails of poor simulation of ENSO skewness will be discussed in
section 4c.

Another notable bias of ENSO-related SST variability is
found in climate models, where the edge of SSTA in model
simulations extends more westward than the observed result.
There is a negative SSTA in the observations during El Nifio in
the western Pacific, while the positive SSTA extends too far
into the far western Pacific in all three models (Figs. 2e~h). The
excessive westward extension of the SSTA is significant for
both El Nifio and La Nifia events, and the edge of SSTA in La
Nifa events extends more westward than El Nifio due to the
nonlinear effect of atmospheric response (Figs. 2i-p). The
causes for the SSTA edge extension bias will be discussed later
(section 4a).

b. Time series structure of ENSO

To better understand the statistical features of ENSO’s time
evolution, the probability distribution function (PDF) of the
Nifio-3 index from observations and models is displayed in
Figs. 3a—d. The observed maximum positive SSTA can reach
about 4°C, but the maximum negative SSTA is only about —2°C,
which is consistent with the observed positive skewness value
of the Nifio-3 index (1.02). Although the maximum positive
SSTA in all three models are slightly smaller (GFDL-CM4) or
similar to the observed (E3SM-1-0 and CESM2), it has a larger
probability for the occurrence for a band of warm anomalies
ranging from 0.5° to 3.5°C in E3SM-1-0 and CESM2 but not in
GFDL-CM4, which is in agreement with the larger standard
deviation of the Nifio-3 index in E3SM-1-0 and CESM2
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F1G. 3. Statistical features of ENSO’s time evolution in observations, E3SM-1-0, CESM2, and GFDL-CM4 for (a)-(d) probability
distribution of Nifio-3 index for the observations and climate models, (¢)-(h) peak phase histogram of ENSO phase—locking (bars) and
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The mean of SST growth rate is removed in (e)-(h). The vertical lines in (a)-(c) and red shadings in (e)—(g) indicate the minimum and
maximum values of the reanalysis datasets or model ensemble members.

(1.00 and 1.20, respectively). The magnitude of the maximum
negative SSTA is overestimated in E3SM-1-0 and CESM2
(about —3.0°C) but is similar to the observed SSTA in GFDL-
CM4. The probability of the occurrence of cold anomalies
from —0.5° to —3°Cis higher in E3SM-1-0 and CESM2 than in
observations. The results indicate that cold SSTA in E3SM-1-0
and CESM2 is overestimated, and warm SSTA in GFDL-CM4
is underestimated. These are the major causes for the smaller
asymmetry of ENSO (skewness value is 0.24, 0.31, and 0.03 in
E3SM-1-0, CESM2, and GFDL-CM4, respectively).

The preferred peak month of observed ENSO events occurs
in boreal winter (i.e., phase-locking phenomenon) as illus-
trated by the phase histogram of Nifio-3 index in Fig. 3e. The
seasonal modulation of ENSO’s SST growth rate, which con-
trols the observed phase-locking, is calculated by the seasonal
linear inverse model proposed by Chen and Jin (2021) and
represented as a dotted curve in Fig. 3e. According to obser-
vations, ENSO’s preferred peak times tend to appear at the
end of the calendar year from November to January, where the
seasonal cycle of ENSO’s SST growth rate transitions from
positive to negative, and it has a strong preference for phase-
locking. This strong winter peak phase-locking is a difficult
aspect for climate models to simulate realistically—either
peaking at the wrong season or showing weak strength of
phase-locking (Chen and Jin 2021). E3SM-1-0, CESM2, and
GFDL-CM4 all exhibit preferred peak times in boreal winter
as shown in observations (Figs. 3f-h). However, the strength of
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the phase-locking preference is much weaker in E3SM-1-0 and
GFDL-CM4 due to the relatively strong semiannual cycle of
SST growth rate in E3SM-1-0 and small annual cycle compo-
nent of SST growth rate in GFDL-CM4. Based on the linear
dynamics of ENSO phase-locking, Chen and Jin (2021) dem-
onstrated that the small amplitude of the annual cycle of SS§T
growth rate and strong semiannual cycle in SST growth rate
tends to reduce the strength of ENSO phase-locking or yield
unrealistic double peaks.

The spring persistence barrier (SPB), which is an obvious
observable ENSO property, refers to the rapid decline in
ENSO’s predictability during the boreal spring. The SPB is
represented by the autocorrelation as a function of the initial
calendar month and lag month of the Nifio-3 index (Figs. 3i-1).
Both observations and climate models show that the autocor-
relations decline with the increase of lag months and exhibit a
strong seasonal dependence, where the autocorrelations de-
crease significantly across boreal spring. This result indicates
that E3SM-1-0, CESM2, and GFDL-CM4 can reasonably re-
produce the observed timing of the ENSO SPB that occurs
during the boreal spring.

¢. Basic recharge oscillator dynamics

The recharge oscillator framework argues that the recharge
and discharge of equatorial heat content cause the coupled
system to oscillate [Egs. (1) and (2)], and the relationship be-
tween eastern Pacific SSTA and western Pacific thermocline
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depth anomalies can be illustrated by the trajectory on the
phase plane of (Tg, h,). The trajectory on the phase plane of
the observed T and h,, (Fig. 4a) exhibits a clockwise elliptical-
shaped orbit with significant asymmetry between warm and
cold conditions, which comes from the nonlinearity and irregu-
larity of ENSO variability in observations. In contrast, the tra-
jectory of simulated 7 and h,, is more symmetric (Figs. 4b-d),
indicating the nonlinearity and irregularity of ENSO variability in
the climate models are much smaller than in observations.
Moreover, the tilting angle of the simulated trajectory is smaller in
E3SM-1-0 and GFDL-CM4, indicating that their amplitude of
western Pacific thermocline variability is smaller compared with
observations. The maximum response of A, to T« is about —6.7 m
K ! for E3SM-1-0 and GFDL-CM4, which is much smaller than
the observed value and that for CESM2 (maximum regression
coefficient is —9.4 and —9.9 m K, respectively). To further
confirm the relation between SSTA and thermocline depth
anomalies, the lagged cross-correlation between T and h,, is
shown in Fig. 4i. In both observations and climate models, the
thermocline depth anomalies at the western Pacific are negatively
correlated with the SSTA with a time delay of about 4-5 months,
and the maximum positive correlation appears when thermo-
cline depth anomalies lead SSTA about one year.
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The power spectrum of the observed Nifio-3 index shows a
broad maximum with a period ranging between 2 and 7 years,
during which the main period is approximately 3.5-6 years
(Fig.4e). The spectrum of E3SM-1-0, CESM2, and GFDL-CM4 is
also dominated by an observational period ranging between 2
and 7 years, but the major periods are shorter in the simula-
tions. Another way to characterize ENSO’s periodicity is
through the autocorrelation function of the Nifio-3 index
(Fig. 4j). In observations and all model cases, the maximum
negative correlation occurs at a lag of 12-30 months, corre-
sponding to the period of about 2-5 years. The lag of the ob-
served maximum negative correlation (~24 months) is longer
than all models (12-20 months), indicating that the period of
simulations is shorter than the period of observations, which is
consistent with the spectrum analysis result.

The above results indicate that the fundamental features of
RO dynamics, including the relationship between SSTA and
thermocline depth anomalies, and the periodicity of ENSO are
well described by the climate models but have some deficiencies.

d. Atmospheric dynamics and thermodynamics response

The spatial structure of the atmospheric response to ENSO’s
SSTA is the key factor in determining the growth and frequency
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of ENSO. In this subsection, the atmospheric response in terms of
zonal wind stress, precipitation, surface heat flux, and specific
humidity is investigated to evaluate models’ ENSO dynamic. The
spatial patterns of the zonal wind stress anomalies associated with
ENSO in observations and models are obtained by regressing the
zonal wind stress anomalies onto the Nifio-3 index at each grid
point (Figs. 5a—d). In observations and all simulations, the pro-
nounced positive feedback of zonal wind stress is mainly in the
equatorial central-western Pacific region (150°E-130°W) and
slightly shifted to the Southern Hemisphere. However, in all three
models the zonal wind stress response is too weak, displaced too
far west, and too narrow in the meridional direction, consistent
with previous studies (e.g., Wittenberg et al. 2006; Capotondi et al.
2006; Kim et al. 2008; Choi et al. 2013, 2015; Held et al. 2019). The
meridional scale and longitudinal location of wind response are
important for the amplitude and time scale of ENSO, where the
longitudinal location of the wind stress anomalies response can
influence the zonal advective feedback and the meridional scale of
wind stress response can determine the amount of warm water
recharged/discharged to the equator (Capotondi et al. 2006).
The precipitation patterns associated with ENSO are im-
portant for determining the extratropical teleconnections.
Figure 5e shows the observed precipitation rate anomalies re-
gressed on the Nifio-3 index. The center of the positive precip-
itation anomalies is shown over the central Pacific (170°-160°W);
meanwhile, there are negative precipitation anomalies over
the equatorial western Pacific (west of 150°E). In the climate
models, the center of the positive precipitation anomalies is
shifted westward to about 160°E and slightly extends to the
Southern Hemisphere (Figs. 5f-h). The zonal shift of the
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ENSO-related precipitation anomalies is one of the well-known
systematic biases in many climate models, which is caused by
the equatorial cold bias of mean SST (Wittenberg et al. 2006;
Ham and Kug 2012, 2015; Zhang and Sun 2014). In addition,
the negative precipitation anomalies retreat to the west of
130°E in E3SM-1-0 and CESM2, and the west of 140°E in
GFDL-CM4, which is consistent with the excessive westward
extension of the SSTA and zonal wind stress.

The surface heat flux, defined as the sum of shortwave ra-
diative flux, longwave radiative flux, sensible heat flux, and
latent heat flux, are dominated by shortwave radiation and
latent heat flux in ENSO evolution. The spatial patterns of the
surface heat flux anomalies on the Nifio-3 index are shown in
Figs. 5i-1 (positive values indicate downward flux). In obser-
vations, the equatorial Pacific is dominated by two regions of
upward surface heat flux anomalies (negative values). The first
large negative surface heat flux anomalies region is along the
equator east of 150°W and extends to 5°-10°S, where the large
negative values are primarily contributed by the upward latent
heat flux term (see supplemental Fig. le in the online supple-
mental material). More upward heat flux anomalies are located
in the Nifio-4 region (5°S-5°N, 160°E-150°W), and are mainly
caused by the shortwave radiation term related to deep con-
vection (supplemental Fig. 1a). For climate models, the locations
of these two upward heat flux regions are farther apart because
the deep convection region is farther west in simulations
(Figs. 5i-1 and supplemental Figs. 1b—d). In the eastern Pacific,
although the total heat flux anomalies are dominated by the latent
heat term, the bias of surface heat flux anomalies between simu-
lations and observations is caused by the shortwave radiation
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term (supplemental Figs. 1g-t). In spite of the deep convection
in the eastern Pacific is relatively weak, the shortwave radiative
flux anomalies are largely affected by low-level cloud, which is
not captured well by most models (Lloyd et al. 2009, 2012).

The atmospheric moisture is the key in thermodynamics
component to control the ENSO-induced precipitation. The
vertical integrated specific humidity anomalies from 925 to
400 hPa are shown in Figs. Sm—p. In observations, the increased
specific humidity anomalies are shown over the central Pacific
with the center at 180°-150°W. In contrast, the center of the
simulated positive specific humidity anomalies moves to the
west, which corresponds to the westward shift of simulated
SSTA and precipitation anomalies.

The above analysis of atmospheric response to ENSO SSTA
suggests that E3SM-1-0, CESM2, and GFDL-CM4 all under-
estimate ENSO’s positive dynamic feedback (through zonal
wind stress) and thermodynamic damping (mainly through the
shortwave component in the total surface heat flux), and the
opposite biases in dynamic and thermodynamic feedbacks will
at least partially compensate each other in the total BJ index
(details will be discussed in section 4b).

4. ENSO dynamics and feedbacks
a. Mixed layer heat budget analysis

In this section, the heat budget analysis of the ocean mixed
layer is used to diagnose the contribution of different ocean
processes to SSTA in the Nifio-3 region and the causes of the
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excessive westward extension of ENSO SSTA in climate
models. Figure 6 illustrates the spatial patterns of zonal, me-
ridional, and vertical advection terms associated with ENSO,
and the area average of each term in the Nifio-3 region (5°S-5°N
150°-90°W), Nifo-4 region (5°S-5°N, 160°E-150°W), and far
western Pacific (WP; 5°S-5°N, 140°-160°E), which is shown
with a bar diagram. Because the tendency of SSTA leads SSTA
about 3 months, in this section each tendency term in Eq. (5)
will be regressed onto Nifio-3 index with a lag of 3 months.

In the Nifio-3 region, where the ENSO-related SST vari-
ability is strongest, the dominant process is vertical advection
in observations and climate models (Figs. 6m-p), which is
consistent with previous studies (An and Jin 2001). However,
the contribution of meridional advection is larger in simula-
tions due to the underestimated negative meridional advection
of the northern branch, especially in GFDL-CM4 (Figs. 6e-h).
For the Nifio-4 region, the warming of SSTA is mainly con-
trolled by the zonal advection, followed by meridional advec-
tion (Figs. 6i-1). The small contribution of vertical advection in
the Nifio-4 region is caused by the weak vertical gradient of
SSTA in the mixed layer (Figs. 7e-h). In the WP region, where
the SST variability is small, the zonal advection in the climate
models is much larger than that in observations (Figs. 6m—p).
In climate models, the positive zonal advection can extend to
140°E (Figs. 6b—d); however, in observations, the positive zonal
advection only extends to 150°E and becomes a negative value
at the west of 150°E (Fig. 6a).

To further analyze the contribution of vertical advection
to developing SSTA in Nifio-3 region, the separated terms of
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vertical advection—advection of temperature anomalies by
the mean current [-w(a7"/9z)] and advection of mean tem-
perature by anomalous currents [—w’'(a7/dz)]—are shown in
Figs. 7 and 8. Although both processes contribute significantly
to the SSTA tendency in observations (Figs. 7m and 8m), the
advection of temperature anomalies by the mean current (i.e.,
thermocline feedback) is much larger than the advection of
mean temperature by anomalous currents (i.e., upwelling or
vertical advective feedback). For E3SM-1-0, the amplitude of
thermocline feedback is as large as the observations (Fig. 7b);
however, in CESM2 and GFDL-CM4 the thermocline feed-
back is smaller than observed (Figs. 7c.d), mainly because of
the weaker anomalous vertical temperature gradient (Figs. 7g.h).
As shown in Fig. 8, the amplitude of vertical advective feed-
back in E3SM-1-0 and GFDL-CM4 is greater than observa-
tions (Figs. 8m.n,p) due to stronger mean vertical temperature
gradient and vertical current anomalies (Figs. 8f,h). In CESM2
the weaker mean vertical temperature gradient (Fig. 8g) and
vertical current anomalies (Fig. 8k) result in small vertical
advective feedback (Fig. 80). As a result, the amplitude of the
total vertical advection in the Nifio-3 region is as large as the
observations in E3SM-1-0 and GFDL-CM4, but much smaller
in CESM2 due to the weaker thermocline feedback and ver-
tical advective feedback (Figs. 6m-p).

Next, the causes of the uncommon warming of ENSO-related
SSTA over the WP region (5°S-5°N, 140°-160°E) in climate
models are investigated. The spatial patterns of ENSO-related
surface heat flux show that due to the westward shift of deep
convection, the ocean surface heat flux loss in the far western
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Pacific region is higher in simulations than in the observations
(supplemental Fig. 2). That is, the surface heat flux term is not
the main contributor to the westward extension of simulated
SSTA, but is mainly determined by zonal advection as shown
in Fig. 6. To further investigate the difference in the zonal
advection process between observations and simulations, the
separated terms of zonal advection—advection of mean tem-
perature by anomalous currents [—u/ (4T /dx)] and advection of
temperature anomalies by mean current [—u(a7T"/dx)]—are
shown in Figs. 9 and 10. For zonal advection of mean tem-
perature by anomalous currents [—u/(97/dx)], similar to the
total zonal advection, the positive zonal advection can extend
to 140°E in the models but can only extend to 150°E in ob-
servations (Figs. 9a—d). This bias in the WP is caused by the
climatology of the zonal temperature gradient (Figs. 9m-p),
which has a positive gradient west of 150°E in observations but
not in models (Figs. 9e-h). In climate models, the maximum
equatorial mean SST is located near the western boundary of
the Pacific; however, the observed maximum equatorial mean
SST is about 150°E, which turns the sign of zonal gradient west
of 150°E (Fig. 1). Despite the fact that the observed eastward
zonal current anomalies are large in the WP region, the posi-
tive zonal gradient of mean SST west of 150°E makes the ad-
vection of mean temperature by anomalous currents in the
observations smaller than simulated. For zonal advection of
anomalous temperature by mean currents [—u(d7"/dx)], the
center of the maximum positive zonal advection in the obser-
vations is located at about 165°E; however, it extends more
westward in the simulations (Figs. 10a—d), causing the positive
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matology of the vertical temperature gradient, and (i)—(1) regression of vertical current anomalies onto Nifio-3 index with a 3-month
lag. (m)-(p) The area average of each term in the Nifio-3 region. The three rectangles from west to east in (a)—(l) represent the
region for equatorial western Pacific, Nifio-4, and Nifio-3, respectively. The vertical lines in (m)-(p) indicate the minimum and
maximum values of the members. Gray dots indicate the shading values that are not statistically significant at the 95% confi-

dence level.

zonal advection in the WP to be larger in models than observed
(Figs. 10m-p). In simulations, the edge of ENSO’s SSTA is
shifted to the WP region (supplemental Fig. 3), resulting in the
center of the maximum positive value of anomalous zonal SS§T
gradient being more westward than that that in observations
(Figs. 10e-h). Additionally, the simulated mean westward
zonal current in the WP is stronger than in the observed
(Figs. 8i-1). In summary, in climate models, due to the higher
anomalous zonal temperature gradient and stronger mean
westward zonal current in the WP region, the zonal advection
of anomalous temperature by mean currents in climate models
is larger than that in observations.

According to the above results, this excessive westward ex-
tension of ENSO-related SSTA in model simulations is the
result of the increased zonal temperature advection, which is
mainly due to the stronger climatological westward zonal
current, more negative climatological zonal temperature gra-
dient, and larger positive anomalous zonal temperature gra-
dient. More simply, this could be described as a westward
expansion of the “cold tongue regime” in the climate models,
which displaces the region of strong zonal advection and as-
sociated zonal advective feedbacks (Jiang et al. 2021).

b. Bjerknes stability and Wyrtki periodicity

As mentioned in section 3d, both S§T-wind coupling and
thermodynamic radiative feedbacks are underestimated in
climate models. To evaluate ENSO’s growth rate and period-
icity in both observations and model simulations, and to
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understand the contribution of the compensation between
dynamic and thermodynamic feedbacks to ENSO’s growth
rate, the Bjerknes stability (Jin et al. 2006) index and Wyrtki
periodicity (Lu et al. 2018) index (herein BJ index and WIJ
index, respectively) are adopted. As shown in Fig. 11a, the BJ
indices for both observations and climate models yield an
ENSO growth rate from —0.3 to 0.01 yr~ !, which indicates that
ENSO coupled dynamics are very close to criticality (Jin et al.
2020). However, both the dynamic part and thermodynamic
part of growth rate in the three climate models are much
weaker than those in observations (Figs. 11b.c). The strong
compensation between dynamic and thermodynamic feed-
backs contributes to a similar neutral growth rate, which partly
explains the similar ENSO amplitude. This result indicates that
the systematic bias persists from CMIP3 (Kim and Jin 2011)
and CMIP5 (Kim et al. 2014) to CMIP6. The weaker zonal
wind stress response to SSTA in climate models would con-
tribute to an underestimation of zonal advective and thermo-
cline feedbacks, resulting in a weaker dynamics part of growth
rate (Kim et al. 2014). At the same time, insufficient convective
cloud shading of the equatorial eastern Pacific SSTA during
warm events would underestimate the upward surface heat
flux, leading to a weaker thermodynamic part of growth rate
(Figs. 5i-1). In other words, the bias in atmospheric response of
ENSO and simulation of low-level cloud remains one of the
biggest challenges for state-of-the-art climate models.

As shown in Fig. 11d, the W] index yields a period of 4.3 years
for observations but about 3.5 years for the three climate models,
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dence level.

which is consistent with the previous analysis of power spectrum
and autocorrelation. According to the WJ index [Eq. (4)], the
shorter period in the models is mainly caused by the much
stronger coefficient of SST phase-transition F; in all three
models (Fig. 11e) and the larger thermocline phase-transition
rate F, in CESM2 and GFDL-CM4. The stronger SST phase-
transition £, in models may be due to the bias in the meridional
scale and longitudinal location of the ENSO wind response
(Figs. 5a-d). The narrower meridional scale of zonal wind
stress anomalies excites faster off-equatorial Rossby waves
close to the equator, hastening the thermocline adjustment and
shortening the ENSO period (Kirtman 1997; Jin 1997b; Capotondi
et al. 2006; Jin et al. 2020). The westward displacement of the
zonal wind stress anomalies, and the associated zonal current
response, shifts the zonal advective feedback westward, weaken-
ing the zonal advective feedback in the eastern Pacific and
accelerating the transition of ENSO (An and Wang 2000;
Capotondi et al. 2006). Thus, both the narrow meridional scale
and the westward displacement of the simulated ENSO wind
response in the three models may contribute to the stronger
SST phase-transition rate /; and a shorter ENSO period.

¢. Nonlinearity of the equatorial Pacific Ocean

An underestimate of ENSO asymmetry remains a common
problem in recently released CMIP6 models. Hayashi et al.
(2020) demonstrated that the asymmetry of ENSO is largely
proportional to subsurface NDH. To investigate the cause of
the weak asymmetry in E3SM-1-0, CESM2, and GFDL-CM4,

Brought to you by University of Hawaii at Manoa, Library | Unauthenticated | Downloaded 02/02/22 12:36 AM UTC

the subsurface NDH is derived from the nonlinear tempera-
ture advection terms as
aT AT aT
—w

NDH= —u'— —v — —.
ay az

e (6)

The regressed equatorial NDH and nonlinear temperature
advection terms onto the Nifio-3 index are shown in Fig. 12 and
supplemental Fig. 4. In the observations, there is a significant
positive subsurface NDH along the equatorial Pacific thermo-
cline over the central-eastern Pacific (Fig. 12a). This positive
NDH reduces the cooling subsurface temperature tendency
during the transition from El Nifio to La Nifia, and enhances the
asymmetry of ENSO (Hayashi and Jin 2017). The observed
subsurface NDH is mainly caused by the nonlinear zonal tem-
perature advection (Fig. 12¢), where strong zonal temperature
gradient and westward zonal current anomalies (weakened
equatorial undercurrent by the westerly winds) along the
thermocline are present (Figs. 12i,m). In contrast, the contri-
bution of nonlinear meridional and vertical advection to the
NDH is much smaller (supplemental Figs. 4a.e). However, in
the climate models, the weak nonlinear zonal temperature
advection leads to too-weak subsurface NDH (Figs. 12b—d and
12f-h), accompanied by the weak skewness of ENSO. All
simulations fail to reproduce the anomalous westward zonal
current anomalies and GFDL-CM4 even presented eastward
zonal current anomalies (Figs. 12n—p). The positive zonal
temperature gradient anomalies along the thermocline are also
weak (Figs. 12j-1) in models.
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the wind response. As shown in Held et al. (2019), the simu-
lated ENSO-related wind response looks much better in AMIP
simulations. Hayashi et al. (2020) also argued that errors in the
SST-wind coupling contribute to biases in subsurface NDH.
The weaker ENSO wind responses in E3SM-1-0, CESM2, and
GFDL-CM4 (Figs. Sa—d) cause weaker westward zonal current
anomalies, resulting in insufficient subsurface NDH.

5. Conclusions and discussion

The recent state-of-the-art climate models are able to real-
istically simulate basic features of ENSO in terms of dominant
time scale, amplitude, spatial patterns, phase-locking, spring
prediction barrier, and fundamental recharge oscillator dy-
namics. However, several aspects of ENSO are still not satis-
factorily represented in the climate models, and may achieve
realistic levels of ENSO activity for the wrong reasons. In this
study, we provide a comprehensive and systematic analysis of
ENSO in the historical simulation of E3SM-1-0, CESM2, and
GFDL-CM4.

For the time series structure of ENSO, all three models
exhibit a dominant period ranging between 2 and 7 years,
which is the same as the observed time scale, but the major
periods are shorter in the models. According to the WI anal-
ysis, the shorter period in climate models mostly arises from
the much stronger ENSO SST phase transition rate £, which is
caused by the narrower meridional scale and westward dis-
placement of the zonal wind stress response to SSTAs, in the
models relative to observations. Although both observations
and model simulations show that the preferred peak month
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of ENSO events occurs in boreal winter, the strength of
phase-locking preference is much weaker in E3SM-1-0 and
GFDL-CM4. This is due to the relatively strong semiannual
cycle of SST growth rate in E3SM-1-0 and small annual cycle
component of SST growth rate in GFDL-CM4. Our results
also indicate that these models also can well capture the
fundamental features of RO dynamics, and reproduce the
relationship between SSTA and thermocline depth anomalies
in the ENSO evolution.

Observed ENSO has the most significant interannual cli-
mate signal in the tropical SSTA and its largest SST variability
manifested in the eastern Pacific and off the coast of Peru.
Although the ENSO-related SSTA in E3SM-1-0, CESM2, and
GFDL-CM4 also shows an obvious signal in the eastern Pacific,
the detailed spatial features of the SSTA variability have
differences from the observed. The amplitude of SSTA in
GFDL-CM4 is closer to the observed values in the central-
eastern tropical Pacific but is overestimated in E3SM-1-0 and
CESM2. In E38M-1-0 and GFDL-CM4, the significant stan-
dard deviations are achieved around 180° and 170°W, respec-
tively, which are similar to the observed variability (~170°W),
while in CESM2 it extends too westward (near 160°E). Moreover,
the region of the large variability is tightly confined to the
equator around 2°S-2°N in observations but the meridional
extension is much wider in all climate models, especially in
CESM2. By composite analysis and calculating skewness,
we found that all three models underestimated the positive
asymmetry of SSTA in the eastern Pacific, where the observed
SSTA are skewed toward warm events, indicating that these
models cannot capture the observed ENSO nonlinearities.
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The models fail to simulate ENSO-related subsurface zonal
current anomalies and zonal temperature gradient anomalies,
which resulted in a reduction of nonlinear advective processes
below the mixed layer and a too-weak ENSO asymmetry in
climate models.

Another notable bias of ENSO-related SSTA variability is
that the edge of SSTA in model simulations extends more
westward than the observed result. There is a negative SSTA in
the observations during El Nifio in the western Pacific (5°S-5°N,
140°-160°E), while the positive SSTA extends too far into the
western Pacific in all three models. The results of heat budget
analysis indicate that this uncommon warming SSTA over the
western Pacific region in models is the result of the increased
zonal temperature advection, which is mainly contributed by
the stronger climatological westward zonal current, more
negative climatological zonal SST gradient, and larger positive
zonal SSTA gradient. Associated with the excessive westward
extension of ENSO-related SSTA, the atmospheric responses
including precipitation, surface heat flux, and specific humidity
all shift farther west than observed. Previous studies suggested
that this bias comes from the increased intensity of the eastern
Pacific cold tongue, which suppresses the local convection over
the eastern Pacific due to the decrease of total SST, resulting in
an atmospheric deep convection confined to the central-western
Pacific (Ham and Kug 2015). Indeed, there is a strong cold bias
of mean SST in E3SM-1-0 and GFDL-CM4—but there is no
significant cold SST bias in CESM2, which instead has obvious
warm SST biases in the cold tongue region and western Pacific.
He et al. (2018) and Izumo et al. (2020) suggested that com-
pared to SST, the relative SST (RSST; defined as SST minus
its tropical mean) is more closely linked to the interannual
variations of tropical convection, since the tropical mean SST
largely sets the convective threshold (Johnson and Xie 2010).
In CESM2, the higher tropical mean SST in CESM2 establishes
a higher threshold of deep convection. After removing the
tropical Pacific mean SST, there is a cold bias of RSST over
central/eastern Pacific in CESM2 (supplemental Fig. 5c). This
cold relative SST bias impedes the eastward displacement of
deep convection in CESM2, displacing the simulated atmo-
spheric response west of the observed response. Further re-
search is needed to investigate the effect of the excessive
westward extension of the SSTA and associated atmospheric
response on ENSO’s teleconnections.

Our analysis of coupled dynamics revealed significant biases
in simulating ENSO feedback processes, in particular the zonal
wind and surface heat flux responses. E3SM-1-0, CESM2, and
GFDL-CM4 all underestimate the ENSO positive dynamic
feedback (due to insufficient zonal wind stress responses to
SSTA) and thermodynamic damping (due to insufficient con-
vective cloud shading of equatorial eastern Pacific SSTA dur-
ing warm events). The results of BJ analysis indicate that the
opposite biases in dynamic and thermodynamic feedbacks will
compensate each other to obtain the correct ENSO SST growth
rate or amplitude for the wrong reason. How to achieve a realistic
ENSO simulation through the correct representation of these
feedbacks, rather than by compensating for errors, remains one
of the biggest challenges for state-of-the-art climate models.
The key processes of controlling the error compensations in
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dynamic and thermodynamic coupled feedbacks for ENSO
amplitudes in climate models must be further studied.

Many of model biases exhibited in the simulated ENSO are
associated with equatorial Pacific cold tongue, which is too cold
and extends too far west. Our results showed that the cold
tongue bias in E3SM-1-0 and GFDL-CM4 is accompanied by a
too-strong upwelling, as also found by Siongco et al. (2020),
where the cold bias is associated with too-strong vertical ad-
vection and easterly wind stress over the eastern equatorial
region. Moreover, EAM and CAMS6, the atmosphere models
used in E3SM-1-0 and CESM2 respectively, are very similar in
terms of the model physical parameterizations for aerosols,
clouds, convection, radiation, and turbulence. Therefore, the
differences seen in these two models largely reflect the differ-
ences in ocean and ocean-atmosphere coupling.

CESM2 and GFDL-CM4 have improved the representation
of ENSO compared to their predecessor models. CESM2
simulates many aspects of the ENSO better than CCSM4 and
CESM1, including its time scales, pattern of atmospheric re-
sponse, and associated teleconnections (Danabasoglu et al.
2020; Capotondi et al. 2020b; Planton et al. 2021). Compared to
previous GFDL models (GFDL-CM2.0, GFDL-CM2.1 and
GFDL-CM3), GFDL-CM4 has more realistic ENSO ampli-
tudes, time scales, phase-locking, atmospheric response pat-
terns, SST-wind feedbacks, and teleconnections (Held et al.
2019; Wittenberg et al. 2006; Chen and Jin 2021; Planton et al.
2021). Despite these improvements in ENSO performance, the
newer models still have some shortcomings, including a shorter
ENSO period, weaker ENSO asymmetry, and westward shift of
the ENSO SSTA pattern and atmospheric responses relative to
observations. The models also exhibit error compensations be-
tween ENSO’s dynamic and thermodynamic coupled feedbacks.

In addition to the above limitation of the ENSO represen-
tation, several aspects of ENSO remain to be investigated in
the climate models. A number of studies demonstrated that the
Madden-Julian oscillation (MJO) and westerly wind bursts
(WWaBs) significantly impact ENSO evolution (Kessler et al.
1995; Kleeman and Moore 1997; Moore and Kleeman 1999;
Kessler 2001; Perigaud and Cassou 2000; Yu et al. 2003;
Lengaigne et al. 2004; McPhaden 2004; Zavala-Garay et al.
2008). There is also evidence to suggest that the MJO and
WWBs can be modulated by ENSO (Zhang and Gottschalck
2002; Yu et al. 2003; Eisenman et al. 2005; Gebbie et al. 2007;
Hendon et al. 2007; Kug et al. 2009; Sooraj et al. 2009).
Numerical studies show that the state-dependent stochastic
forcing plays a critical role in the excitation, amplification, and
terminations of ENSO events and generates diverse behaviors
of ENSO. The ENSO-MJO/WWB interaction is also consid-
ered important for ENSO nonlinearity and triggering extreme
events. In the equatorial eastern Pacific, the tropical instability
waves (TIWs) are another source of ENSO asymmetry. TIWs
are generated by meridional shear instabilities associated with
strong near-equatorial currents (Philander 1978; Cox 1980)
and baroclinic instability caused by the upper-ocean temper-
ature meridional gradient (Hansen and Paul 1984; Wilson and
Leetmaa 1988; Yu et al. 1995). TIW-induced heat transport
anomalies can damp ENSO’s SSTA over the eastern Pacific
(Xue et al. 2020). TIWs are more suppressed during El Nifio
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but more active during La Nifa, which leads to stronger
damping in La Nifa than El Nifio and results in observed
ENSO asymmetry. However, the climate models mostly un-
derestimate the ENSO-MJO/WWB and ENSO-TIW inter-
actions and need to be further examined.

Furthermore, the spatial complexity of ENSO (Timmermann
et al. 2018) is not considered in this study. Some ENSO events are
characterized by SSTAs that peak in the eastern Pacific and so are
referred to as EP events, while others exhibit peak SSTAs in the
central Pacific and so are known as CP events (Kao and Yu 2009).
Currently the dynamics of the RO framework and BWJ analysis
are amenable only to the EP events; the RO framework will need
to be further developed to accommodate analysis of the CP events.

This study suggests that it is important to capture the correct
underlying ENSO feedbacks, not just the salient features, in
order to ensure reliable sensitivities, predictions, and projec-
tions (e.g., Stevenson et al. 2021; Ding et al. 2020; Chen et al.
2017; DiNezio et al. 2012). We can improve the ENSO metrics
by adding more dynamic process diagnostics (e.g., the CLIVAR
ENSO Metrics Package; Planton et al. 2021). Several aspects
of ENSO simulation are still to be investigated in the climate
models. The background biases in models need to be reduced
by improving the resolution and physical parameterizations
(e.g., Griffies et al. 2015; Wittenberg et al. 2018) and using coping
strategies like bias corrections (Ray et al. 2018). Moreover, in
order to better calibrate the model results, we must improve ob-
servations and reanalysis to reduce the uncertainty (e.g., the
TPOS2020 project; Cravatte et al. 2016; Kessler et al. 2019).
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APPENDIX

Bjerknes—Wyrkti-Jin Stability and Periodicity Indices

According to the mixed layer heat budget equation [Eq. (5)],
the ENSO SSTA tendency equation for the Nifio-3 region can
be written as follows:
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where the square brackets represent the volume average within
the mixed layer in the Nifio-3 region, and wy and Ty, are the
vertical ocean current and ocean temperature at the bottom of
mixed layer. The terms on the right side of Eq. (Al) are
dynamic damping by horizontal mean currents (DD), ther-
mocline feedback (TH), zonal advective feedback (ZA),
meridional advective feedback (MA), vertical advective
feedback (VA), nonlinear advective dynamic heat (NDH),
thermal damping (TD), and subgrid-scale contributions (SG).
According to S. Zhao and F.-F. Jin (2021, unpublished manu-
script), the quasi-balance approximation linear relationships in
the analysis of Bjerknes—Wyrkti-Jin (BWJ) stability and peri-
odicity indices can be derived from the Cane—Zebiak frame-
work (Cane and Zebiak 1985) and be expressed as

Ty=eTpteT (A2a)

Tow = @yl (A2b)
h,—h =B,T,, (A2c)
u=pg T, +B,h, (A2d)

where T, is the subsurface temperature at 75-m depth, and A,
and h, are the thermocline depth anomalies over the western
Pacific (5°S-5°N, 120°E-155°W) and eastern Pacific (5°S-5°N,
155°-80°W), respectively. Applying the quasi-balance approxi-
mation linear relationships [Eqs. (A2a)—(A2d)], the ENSO SSTA
tendency equation is written as follows:

Ty _

[w, M(w )]
at H

—app Ty + {le, +e,a,B) T, +eya,h, }

DD TH

aT
B [ﬁ} (B”T TE - B”‘!’h"’) +(RMA TE + F]Mf\hw)
—

MA
ZA
H(Ry T+ Flw\hw) + (Rypy e + Fixpuh,)
(S S —
VA NDH

—o, T, + (R, T+ F]mhw) . (A3)
— S ——

D SG

where M(wy) is a Heaviside function, which is defined as
being zero when Wy = 0 and one when Wy > 0. The coeffi-
cientsin Eq. (A3) can be obtained by the linear regression
(S. Zhao and F.-F. Jin 2021, unpublished manuscript).
According to Egs. (1) and (A3), the SST growth rate R and
phase-transition rate F; are expressed as
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_ (W, M(%,,)] aT
R=—ay, + H (e, +e,0,Br) + | Bur T Bua
+ Ry, + Rypy — @ T Ry (Ada)
[w, MW, )] aT
Fy=ea,~—" H =+ e Bt Flya + £, |
+F, +F, . (Adb)
NDH S5G

The growth rate terms on right side of (Ada) represent DD,
TH, ZA, MA, VA, NDH, TD, and SG. The phase-transition
terms on the right side of (A4b) represent TH, ZA, MA, VA,
NDH, and SG.
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