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Abstract. An active Brownian particle is a minimal model for a self-propelled
colloid in a dissipative environment. Experiments and simulations show that,
in the presence of boundaries and obstacles, active Brownian particle systems
approach nontrivial nonequilibrium steady states with intriguing phenomenol-
ogy, such as accumulation at boundaries, ratchet effects, and long-range depletion
interactions. Nevertheless, theoretical analysis of these phenomena has proven
difficult. Here, we address this theoretical challenge in the context of non-
interacting particles in two dimensions, basing our analysis on the steady-state
Smoluchowski equation for the one-particle distribution function. Our primary
result is an approximation strategy that connects asymptotic solutions of the
Smoluchowski equation to boundary conditions. We test this approximation
against the exact analytic solution in a 2D planar geometry, as well as numeri-
cal solutions in circular and elliptic geometries. We find good agreement so long
as the boundary conditions do not vary too rapidly with respect to the persis-
tence length of particle trajectories. Our results are relevant for characterizing
long-range flows and depletion interactions in such systems. In particular, our
framework shows how such behaviors are connected to the breaking of detailed
balance at the boundaries.
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1. Introduction

Active matter describes a class of systems that are maintained far from equilibrium
by driving forces acting on the constituent particles [1–10]. Experimental realizations
span many scales, from the microscopic and colloidal to the macroscopic. Examples on
the microscopic level are reconstituted biopolymers and molecular motors [11], bacterial
suspensions [12, 13], and synthetic self-propelled colloids [14–16]. On larger scales, many
macrobiological systems can be thought of as active matter, including swarming midges
[17, 18], aggregating fire ants [19], schooling fish [20, 21], and flocking birds [22]. There
are also examples of macroscopic active systems constructed artificially, such as vibrated
self-propelled granular particles [23–28] and small robots [29–32].

At an abstract level, active matter is a promising testing bed for the develop-
ment of new ideas about nonequilibrium steady states in general. It is already known
that active matter steady states exhibit many unusual properties. Examples are the
nonexistence of state variables like pressure and temperature [26, 33], violations of exten-
sivity [34], aggregation at boundaries [35–39], and athermal phase separation [40–48].
Moreover, while equilibrium systems obey detailed balance and cannot exhibit net cur-
rents, this is no longer true out of equilibrium. Strikingly, in active matter systems,
currents can occur even without external driving, instead resulting from rectification
of the particle-level active driving by way of spatial asymmetries in the boundary
conditions [49, 50].

At the concrete level, progress toward a fundamental understanding of these unusual
phenomena requires minimal models that reproduce characteristically nonequilibrium
phenomenology, while still being amenable to theoretical treatment. In this work, we
focus on a simple, well-studied model for active matter, namely, a non-interacting col-
lection of active Brownian particles (ABPs). This minimal model exhibits several of the
features of nonequilibrium steady states mentioned above, including accumulation at
boundaries, nonlocal probability measures, and long-ranged currents in steady-state. In
particular, the existence of long-ranged currents was first shown by Baek et al [51], who
derived a multipole expansion for the density and current exterior to a fixed, passive
inclusion. These solutions do not require external forcing, in agreement with previ-
ous simulation results on active ratchet systems [50]. Instead, geometric constraints
imposed by boundaries rectify the active driving, inducing currents. As an example,
the current exterior to a fixed, elliptical inclusion asymptotically decays as r−2, and the
density as r−1.

While [51] has shown that long-range, current-carrying solutions do exist, it is not
obvious how to connect these solutions with boundary conditions. In this work, we
seek to further understand ABP steady states by developing an approximation scheme
that connects such asymptotic (long-range) behavior of the steady state with boundary
conditions. We demonstrate the utility of this scheme by considering planar, circular, and
elliptic geometries. In particular, we identify the mechanism by which certain surface-
particle interactions generate long-range dipolar and quadrupolar flow fields. We verify
our analytical results using two numerical methods: the first, a trajectory-sampling
technique based on the stochastic particle dynamics and the second, the finite element
software PDE2D (www.pde2d.com).
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Our framework proves that long-range currents are tied with the breaking of detailed
balance at the boundaries. We argue that this connection has far-reaching implications
for nonequilibrium steady states in general, not just those in active matter. Further,
our work provides insight into pathways to construct finite current steady states via
the design of boundary conditions. As we provide intuitive and computationally cheap
methods to connect boundary conditions to material properties in bulk, they can be used
to significantly constrain the space of design possibilities to obtain such steady states.
One can then harness these types of long-range density variations and spontaneous
flows to engineer active baths with tunable functionality, such as ‘depletion-induced’
long-ranged forces between passive inclusions that can be either attractive or repulsive
depending on the configuration and design [51–60].

2. Model definitions

We consider ABPs in 2D. The dynamics of the center of mass r(t) = (x(t), y(t)) and
û = (cos θ, sin θ), the direction of the self-propulsion velocity, are given by

ṙ = −ξ−1∇V (r) + v0û+
√

2Dtη
T (1)

θ̇ =
√

2Drη
R. (2)

Here, ξ is the friction (units of (mass)/(time)), V (r) is an external potential, v0 is
the magnitude of the self-propulsion velocity, and Dt and Dr are the translational
and rotational diffusion coefficients. The η variables are Gaussian white noise with
〈ηi(t)〉 = 0 and 〈ηi(t)ηj(t′)〉 = δijδ(t− t′). In this paper, we study the steady-state statis-
tics of equations (1) and (2) in terms of the associated Fokker–Planck equation for the
probability density function f(r, θ):

� û · ∇f = −(ξDr)
−1∇ · [∇V (r)f] + (Dt/Dr)∇2f + ∂2

θf (3)

where � ≡ v0/Dr is a length associated with the persistence of particle trajectories in
space. Previous work has used this equation as a starting point for various approximate
descriptions of ABP steady states. Nevertheless, solutions that are both exact and non-
trivial are essentially nonexistent. In this work, we first approximate the Fokker–Planck
equation itself, isolating the effects of activity by neglecting thermal noise (setting
Dt = 0). In addition, we let ∇V (r) simulate an impenetrable, passive inclusion occupy-
ing a bounded region S of R2 (figure 1). Specifically, we make ∇V (r) large on a narrow
region defining the boundary of S (denoted ∂S), and 0 otherwise. Then, in the region
exterior to S, (3) becomes

� û · ∇f = ∂2
θf. (4)

Mathematically, an equation of this form requires so-called ‘half-range’ boundary con-
ditions on ∂S, which only specify the distribution of particles pointing outward from
∂S [61]. That is, if n̂ is the outward unit normal vector at a point r0 on ∂S, then
f(r0, θ) is specified only where n̂ · û > 0. Physically, these boundary conditions derive

https://doi.org/10.1088/1742-5468/ac42cf 4
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Figure 1. Illustration of the problems of interest in this work. The region S models
a fixed inclusion with hard walls. The boundary ∂S is an idealized approximation
of the narrow region B on which ∇V (r) is steep and repulsive. Outside of S, ∇V (r)
is zero and the ABPs move freely with a uniform density boundary condition at
infinity.

from the details of the particle-boundary interactions, which occur just within ∂S. For
instance, if ∇V (r) is steep and repulsive, then, to a good approximation, particles leave
the boundary as soon as their self-propulsion velocity points away from it, which causes
f(r0, θ) to have strong peaks near n̂ · û ≈ 0 and be 0 otherwise [34].

3. Review of 1D problems

Our framework for 2D problems is motivated in part by our previous treatment of 1D
problems [34, 62], for which equation (4) simplifies to

� cos θ
∂f(x, θ)

∂x
=

∂2f(x, θ)

∂θ2
. (5)

Here, we consider this equation on a finite domain 0 < x < W and with boundary
conditions

f(0, θ) = v+(θ), where cos(θ) > 0 (6)

f(W , θ) = v−(θ), where cos(θ) < 0 (7)

for given v+(θ). Note that equations (6) and (7) conform with the type of boundary
condition from section 2, with v±(θ) being derived from the interactions of the ABPs
with walls at x = 0,W .

Here, we solve this problem by separation of variables. The separable solutions take
the form e−rk(x/�)φk(θ), where

d2φk

dθ2
+ (rk cos θ)φk = 0. (8)

Together with periodic boundary conditions in θ, this equation is an eigenvalue problem
of the indefinite Sturm–Liouville type. It can be shown that there are an infinite number
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of eigenvalues that are discrete, real, and anti-symmetric about 0; we index these as

. . . r−2 < r−1 < r0 < r1 < r2 < . . . (9)

where r0 = 0. References [34, 62] contain further details on rk and φk and their
computation.

The usual strategy is to expand the general solution in terms of the separable
solutions. However, for the problem (5)–(7), the separable solutions do not span the
solution space. Instead, a non-separable solution x− � cos θ is required, so that the
general solution is

f(x, θ) = c0 + d0(x− � cos θ) +
∑
k>0

ak e
−rk(x/�)φk +

∑
k<0

ak e
−rk(x−W )/�φk. (10)

The problem (5)–(7) will then be solved if we can find c0, d0, and ak, such that the
boundary conditions (6) and (7) are satisfied. Specifically, this amounts to the require-
ment that, in addition to c0 + d0(x− � cos θ), the positive half of the spectrum generates
a complete set over the interval where cos θ > 0, and similarly for the negative half of
the spectrum on cos θ < 0. For the eigenvalue problem (8), this result indeed holds [62],
which solves the problem at a formal level. Practical aspects of computing the expansion
coefficients are addressed in [34, 62]. For present purposes, we note that the separable
solutions in (10) decay exponentially with distance from the boundary, so the behavior
of equation (1) in the bulk is dominated by the remainder c0 + d0(x− � cos θ). Therefore,
if the constants c0 and d0 can be measured or inferred, then one obtains a significantly
simplified picture of the steady-state statistics far from boundaries. Our goal in the next
section is to replicate this simplification for 2D problems.

4. Method of solution for 2D problems

Motivated by equation (10), we look for a way to decompose fully 2D problems into
boundary layer and bulk (asymptotic) parts. The generic existence of a boundary layer
is implied by the first-order spatial gradients in (4), which suggest solutions that decay
exponentially over the length scale �, similarly to the separable solutions e−rk(x/�)φk(θ) in
the 1D problem. These solutions would be non-analytic in �, which raises the question
of whether solutions exist that are analytic in �, i.e. expressible as the power series

f ∼ f0 + �f1 + �2f2 + · · · . (11)

Such solutions are candidates for the bulk, or asymptotic, part of the solution. Indeed,
they are known to exist for a broad class of integro-differential equations, called
‘transport equations’, which are similar to (4) in abstract structure and model various
transport phenomena [61, 63–65]. Because the asymptotic solutions (11) persist
into the bulk, they function as a useful starting point for coarse-grained mod-
els. For instance, in the Boltzmann equation for dilute gases, they generate clas-
sical hydrodynamics and its extensions, e.g. the Euler, Navier–Stokes, and Burnett
equations [64, 66, 67].

https://doi.org/10.1088/1742-5468/ac42cf 6
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It is now apparent that the non-separable solution x− � cos θ we introduced for 1D
problems has the form of equation (11), and can be derived by substituting (11) into
equation (1). In fact, we can use the same method to construct the asymptotic solution
for fully 2D problems. As explained below, this solution behaves like a diffusion process,
so we denote it by fd. Substituting (11) into (4) and matching powers of � gives

fd(x, y, θ) = c0 + � β(x, y)− �2
(
∂β(x, y)

∂x
cos θ +

∂β(x, y)

∂y
sin θ

)
+O(�3)

(12)

where c0 is a constant and β(x, y) is an as-yet unknown function satisfying ∇2β = 0. At
quadrupole order, a coordinate-free representation is

fd(r, θ) = c0 + � β − �2 ∇β · û+
�3

4
(∂i∂jβ) ûiûj + · · · . (13)

By integrating equation (12) over θ, we see that β(x, y) is proportional to the density
ρd(x, y) (minus an additive constant) and so ∇2ρd = 0. Moreover, integrating against û
results in a Fickian expression for the particle flux Jd(x, y):

Jd(x, y) =

∫
ûfd(x, y, θ)dθ = −�2

2
∇ρd(x, y). (14)

Therefore, the solution (12) has the characteristics of a diffusive process. For this reason,
we call it the diffusion solution.

As the asymptotic part of the solution, fd in principle provides an accurate descrip-
tion of ABP steady states far from boundaries. However, there is the significant caveat
that the boundary conditions for β(x, y)—and by extension fd itself—are not known a
priori . In general, it is not possible to obtain these without solving for the full distri-
bution function, which includes the boundary layer. Addressing this challenge is one of
the primary goals of this paper. Our starting point is the interesting observation that
the separable solutions in the 1D problem are orthogonal to cos θ:∫

e−rk(x/�)φk(θ) cos θ dθ = 0. (15)

Combined with the expression for the general solution, equation (10), one obtains a
simple, linear relation between the wall-normal flux Jn =

∫
f(x, θ)cos θ dθ—which is

independent of x—and the parameters c0 and d0 of the bulk solution. In particular, if
Jn is known, then one can infer the bulk solution up to a normalization factor, without
having to treat the boundary layer part of the solution directly. The caveat is that
Jn cannot be calculated in a simple way from the boundary data on the full PDE,
because these are specified only on half of the θ domain. The values on the other half
can only be obtained by solving the full problem, which includes the separable solutions
in (10). On the other hand, Jn itself is a physical quantity that can be estimated or
measured, in which case the bulk solution is a simplified and self-contained model of the
steady state far from boundaries. Our strategy is to generalize this approach to fully
2D problems. There, the flux varies with r, and so we assume, at a minimum, that the

https://doi.org/10.1088/1742-5468/ac42cf 7
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boundary-normal flux Jn is known at each point on the boundary. Here, J is defined as∫
ûf(r, θ)dθ, so that

Jn ≡ J · n̂ =

∫
(û · n̂)f(r, θ)dθ (16)

where n̂ is the outward pointing normal vector on the boundary. Ideally, the boundary
layer part of the solution would be orthogonal to û · n̂, in which case the asymptotic
part fd would carry all the wall-normal flux. Then, the unknown function β(x, y) in
the expression for fd (equation (12)) would satisfy n̂ · J = n̂ · ∇β on the boundary, i.e.
acquire a Neumann boundary condition. Because β(x, y) is also constrained to satisfy
Laplace’s equation ∇2β = 0, knowing n̂ · J would uniquely determine β(x, y) (up to an
additive constant) and thereby the entirety of the asymptotic solution, equation (12).
In reality, the situation is not so simple: as we show in section 5, the boundary layer
contribution to the solution is no longer guaranteed to be orthogonal to û · n̂. In the same
section, nevertheless, we provide evidence that orthogonality does hold approximately in
situations where the boundary data do not vary too rapidly with �. We therefore build
our approach using the following approximation.

Diffusion approximation. The diffusion solution fd(r, θ) carries all the particle
flux normal to the boundary, that is,∫ [

f(r, θ)|r∈∂S ′ −fd(r, θ)|r∈∂S ′

]
(û · n̂)dθ = 0; → n̂ · J = n̂ · Jd (17)

where n̂ is the unit normal vector at a point on the boundary, and f(r, θ) is the full
solution to the problem. J and Jd correspond respectively to the fluxes associated with
the full solution and the diffusion solution.

Note that this approximation says nothing about the flux component parallel to the
boundary. In fact, the diffusion solution for the 1D problem does not make any contri-
bution to this component, so for 2D problems there is no rationale for an approximation
like equation (17) given in terms of the parallel flux. On the other hand, the diffusion
solution does give the complete flux vector far from the boundaries, from equations (12)
or (14). It is in this sense that equation (17) connects long-range fluxes with the break-
ing of detailed balance at the boundaries, that is, a boundary normal flux that is not
strictly 0. Formally,

(a) A system breaks detailed balance at the boundary if Jn is not strictly 0.

(b) By equation (17), this leads to a nonzero Neumann boundary condition on β(x, y).

(c) Because β(x, y) itself satisfies Laplace’s equation, it will be non-constant in such a
case (and long-ranged via its multipole expansion).

(d) By equations (12) and (14), the density and current will also be long-ranged in this
sense.

In the following sections, we work out this method of solution in detail for a selec-
tion of problems, corresponding to planar, circular, and elliptic geometries. Along with
validating the diffusion approximation, we show that it is possible to obtain reasonable
a priori estimates of the boundary normal flux n̂ · J in physically relevant situations.

https://doi.org/10.1088/1742-5468/ac42cf 8
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5. Benchmarking the framework: planar geometry

As a first step, we validate our assertion that the diffusion approximation captures the
bulk properties of the ABPs in the presence of boundaries. We do this by comparing the
diffusion approximation with an exact solution to the planar 2D problem. Specifically,
we consider a system with a wall at x = 0 and solve for the steady-state distribution
f(x, y, θ) in the region 0 < x < ∞ and −∞ < y < ∞ with boundary conditions

f(0, y, θ) = g(y, θ), where cos θ > 0 (18)

f(x, y, θ)→ 0, as x→∞. (19)

To simplify notation, we work in units where � = 1.

5.1. Separation of variables

In the Cartesian coordinates relevant for this problem, equation (4) is separable. Taking
f = Γ(x) Ξ (y)Θ(θ) leads to

dΓ

dx
+ λΓ = 0;

dΞ

dy
+ νΞ = 0 (20)

d2Θ

dθ2
+ (λ cos θ + ν sin θ)Θ = 0 (21)

where λ and ν are constants. To satisfy the general y-dependence of the boundary
condition x = 0, the functions Ξ(y) need to be complete on −∞ < y < ∞. Thus, we
take ν to be purely imaginary but otherwise unconstrained, writing ν = μi, where μ is
real. We hope that for each μ, equations (20) and (21) admit a sequence of eigenvalues
λk(μ) and eigenfunctions Θk(θ,μ), which are complete in θ.

5.2. Diffusion solutions

Let us now consider the asymptotic solution in the diffusion approximation formulated
above,

fd(x, y, θ) = c0 + ε β(x, y)− ε2
(
cos θ

∂β(x, y)

∂x
+ sin θ

∂β(x, y)

∂y

)
+O(ε3) (22)

where ∇2β(x, y) = 0. We anticipate separable solutions with a (x, y) dependence of the
form ec xe±icy, where c is a constant. This suggests taking λ = ±μ in equations (20) and
(21). Equation (21) then becomes

d2Θ

dθ2
± μ e±iθΘ = 0. (23)

Making the change of variable u = 2i(±μ)1/2 e±iθ/2, this turns into

https://doi.org/10.1088/1742-5468/ac42cf 9
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u2 d
2Θ

du2
+ u

dΘ

du
+ u2Θ = 0 (24)

which is Bessel’s equation with order 0. The periodic boundary condition in θ implies
Θ(u) = Θ(−u), and thus the desired solution is the Bessel function of the first kind
J0(u). In summary, the functions

fd(x, y, θ,μ) = e∓μx e−μiyJ0

(
2i(±μ)1/2 e±iθ/2

)
(25)

are solutions of (4) for any real μ. A direct calculation from (13) shows that these are
indeed the diffusion solutions.

5.3. Boundary layer solutions

Now, in order to construct the exact solution, we need to tackle the boundary layer, and
this is difficult to calculate. Let us begin by making the following change of variables,
(λ,μ) = (r cos γ,−ir sin γ), where λ,μ, and r are real and γ is complex. Substitution
into (21) gives

d2Θ

dω2
+ (r cos ω)Θ = 0 (26)

where ω = θ − γ and this equation needs to be solved with periodic boundary con-
ditions. Equation (26) has the same form as equation (8) describing the angular
eigenfunctions for 1D problems. We recall that there are an infinite number of eigen-
values that are discrete, real, and anti-symmetric about 0, which we indexed with k
according to . . . r−2 < r−1 < r0 < r1 < r2 < . . . , where r0 = 0. Thus, the spectrum of
the two-parameter problem (21) can be expressed as

λk(μ) = sgn(k)
√
|rk|2 + μ2, k ∈ Z \ {0} (27)

λ±
0 (μ) = ±|μ|. (28)

We denote the corresponding eigenfunctions as Θk(θ, μ) and Θ±
0 (θ,μ). Like the μ = 0

case, the spectrum is discrete, real, and anti-symmetric about 0. Nevertheless, there are
important differences. While the eigenvalues λk(μ) are real, the eigenfunctions Θk(θ, μ)
are not. In addition, 0 is no longer an eigenvalue for nonzero μ. Instead, the null space
of the μ = 0 problem transforms into the space spanned by Θ±

0 (θ,μ), which are the
diffusion solutions from the previous section. Explicitly,

Θ±
0 (θ,μ) = J0

(
2i|μ|1/2 e± sgn(μ)iθ/2

)
(29)

such that the diffusion solutions are

fd(x, y, θ,μ) = e∓|μ|x e−μiy Θ±
0 (θ,μ). (30)

Using the change of variable from the previous section, the Θk(θ, μ) for k �= 0, μ �= 0
can be constructed through analytic continuation of the known eigenfunctions for μ = 0.
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Reference [34] represents the latter as an even/odd Fourier series:

Θk(ω, 0) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

A
(k)
0 (0)

2
+

∞∑
m=1

A(k)
m (0) cos mω k even

∞∑
m=1

A(k)
m (0) sin mω k odd.

(31)

The coefficients A
(k)
n (0) are real and can be computed as eigenvectors of an infinite

tridiagonal matrix [34]. We adopt the following normalization convention:∫ π

−π

Θk(ω, 0)
2 cos ω dω = sgn(k); Θk(ω + π, 0) = Θ−k(ω, 0) (32)

which also fixes the normalization on Θk(ω,μ) for general μ. Next, changing variable
ω → θ − γ gives

Θk(θ − γ, 0) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

A
(k)
0 (μ)

2
+

∞∑
m=2

A(k)
m (μ) cos mθ +

∞∑
m=2

B(k)
m (μ) sin mθ k even

−
∞∑

m=1

B(k)
m (μ) cos mθ +

∞∑
m=1

A(k)
m (μ) sin mθ k odd

(33)

where

A(k)
n (μ) = cos

[
n arctan

(
sgn(k)

iμ√
|rk|2 + μ2

)]
·A(k)

n (0) (34)

B(k)
n (μ) = sin

[
n arctan

(
sgn(k)

iμ√
|rk|2 + μ2

)]
·A(k)

n (0). (35)

One can check by substitution that (33) gives solutions of equation (21). So, we make
the association

Θk(θ − γ, 0) = Θk(θ,μ). (36)

5.4. Full solution of a boundary value problem

To construct a general solution to the 2D planar problem, the separable solutions must
satisfy some completeness relations in the θ variable. Towards this end, it is reasonable
to expect that the Θk(θ, μ) for μ �= 0 satisfy full- and half-range completeness theorems
analogous to those which hold for the μ = 0 eigenfunctions. Numerical evidence suggests
that such theorems hold for the real part of the Θk, denoted by Ωk [65]:

Ωk(θ, |μ|) ≡ R [Θk(θ,μ)] =
Θk(θ,μ) + Θk(θ,−μ)

2
(37)
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where we have used the fact that Θk(θ,−μ) is the complex conjugate of Θk(θ, μ). To
formulate the completeness conjectures, let H be the Hilbert space associated with the
inner product 〈f, g〉 =

∫ π

−π
f(θ)g(θ)| cos θ|dθ, and let H ± be the respective subspaces

where cos θ > 0 or cos θ < 0. Then, we conjecture the following:

• Full-range completeness. For real and non-zero μ, any real-valued function in H can
be expanded in terms of the functions

{
Ωk(θ, |μ|), Ω±

0 (θ, |μ|)
}
, where k ∈ Z \ {0}.

• Half-range completeness. For real and non-zero μ, any real-valued function in H + can
be expanded in terms of the functions

{
Ωk(θ, |μ|), Ω+

0 (θ, |μ|)
}
, where k > 0. Similarly,

any real-valued function in H − can be expanded in terms of
{
Ωk(θ, |μ|), Ω−

0 (θ, |μ|)
}
,

where k < 0.

Interestingly, the imaginary part of Θk does not appear to share the completeness
properties of the real part. As explained below and in appendix B, however, both real and
imaginary parts are required for solving the full boundary value problem. In anticipation
of this, we introduce a similar shorthand notation as for the real part:

Υk(θ, |μ|) ≡ � [Θk(θ,μ)] =
Θk(θ,μ)−Θk(θ,−μ)

2i
. (38)

Now, our task is to express f(x, y, θ) as a linear combination of separable solutions
from above, varying λ and μ over the range of allowed values. In view of the asymptotic
condition on f, λ must be positive, which restricts us to half of the spectrum. We then
have

f(x, y, θ) =

∫ ∞

−∞
dμ

[∑
k�0

ak(μ)e
−λk(μ)xΘk(θ,μ)

]
e−iμy (39)

where the k = 0 mode corresponds to the sign of μ, i.e. Θ0 = Θ
sgn(μ)
0 and λ0(μ) = sgn(μ)μ.

Since the boundary condition g(y, θ) is real-valued, it is convenient to separate every-
thing into real and imaginary parts. For compactness, we do not write the explicit μ
and θ arguments on the Ωk and Υk (each has arguments +θ and |μ|). Then,

f(x, y, θ) =

∫ ∞

0

dμ
∑
k�0

{+R [ak(μ)] Ωk −� [ak(μ)]Υk +R [ak(−μ)] Ωk+ � [ak(−μ)]Υk} e−λkx cos μy

+

∫ ∞

0

dμ
∑
k�0

{+R [ak(μ)]Υk+ � [ak(μ)]Ωk +R [ak(−μ)]Υk − � [ak(−μ)]Ωk} e−λkx sin μy

+ i

∫ ∞

0

dμ
∑
k�0

{+R [ak(μ)]Υk + � [ak(μ)] Ωk −R [ak(−μ)]Υk+ � [ak(−μ)] Ωk} e−λkx cos μy

+ i

∫ ∞

0

dμ
∑
k�0

{−R [ak(μ)]Ωk+ � [ak(μ)]Υk +R [ak(−μ)] Ωk + � [ak(−μ)]Υk} e−λkx sin μy

(40)
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Figure 2. Densities for the planar problem with two example boundary conditions.
(Left and middle) f(0, y, θ) = 2 + cos y, with the left displaying the density ρ(x, y)
computed using (40) and the least-squares method and the middle showing the
density contribution from the diffusion solution, ρd(x, y) � 3.693× e−x cos y. The
two qualitatively agree, validating the diffusion approximation. (Right) f(0, y, θ) =
e−y2/4, density computed using the least squares method. Compared to the left
panel, this illustrates the strong influence of the boundary on the bulk solution.

where the k = 0 mode is the positive one, i.e. Ω0 = Ω+
0 and Υ0 = Υ+

0 . By comparison,
the first boundary condition can similarly be expressed as a Fourier integral:

f(0, y, θ) = g(y, θ) =

∫ ∞

0

dμ q(μ, θ) cos μy +

∫ ∞

0

dμp(μ, θ) sin μy, cos θ > 0. (41)

The problem is solved if, for given μ > 0, we can choose ak(μ) such that the quan-
tities in brackets in equation (40) match the respective functions q(θ, μ) and p(θ, μ).
This results in four independent equations with four independent sets of coefficients:
R [ak(±μ)] and � [ak(±μ)]. We solve these equations using a least-squares technique
that appears to depend on the completeness of the Ωk but also requires use of the Υk.
The validity of the procedure is supported by good numerical convergence on a variety
of test functions (see appendix B and [65]).

Here, we show results for the cases g(y, θ) = 2 + cos y and g(y, θ) = e−y2/4. The first
boundary condition could model ABPs in an infinite channel whose walls have peri-
odically varying absorption energies, whereas the second describes perfectly absorbing
walls in the presence of a steady particle source centered around y = 0. The densities
corresponding to these scenarios are shown in figure 2. As the first boundary condition
involves only a single mode of the set of y eigenfunctions, the diffusion solution is easy
to write down:

fd(x, y, θ) � 1.176 · e−x
(
R[J0(2i e

iθ/2)] cos y + �[J0(2i e
iθ/2)] sin y

)
. (42)

The density is just ρd(x, y) � 3.693 · e−x cos y, which compares well with the exact
solution (see figure 4).
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Figure 3. The diffusion approximation says that the diffusion solution carries all
of the normal flux at the boundary. Our first and most basic test of this approxi-
mation is for the single μ-eigenmode boundary condition f(0, y, θ) = v(θ)cosμy in
the planar geometry. We find satisfactory agreement for μ � 1 (μ � �−1 in dimen-
sionful form). This supports our claim that the diffusion approximation is valid so
long as the length characterizing the variation of the boundary data (μ−1 in this
case) is large compared with �. Since the solution for a general boundary condition
f(0, y, θ) = g(y, θ) is a sum over single-μ eigenmodes (equation (39)), we expect this
conclusion to translate to more general problems as well; see figure 4 for examples.

5.5. Validation of the diffusion approximation

The validity of the diffusion approximation depends on whether the diffusion solution
carries most of the boundary normal flux. The explicit construction of the boundary layer
in section 5.3 allows us to test this assumption directly. Working from the representation
(33), we find

∫ π

−π

Θk(θ,μ)

[
sin θ
cos θ

]
dθ =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

⎡
⎣0
0

⎤
⎦ k even (and nonzero)

πA
(k)
1 (0)

rk

[√
|rk|2 + μ2

−iμ

]
k odd.

. (43)

Crucially, equation (43) tells us that the boundary normal flux contained in the boundary
layer solutions is at most O(μ), i.e.∫

(boundary layer)(n̂ · û)dθ =

∫
(boundary layer) cos θ dθ = O(μ). (44)

Because μ is the wavenumber of the y-dependent part of the boundary layer (in units
of �), it follows that the assumptions of the diffusion approximation are violated, at
most, to order O(�/Lb), where Lb is the length scale describing the variation of the
boundary data with y. We have tested this conclusion numerically for a selection of
boundary conditions. Notably, with the analytic solution (40) in hand, it is possible to
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Figure 4. Tests of the diffusion approximation in the planar geometry with bound-
ary condition f(0, y, θ) = e−y2/L2

b . The top row shows the normal flux at x = 0.
The diffusion solution indeed carries most of the flux for Lb > 1, with the fraction
increasing with Lb. This supports our claim that the diffusion approximation is
valid so long as the length characterizing the variation of the boundary data (Lb

in this case) is large compared with �. In the bottom two rows, we compare the
density calculated in the diffusion approximation (ρd) with the exact density (ρ). As
expected, the approximation increases in accuracy as Lb becomes large compared
with �.

analytically separate the diffusion solution from the boundary layer and test the diffusion
approximation directly, which is not possible for other geometries considered later. First,
we consider the boundary condition g(y, θ) = v(θ)cosμy corresponding to a single mode
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of the set of y eigenfunctions. The solution for general boundary conditions will be a
sum over modes of this form, via equation (40). Thus, knowing how the accuracy of
the diffusion approximation varies with μ will allow us to judge its accuracy for general
problems as well. Towards this end, figure 3 compares the exact normal flux Jx with the
flux of the diffusion solution alone, for three different v(θ): v(θ) = 1, e−θ2/2, and

v(θ) =

((π
2

)2
− θ2

)
·
(
e−5(θ−1.5)2 + e−5(θ+1.5)2

)
≡ w(θ) (45)

where w(θ) is chosen to be representative of a smooth function peaked near ±π/2. In all
cases, the approximation is good for μ � 1, whereas for μ > 1 the accuracy deteriorates.
Thus, the diffusion approximation should work well for boundary conditions that vary
slowly with respect to y, corresponding to μ � 1. Physically, if Lb is the length scale
describing the boundary variations, then we require Lb � �. On the other hand, modes
with μ � 1 decay rapidly away from the boundary, so we might expect the diffusion
approximation to fare reasonably even when a small number of modes with μ > 1 are
present.

To test these conclusions, we next consider the boundary condition g(y, θ) = e−y2/L2
b .

Figure 4 compares the exact normal flux Jx with the flux of the diffusion solution
alone for Lb = 2, 4, 321/2. As predicted, the two quantities coincide with high accuracy
for Lb � � = 1, and even when Lb ∼ 1, the agreement is at least qualitative. Figure 4
also compares the density from the diffusion approximation with the exact density. As
expected, the agreement is poor near x = 0, where the boundary layer contribution
is significant. Far from the boundary, there are still systematic deviations, but of a
lesser degree: around 5% relative error for Lb = 4 and 10% for Lb = 2. Moreover, since
the deviations are systematic, the qualitative agreement is good. We conclude that the
diffusion approximation gives a semi-quantitative picture of the asymptotic density for
boundary variations on the order of �.

6. Illustration 1: circular geometry

6.1. Problem statement

We define polar coordinates (r,α) by x = r cosα and y = r sinα. Applying this
transformation to equation (4) gives

cos(α− θ)
∂f

∂r
− sin(α− θ)

r

∂f

∂α
=

∂2f

∂θ2
. (46)

In a geometry that is radially symmetric, f depends on α and θ only through the
combination φ ≡ α− θ. Then, (46) simplifies to

cos φ
∂f

∂r
− sin φ

r

∂f

∂φ
=

∂2f

∂φ2
(47)

where −π < φ < π. Perhaps surprisingly, neither of these equations are separable. More
generally, we have not found equation (4) to be separable in any spatial coordinates
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besides rectangular. Thus, the diffusion approximation is essential for analyzing even
simple curvilinear geometries, since the boundary layer can no longer be accessed via a
separation of variables.

In this section, we solve the above equations with a variety of boundary conditions.
First, we consider an annular region R1 < r < R2, in which case the boundary conditions
take the form

f(R1,α, θ) = B1(α, θ) where cos φ > 0 (48)

f(R2,α, θ) = B2(α, θ) where cos φ < 0. (49)

We consider both spherically symmetric and non-symmetric boundary data, focusing on
the qualitative differences between the solutions in either case. Second, we consider the
infinite exterior region r > R1, in which case the second boundary condition is replaced
by limr→∞ f(r,α, θ) = constant.

6.2. Diffusion solution

The diffusion solution in the spherically symmetric case of (47) is easy to calculate:

fd(r,φ) = a+ b

(
ln r −

∞∑
m=1

1

m!m

cos mφ

rm

)
(50)

≡ a+ b g(r,φ) (51)

where a and b are constants. Note that since (47) is effectively a 1D problem, the most
general diffusion solution contains only two undetermined constants [68, 69]. In the
absence of spherical symmetry, the problem is of course more complicated and, in this
case, to quadrupole order, we have

fd(r,α, θ) = c0 + β − ∂β

∂r
cos φ+

1

r

∂β

∂α
sin φ+

∂2β

∂r2
cos 2φ+

1

r

∂2β

∂r∂α
sin 2φ+ · · ·

(52)

where φ = α − θ and β(r,α) solves∇2β = 0. With this in mind, we introduce a multipole
expansion for the density ρ:

ρ(r,α)

2π
= c0 + β(r,α) ≡ c0 −

p · r̂
r

+
Qijr̂ir̂j

r2
+O

(
1

r3

)
(53)

where the constant term has been absorbed into c0, and p and Q are determined from
the boundary conditions on β(r,α).

6.3. Symmetric circular geometry

In the case of spherical symmetry, the diffusion approximation is exact. The reason can
be understood by integrating equation (47) with respect to φ, which gives

r̂ · J =

∫
f cos φ dφ =

constant

r
. (54)
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Figure 5. Density profiles for the symmetric annular problem (boundary conditions
(48) and (49) with B1 = 1 and B2 = 2).

Comparing with (50), we see that the diffusion solution also has this property. On
the other hand, the boundary layer part of the solution decays exponentially with r
away from the boundary, and therefore cannot contribute to the overall flux with-
out violating (53). Thus, the diffusion approximation is exact, and the constant b in
(51) is equal to −(r̂ · J)/π. Figure 5 compares the density ρd(r) obtained in this way
with a finite-element solution from PDE2D, verifying its accuracy in the bulk of the
region.

An alternate (though approximate) approach estimates the solution directly in terms
of the boundary functions B1 and B2, and therefore does not require prior knowledge
of r̂ · J. The idea is to choose a and b such that the boundary conditions are satisfied
‘in the mean’ with respect to weight functions cosφ and cos2φ:

∫
cos φ>0

[B1(φ)− fd(R1,φ)] cos φ dφ+

∫
cos φ<0

[B2(φ)− fd(R2,φ)] cos φ dφ = 0 (55)

∫
cos φ>0

[B1(φ)− fd(R1,φ)] cos
2 φ dφ+

∫
cos φ<0

[B2(φ)− fd(R2,φ)] cos
2 φ dφ = 0. (56)

As shown in figure 5, this approximation agrees well with the numerical solution. In fact,
in a 1D planar geometry, this approximation is the first term in a convergent iterative
scheme [62], and so we expect it to be generally valid for large R1 and R2 −R1.

6.4. Asymmetric circular geometry

In contrast with a spherically symmetric geometry, asymmetric boundary conditions can
generate currents and long-range density variations (figure 6). In a system of ABPs, one
way to achieve this is with a fixed, spherical inclusion which attracts and binds particles
on one side but is purely repulsive on the other side. Then, particles can escape only from
one side of the sphere. For concreteness, suppose that the side with binding interactions
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Figure 6. In a closed system of ABPs in steady state, particle-surface interactions
that break spherical symmetry are sufficient to induce current loops that begin
and end on different points of the boundary. This figure shows the results for one
such system, in which the particle-surface interactions with a spherical inclusion
are derived from a continuous, time-independent potential energy function (see
equation (57), and a detailed explanation in appendix A). Qualitatively, this inter-
action potential has the effect of binding particles on the left side of the boundary
and releasing them on the right side. The left plot shows the normal flux Jn at the
boundary (black points) as a function of the angle α with respect to the x-axis.
The right panel shows the flux field as a vector plot, with length of the arrows
proportional to the value of the flux at the point. (Flux vectors above a certain
threshold magnitude were excluded to improve visualization.)

is the left side, where x < 0. Then the boundary conditions are

f(R,α, θ) =

⎧⎪⎪⎨
⎪⎪⎩
g+(α, θ) where cos α > 0 and cos(θ − α) > 0

0 where cos α < 0 and cos(θ − α) > 0

unspecifed else

(57)

lim
r→∞

f(r,α, θ) = c0 = constant (58)

such that g+(α, θ) gives the ‘exit distribution’ of particles leaving the right side of the
sphere. (Since the particles are bound to the left side of the sphere, the corresponding
exit distribution there is 0.) Note that g+(α, θ) covers only half of the (α, θ) domain.
In fact, on the left side of the sphere, f(R,α, θ) is nonzero on the complement of the
interval where it is 0 (the ‘entrance distribution’). However, only the exit distribution in
equation (57) is required to form a well-posed boundary-value problem (see section 2).

While the exit distribution is exactly 0 on the left side of the sphere, the corre-
sponding distribution g+(α, θ) on the right side depends on the statistics of particle
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Figure 7. Tests of our analytical predictions for boundary conditions (57) and
(58) with R = 1 and g+ = 1. The left plot compares the boundary normal flux
Jn from the finite element solution (black points) with the analytical result (red
curve) from the locally planar analysis in appendix C. The other two plots compare
the particle density in the diffusion approximation (ρd, middle plot) with the finite-
element solution (ρ, left plot). The agreement is quite good given that the analytical
approximations have no free parameters.

trajectories in the vicinity of the sphere, and requires a more detailed analysis that we
do not attempt here. For example, one would need to calculate the probability that a
trajectory starting on the left side of the sphere would eventually depart the right side
at given (α, θ).

Instead, we test the validity of the diffusion approximation independent of the
particle-surface kinetics by taking g+ to be exactly 1. In the general case, the diffusion
approximation for the density, ρd(r,α), is

ρd(r,α) = 2πc0 +

∞∑
m=1

(
am

cos mα

rm
+ bm

sin mα

rm

)
(59)

[
am
bm

]
=

2

π

Rm+1

m

∫ π

−π

Jn(α)

[
cos mα
sin mα

]
dα (60)

where Jn(α) ≡ n̂ · J(R,α) is the normal flux at the boundary. Reference [65] works out
a strategy for estimating Jn from g+. The idea is to treat the boundary as locally planar
and use the machinery from section 5.3 to compute the solution close to the boundary
(see appendix B). Figure 7 compares Jn(α) calculated in this way for R = 1 with the
numerical solution from PDE2D. The agreement is surprisingly good considering that
R is equal to the persistence length � = 1, which a priori would call into question
the accuracy of the locally planar approximation. For larger R, the approximation is
even better [65]. In particular, we find the simple expression Jn(α) ≈ (R cosα)−1 to be
accurate for R � 1, which in the multipole expansion for the density, equation (53),
implies a dipole moment

p = (a1, b1) = (4R, 0), (R � 1). (61)
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Figure 7 compares the resulting ρd with the finite-element solution. If we exclude the
region within a persistence length of the boundary (white annulus), the maximum per-
cent deviation of ρd is about 5%. Thus, the diffusion approximation works very well in
a nontrivial curvilinear geometry, where an exact solution by separation of variables is
no longer possible.

7. Illustration 2: elliptic geometry

In the polar geometry, an asymmetry in the particle-surface interaction is required
to generate long-range flow; otherwise, the net particle current is 0 everywhere and
density decays exponentially away from the boundary. In particular, a purely repulsive
spherical inclusion does not generate currents. In this section, we turn to an elliptic
geometry, in which the requisite asymmetry is present in the shape of the boundary
itself. Experimentally, such geometries would allow one to engineer long-range flows
without having to tune particle-surface interactions.

7.1. Problem setup

Figure 8 shows the setup: we take our boundary to be a vertically oriented ellipse E
with semimajor axis a, semiminor axis b, and foci at (0,±c) where c ≡

√
b2 − a2. We

define elliptic coordinates (μ, η),{
x = c sinh μ cos η 0 � μ < ∞ and 0 � η < 2π

y = c cosh μ sin η
(62)

such that E is defined by the constant-μ surface μ = μ0 ≡ arccosh(b/c). The diffusion
solution can be written in terms of μ and η using the general expression

fd(r, θ) = c0 + β(r)− ε2 ∇β(r) · û+
ε3

4
(∇∇β(r))ijûiûj + · · · (63)

where ∇2β(r) = 0. Conveniently, the Laplacian is just ∇2 = ∂2
μ + ∂2

ν , so that β(μ, η) can
be expanded as

β(μ, η) =
∞∑

m=1

e−mμ (am cos mη + bm sin mη) . (64)

In the diffusion approximation, the boundary condition is

(êμ ·∇β(μ, η))|μ=μ0
= −Jn(η) → 1

c
(
sinh2 μ0 + cos2 η

)1/2 ∂β∂μ = −Jn(η) (65)

where êμ is the μ-coordinate vector (which is the same as the unit normal vector) and
Jn(η) is the normal flux. Thus,

am =
c

mπ
emμ0

∫ 2π

0

cos mη
(
sinh2 μ0 + cos2 η

)1/2
Jn(η)dη (66)
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Figure 8. Elliptic geometry. We define elliptic coordinates (μ, η) by x =
c sinhμ cos η and y = c coshμ sin η, where c =

√
b2 − a2. These are orthogonal coor-

dinates, and the constant μ surfaces are confocal ellipses. In particular, μ = μ0 ≡
arccosh(b/c) defines the ellipse depicted on the right. The blue arrows are the
unit tangent and normal vectors at the point (μ0, η); the unit normal vector is
the same as the coordinate vector êμ, and similarly the tangent vector is êη.
Z−1 = (cosh2 μ0 cos

2 η + sinh2 μ0 sin
2 η)−1/2 is a normalization factor.

and similarly for bm. Transforming from (μ, η) to (x, y) gives

β(μ, η) =
p · r̂
r

+
Qijr̂ir̂j − (1/2)Tr Q

r2
+O

(
1

r3

)
(67)

where

p =
c

2
(a1, b1) ; Q =

c2

4

(
a2 b2
b2 a2

)
. (68)

7.2. Test of the diffusion approximation

Figure 9 compares the diffusion solution with PDE2D for a = 10, b = 50, and the
boundary condition

f(μ0, η, θ) = cos2 η (69)

lim
μ→∞

f(μ, η, θ) = constant. (70)
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Figure 9. Density profiles corresponding to the boundary condition f(μ0, η, θ) =
cos2 η and f → constant as μ→∞. The μ = μ0 coordinate surface defines an ellipse
(black) with semimajor axis b = 20� and semiminor axis a = 5�. The left and middle
plots show the density from PDE2D and the diffusion approximation, respectively.
The rightmost plot shows the percent deviation, which is systematic but small.

The agreement is on par with what we saw for the circular geometry. Of course, for
a physical system the boundary conditions must be derived self-consistently from the
underlying equations of motion, (1) and (2). To apply the diffusion approximation,
in particular, we need to know the boundary normal flux. Here, we present a kinetic
argument that approximates this quantity in the case of a long and thin ellipse (a/b
small), and moderate to large persistence length �.

The idea is that in these circumstances, a particle which adsorbs onto the surface
tends to drive itself toward the ends of the ellipse before it significantly changes its
orientation. This implies that most particles leave the surface in the vicinity of the
points (0,±b). By contrast, if � were much smaller than b, then particles would have
sufficient time to reorient themselves and leave before they travel too far from where
they got adsorbed. To know the net flux, we also have to estimate the incoming flux of
particles. Here, we simply take this to be constant along the surface: the idea is that a
particle returning to the surface has spent enough time in the bulk to forget where it
left the surface. Again, we expect this to be a reasonable approximation for sufficiently
large �.

From the above, we are led to the following expression for the boundary normal flux:

Jn(η) =
χ

2a

[
δ
(
η − π

2

)
+ δ

(
η − 3π

2

)
− 2a

c I0

]

where I0 ≡
∫ 2π

0

(
sinh2 μ0 + cos2 η

)1/2
dη.

(71)

The δ-functions model the outgoing flux due to particles leaving near (0,±b), and the
constant offset (1/π) accounts for the incoming flux, its value chosen so that the net flux
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Figure 10. Flux field and density for a bath of ABPs in contact with a fixed,
purely repulsive ellipse with semimajor axis b = � and semiminor axis a = 0.25�.
The radius of an ABP is 0.1�. The top two plots show the flux field and normal
flux Jn obtained from simulation of the particle dynamics (1) and (2). The bottom
left plot shows the density field from simulations. The bottom middle plot shows
the diffusion approximation using the boundary condition (71). The agreement is
fairly good considering the simplifications leading up to (71).

integrated along the surface is 0. The function F (η) expresses these two contributions up
to an undetermined constant χ, which has units of inverse time. Physically, χ quantifies
the number of particles impinging on (or leaving) the surface in unit time. With this
interpretation, a rough guess is that χ ≈ 2c0A v0, v0 being the self-propulsion velocity,
c0 the (constant) value of f at infinity, and A the surface area.

Figure 10 compares this prediction with simulation for a = 0.25�, b = �, and particle
radius 0.1�. The measured normal flux reflects the general shape of F (η), showing peaks
near cos η = 0 and a constant offset. The predicted density ρd using equation (71) also
compares well with the simulation: most of the error is concentrated in the near field,
particularly around (±a, 0). In the multipole expansion for the density (equation (67)),
the predicted dipole moment is 0, and the quadrupole moment is Q12 = Q21 = 0,
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Q11 = Q22 = − A
8π

(a+ b)2
(
1 +

I2
I0

)
(72)

Im ≡
∫ 2π

0

cos mη
(
sinh2 μ0 + cos2 η

)1/2
dη. (73)

In the limit b � a, this becomes Q11 = Q22 ≈ (2π)−1(a+ b)2A. For the problem in
figure 10, the numerical value is Q11 � −0.42.

A caveat is that the predicted flux, equation (71), is larger than the measured flux
by roughly an order of magnitude. Despite this discrepancy, using (71) as the boundary
condition on the diffusion solution ends up giving a more accurate prediction than using
the measured flux. A likely explanation is that the fraction of the flux contained in the
exact diffusion solution is greater than 1, the excess being balanced by the boundary
layer piece of the solution. Then, the better agreement of (71) is due to a cancellation of
two errors: the first overestimating the flux and the second underestimating the fraction
of flux contained in the diffusion solution. Such situations are expected to occur when �
is the same order of magnitude as the length scale of the boundary conditions, as is the
case here. Nevertheless, our results suggest that the diffusion approximation may give
a qualitative understanding of the steady state even in these cases.

8. Summary

Our goal has been to develop an analytical framework to understand ABP steady states
in the presence of boundaries. A key simplification that enables this effort is the diffusion
approximation, equation (17), which says that the asymptotic (‘diffusion’) solution of
(4) carries all the particle flux. Our results from sections 5–7 demonstrate the validity of
this approximation when variations of the boundary data are small compared with the
persistence length � (which we set to 1 in the majority of our analysis). More generally,
the diffusion approximation provides a map between violations of detailed balance at
the boundary and corresponding mass fluxes in the bulk. This mapping could be a useful
design principle for nonequilibrium steady states in general: by tuning particle-boundary
interactions or boundary geometry, one could achieve the desired properties of the bulk
steady state.

In future work, the extension of our framework to higher-dimensional problems could
be useful, as a way to mitigate the exponential increase in computational burden of
a direct numerical simulation. Even in cases where higher accuracy is desired than
provided by the diffusion approximation, the general form of the asymptotic solution
could be used to accelerate numerical algorithms [70]. Along these lines, a study of
long-range flow fields in 3D ABP systems would be interesting.

Similarly, the extension to time-dependent problems would be interesting. The char-
acteristics of the long-time approach to diffusion have lately been considered in the
active matter context [28, 71–74], and an asymptotic approach such as ours could pro-
vide additional insight. For the ABPs, a possible starting point is to scale equation (4)
as

ε2∂tf + ε (cos θ ∂xf + sin θ ∂yf) = ∂2
θf (74)

https://doi.org/10.1088/1742-5468/ac42cf 25

https://doi.org/10.1088/1742-5468/ac42cf


J.S
tat.

M
ech.

(2022)
013208

Steady states of active Brownian particles interacting with boundaries

where ε is a formal perturbation parameter. Then, substituting f ∼ f0 + εf1 + · · · gives
f = const.+ β(x, y, t) +O(ε), where β solves ∂tβ = (1/4)∇2β. Thus, in this scaling, the
long-time evolution is indeed diffusive. Since the initial value problem does not involve a
complicated half-range analysis, connecting the diffusion solution with initial conditions
should pose fewer technical difficulties than the analogous boundary value problem (for
e.g. see [75, 76]). Thus, our work, while directly providing an analytical handle on ABP
steady states, can serve as a springboard to apply similar tools to other problems in
active matter.

While preparing this article, we learned of a preprint [77] that also treats bulk-
boundary correspondence and long-range effects in active colloid steady states, and
arrives at similar conclusions regarding the density and current profiles near a pla-
nar wall. Their treatment of interparticle interactions is an interesting and nontrivial
extension to our analysis, which is restricted to dilute systems. On the other hand, our
work goes beyond theirs in that we calculate exactly the boundary layer in the planar
problem, as well as treat more general curvilinear geometries. Moreover, by formulating
the microscopic transport equation as a boundary value problem, we provide a system-
atic procedure for constructing and validating bulk-boundary correspondence principles
such as the diffusion approximation in section 4.
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Appendix A. Numerical methods

For the particle-based simulations, we numerically integrate (1) and (2) using a stochas-
tic Euler algorithm. Our simulations are ideal for GPU architectures since the code is
trivial to parallelize (particles are non-interacting), and so we wrote a CUDA implemen-
tation alongside C++ code for CPUs. In most cases, we use timestep Δt = O(10−5D−1

r ).
In the C++ code, however, we use 10Δt as timestep far from the boundary, where the
solution is slowly varying, which results in a substantial speed-up. We take statistics
at intervals of D−1

r , beginning at a threshold time of around 104D−1
r . All simula-

tions use Dt = 0.001�2Dr, except for the ellipse problem from section 7, where we use
Dt = 0.0001�2Dr. The reason for a smaller value is to ensure the width δ of the diffusive
boundary layer scales appropriately with the dimensions of the ellipse.
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Figure 11. Test of the full-range completeness conjecture for μ = 1. Using a least-
squares technique, we approximate the function (1/2)θ2 + θ (black) as a linear
combination of the first 40 eigenfunctions (red dashed). The blue curve shows the
difference between the two.

Figure 12. Test of the half-range completeness conjecture for μ = 1. In the left
panel, we test the conjecture on the positive half range, cos θ > 0. Using a least-
squares technique, we approximate the function (1/2)θ2 + θ (black) as a linear
combination of the first 40 eigenfunctions (red dashed). The blue curve shows the
difference using 40 eigenfunctions, and the inset shows the difference using 400
eigenfunctions. Similarly, in the right panel, we test the conjecture on the negative
half range, cos θ < 0, where the function v(θ) = 1 is expanded using 40 and 400
eigenfunctions, respectively.

For the circular geometry (section 6.4), we use the particle-surface interaction
potential

V (r,α) =
tanh (100R − 100r) + 1

10

[
tanh

(
5α− 5π

2

)
+ tanh

(
15π

2
− 5α

)
− 2

]

+
1

10

(
r +

1

19(r −R+ 1)19

)
− 191

190
[1−H(R − r)] (A1)
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which is continuous in the region of interest. Here, H(z) is the Heaviside function.
Roughly speaking, the potential gives rise to a ‘ratchet’ along the surface of the circle,
where x < 0 particles experience a strong but short-ranged force in the direction of −r̂.
By contrast, fixing r and varying α from the left hemisphere to the right, particles
experience a weaker but longer-range force in the direction of −α̂, i.e. pointing towards
the left hemisphere. The asymmetry between the radial and angular components forms
a ratchet that rectifies the motion of the ABPs in agreement with previous work on
self-propelled particles in ratchet potentials [50]. The net effect is that particles tend to
be bound on the left side of the sphere and released on the right.

The interactions for the elliptic geometry are defined as follows. For the repulsive
force, êη · Fr = 0 and

êμ ·Fr

�Dr
=

{
(10s)−40 − 1 0 < s � 0.1

0 s > 0.1
(A2)

where s is the distance from an ellipse with semiminor and semimajor axes a and b.
While we would like to identify effective semimajor and semiminor axes induced by F r,
these are not well-defined because the constant-distance surfaces, along which êμ · Fr is
constant, are not ellipses. However, since the range of the force is small compared with
the major- and minor-axes, this discrepancy is small. Indeed, a numerical calculation
shows that effective values aeff = a+ 0.1� and beff = b+ 0.1� define an ellipse that very
nearly coincides with the s = � surface.

We use the Fortran-based software PDE2D (www.pde2d.com) for our finite element
computations. For solving three-dimensional problems like (4), it uses a collocation
method with tricubic Hermite basis functions [78, 79]. In our analysis, we use 20 gridlines
in the θ variable, 50 in the angular coordinate α or η, and at least 90 in the radial
coordinate r or μ.

Appendix B. Supplementary material for the 2D planar problem

B.1. Completeness conjectures

To test the full-range completeness conjecture, we expand a function v(θ) in the subspace
consisting of the first 2(N + 1) eigenfunctions, for some N :

v(θ) = a+0 Ω
+
0 + a−0 Ω

−
0 +

∑
|k|�N ,k �=0

akΩk (B1)

where the Ωk have arguments (θ, |μ|). To determine the coefficients ak, we minimize the
squared difference

∫ π

−π

⎡
⎣v(θ)− a+0 Ω

+
0 − a−0 Ω

−
0 −

∑
|k|�N ,k �=0

akΩk

⎤
⎦

2

| cos θ| dθ. (B2)

The minimization can be done efficiently on a computer since it only involves the solution
of a 2(N + 1)× 2(N + 1) linear system. The half-range conjectures are tested similarly.
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For the positive-range conjecture, we minimize

∫
cos θ>0

[
v(θ)− a+0 Ω

+
0 −

∑
0<k�N

akΩk

]2
| cos θ|dθ (B3)

and similarly for the negative-range.
Representative tests are shown in figures 11 and 12—specifically, taking v(θ) =

(1/2)θ2 + θ on the full range and positive half range, and v(θ) = 1 on the negative
half range. All three cases provide good support for the corresponding completeness
conjectures.

B.2. Boundary value problem

Solving the full boundary value problem requires matching the coefficients in the general
solution (40) to the boundary data. Specifically, if

f(0, y, θ) = g(y, θ) =

∫ ∞

0

dμ q(μ, θ) cos μy +

∫ ∞

0

dμp(μ, θ) sin μy, cos θ > 0 (B4)

then, for given μ, we must find real constants ak, bk, ck, dk such that∑
k�0

(+akΩk − bkΥk + ckΩk + dkΥk) = q(μ, θ) where cos θ > 0 (B5)

∑
k�0

(+akΩk + bkΥk + ckΩk − dkΥk) = p(μ, θ) where cos θ > 0 (B6)

∑
k�0

(+akΩk + bkΥk − ckΩk + dkΥk) = 0 (B7)

∑
k�0

(−akΩk + bkΥk + ckΩk + dkΥk) = 0 (B8)

where the Ωk and Υk have arguments θ, |μ|. To solve these equations, we assume the half-
range completeness conjecture on the Ωk. Then, we require that the difference between
the lhs and rhs of each equation is orthogonal to each of the Ωj with respect to inner prod-
uct 〈f, g〉 =

∫
cosθ>0 fg cos θ dθ. In practice, we choose some upper cutoff k = N . Then,

we obtain the 4N × 4N linear system⎛
⎜⎜⎝

A −B A B
B A B −A
B A −B A
−A B A B

⎞
⎟⎟⎠
⎛
⎜⎜⎝
a
b
c
d

⎞
⎟⎟⎠ =

⎛
⎜⎜⎝
u
v
0
0

⎞
⎟⎟⎠ (B9)

where a,b, c,d are N -dimensional vectors whose components are the coefficients
ak, bk, ck, dk, k � N ; and

Aij = 〈Ωi, Ωj〉; Bij = 〈Ωi, Υj〉 (B10)

ui = 〈q, Ωi〉; vi = 〈p, Ωi〉. (B11)
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Figure 13. Here we test the numerical procedure for calculating the expansion
coefficients ak, bk, ck, dk in equation (B8) (compared with equation (40)). We use
μ = 1, q(θ) = 1, and p(θ) = 1/2. The left plot shows the lhs of equation (B5) using
the calculated ak, bk, ck, dk and an upper cutoff k = 40, and similarly the right plot
shows the lhs of (B6). We found the lhs of (B7) and (B8) to be 0 within machine
precision.

We have found N = 40 to be sufficient in most cases, although we have tested up to
N = 400 in some calculations. Figure 13 shows an example with μ = 2, q(θ) = 1, p(θ) =
1/2, and N = 40.

Appendix C. Locally planar approximation

Here, we illustrate the type of ‘locally planar’ approximation that can be used to estimate
the boundary normal flux. We use the same setup as from section 6.4, that is, a circular
geometry with boundary data

f(R,α, θ) =

⎧⎪⎪⎨
⎪⎪⎩
1 where cos α > 0 and cos(θ − α) > 0

0 where cos α < 0 and cos(θ − α) > 0

unspecifed else

(C1)

lim
r→∞

f(r,α, θ) = c0 = constant (C2)

to be solved on R < r < ∞, 0 < α < 2π, −π < θ < π. The constant c0 is constrained
by the boundary condition at r = R. In a planar problem, c0 would correspond to the
constant Fourier mode of (C1), which in the present case gives c0 = 1/2. For the range
of R-values considered here, the actual value is slightly smaller and carries a weak
R-dependence. For instance, c0 ≈ 0.466 for R = 1 and 0.452 for R = 5. However, consis-
tent with the level of approximation adopted elsewhere in this section, we simply take
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Figure 14. Ingredients in the locally planar approximation. The left panel illus-
trates the (u, v) coordinate system corresponding to a point P on the boundary.
As discussed in appendix C, u and v are the horizontal and vertical coordinates
in a planar half-space problem bounded on the left by the tangent line T (u = 0).
The right panel shows how we approximate the boundary conditions at u = 0 by
projecting onto T the boundary conditions (C5), which sit on the surface of the
sphere. The idea is that particles retain their approximate angular distribution as
they leave the sphere and pass through T .

c0 = 1/2. Then, it is convenient to subtract c0 from the overall solution and solve the
transformed problem

f(R,α, θ) =

⎧⎪⎪⎨
⎪⎪⎩
+1/2 where cos α > 0 and cos(θ − α) > 0

−1/2 where cos α < 0 and cos(θ − α) > 0

unspecifed else

(C3)

lim
r→∞

f(r,α, θ) = 0. (C4)

The locally planar approximation is illustrated in figure 14. Consider a point P on
the boundary, with Cartesian coordinates (x0, y0) and polar coordinates (R,α0), and
tangent line T . We can define an infinite half-space problem if we consider T as defining
a planar boundary: if f(r,α, θ) is known along the entirety of T , then we can use the
methods of section 5 to solve for f(r,α, θ) on the infinite half space outside of T (on the
side opposite the circle).

Towards this end, for a point Q above T , let u be the perpendicular distance from
T and v be the parallel distance from P . We denote these coordinates with super-
script (u, v) such that Q = (u, v)(u,v) and P = (0, 0)(u,v). In terms of these coordinates,
suppose we know f(u = 0, v, θ) on −∞ < v < ∞ and where cos(θ − α0) > 0. Then,
f(u, v, θ) solves an infinite half-space problem on u > 0 of the type solved analytically
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Figure 15. Some tests of the locally planar approximation for R = 2, 5, 20. The
black diamonds show the normal flux Jn(α) evaluated numerically using PDE2D.
The solid red curve shows the locally planar approximation described in appendix
C, and the blue dashed curve shows the function (R cosα)−1. The accuracy of the
approximations increases with R, but is good even for R = 2.

in section 5, with boundary conditions f(u = 0, v, θ) = g(v, θ) defined on −∞ < v < ∞,
cos(θ − α0) > 0. It remains to determine g(v, θ).

Suppose we can satisfy ourselves with solving for f only very close to P . This is
certainly true if our goal is to determine the boundary normal flux at P . Being close
to P means that the form of g(u, θ) for large |v| influences the solution much less than
its behavior near v = 0, so we can get away with some approximations in the former
region. In this spirit, the locally planar approximation projects the boundary conditions
at r = R onto T . For the point P , for instance, we would take

g(v, θ)|cos(θ−α0)>0 =

⎧⎪⎪⎨
⎪⎪⎩
+1/2 −R < u < R cos α0

−1/2 R cos α0 < u < R

0 |u| > R

(C5)

lim
r→∞

f(r,α, θ) = a0 = constant. (C6)

Though less accurate for large |v|, this approximation will generate accurate boundary
conditions near P , and the exact boundary condition at P itself. Thus, the resulting
solution f(r,α, θ) is also expected to be accurate near P .

Figure 15 tests the approximation for several R, comparing the calculated boundary
normal flux Jn(R,α) with the finite-element solution. The agreement is surprisingly
good over a range of R values. If R is large and cosα not too close to 0, then Jn(R,α)

is Jn(R,α) ≈ (R cos α)−1, which is also shown in figure 15.
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