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Abstract

We consider a nonlocal evolution equation representing the continuum limit of a large
ensemble of interacting particles on graphs forced by noise. The two principle ingre-
dients of the continuum model are a nonlocal term and a Q-Wiener process describing
the interactions among the particles in the network and stochastic forcing, respectively.
The network connectivity is given by a square integrable function called a graphon.
We prove that the initial value problem for the continuum model is well-posed. Fur-
ther, we construct semidiscrete (discrete in space and continuous in time) and fully
discrete schemes for the nonlocal model. The former is obtained by a discontinuous
Galerkin method and the latter is based on further discretizing time using the Euler—
Maruyama method. We prove convergence and estimate the rate of convergence in
each case. For the semidiscrete scheme, the rate of convergence is expressed in terms
of the regularity of the graphon, the Q-Wiener process, and the initial data. We work
in generalized Lipschitz spaces, which allows us to treat models with data of lower
regularity. This is important for applications as many interesting types of connectivity,
including small-world and power-law, are expressed by graphons that are not smooth.
The error analysis of the fully discrete scheme, on the other hand, reveals that for
some models common in applied science, one has a higher speed of convergence than
that predicted by the standard estimates for the Euler—Maruyama method. The rate
of convergence analysis is supplemented with detailed numerical experiments, which
are consistent with our analytical results. As a by-product, this work presents a rigor-
ous justification for taking continuum limit for a large class of interacting dynamical
systems on graphs subject to noise.
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1 Introduction
1.1 The model

In this work, we study an initial value problem (IVP) for the following stochastically
forced nonlocal evolution equation

du(t,x) = {f(t, u) + / K(x,y)S(u(t, x), u(t, y))dy} dt +dW(t, x), (l1.1a)

u(0, x) = g(x), (1.1b)

where u(¢, x) is a real-valued process defined on [0, T] x [ 4 with T > 0 being an
arbitrary but fixed time horizon and I := [0, 1] throughout this paper. The Gaussian
process W (t, x) will be defined below. The domain of integration on the right—hand
side of (1.1) is implicitly assumed to be I¢. The same convention will be used every
time the spatial domain of integration is not specified.

Equation (1.1) is a phenomenological model of a continuous population of interact-
ing particles subject to stochastic forcing. Function f (¢, u(¢, x)) defines the intrinsic
dynamics of a given particle at point x € I and time ¢ > 0, while the integral term
on the right hand side of (1.1) describes the interaction with other particles in the pop-
ulation. Here, the function S(u(t, x), u(¢, y)) models pairwise interactions between
particles located at x € I¢ and y € I¢ and a measurable K (x, y) describes spatial
connectivity between particles.

One way to arrive at a model of the form (1.1) is from the continuum limit of a
dynamical system for a discrete population of interacting particles [1, 2]. The contin-
uous Kuramoto model of coupled phase oscillators [3, 4] and neural fields [5] are two
prominent examples of models of this type. Another class of models leading to (1.1)
are nonlocal diffusion equations [6] including nonlinear and fractional diffusion mod-
els [7-9]. Other examples include models in population dynamics [10, 11], swarming
[12], and peridynamics [13], to name a few.

We complete the formulation of (1.1) by specifying assumptions on f, K, and S.
We assume that f : [0, T] x R — R satisfies a linear growth bound and a Lipschitz
condition:

|f(t,u)| < Af + Bylul, (1.2a)
If(t,u) — f@' u)l < Lg(jt — 1|+ [u—u)), (1.2b)

with positive constants A 7, By, and L. S : R* — R also satisfies linear growth and
Lipschitz conditions

|S(u, v)| < As + Bs(Jul + |v]), (1.3a)
[S(u, v) — S, v)| < Ls(Ju —u'| + |[v —0')). (1.3b)
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Again, Ag, Bg, and Lg are positive constants. For the interaction kernel, it will be
necessary to assume both

K1 =esssup,ja /|K(x, y)|2dy < 00, (1.4a)

Ky =esssup, /|K(x, VPdx < oo. (1.4b)

Finally, we define W (¢, x). Let Q be a positive self-adjoint trace class operator on
H := L>(I?). Let A, k € N, denote the eigenvalues of Q arranged in the decreasing
order, counting multiplicity, and let e, € H be the corresponding orthonormal eigen-
functions. Then W, a Q-Wiener Gaussian process, is given via its Karhunen-Logve
expansion as

Wt x) =Y\ huer(x) Bi(0), (1.5)
k=1

where the By (t), k € N, are independent Brownian motions.

1.2 The Galerkin approximation

We next introduce a continuous in time Galerkin discretization of (1.1). First, the
domain V = I is partitioned as

Vl'-n = (-xi]flv xi]] X (xizflwxiz] X X (xidfh xid]v

i= (1,02, ..., i) € [, (o
where
xi=ih, h=n"",ie{0,1,...,n}. (1.7)
Next, the Galerkin basis is defined as
H' = (), e lnl), ¢ () =1y (), (1.8)
where 14 is the indicator function of set A. Substituting
W(t,x) = Y W) (), (1.9)

ie[n}?

into (1.1), and projecting with respect to L2 onto H”, we arrive that the following
semidiscrete [VP
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du? = {f(t,u?)—i—hd 3 K%S(u?,u?)}dl—kdwlf”, (1.10a)
Jjemn?
W (0) = gr, i €[n]’, (1.10b)
where
Kt =7 [[ ke odndy. (111)
W) =h~? n 1.11b
20 =h= (W, 1) (1.11b)
—d
¢ =h <g,Xl.#>, (1.11¢)

Here, (-, -) stands for the inner product of H = L2(I%). The double integral in (1.11a)
is over 19 x 14, again, unless otherwise indicated, such double integrals will be over
this set.

1.3 Organization and main results

We begin our study by establishing well-posedness of the IVP (1.1). This is the content
of Theorem 2.4 and subsequent results in Sect. 2. A fundamental challenge in studying
(1.1) is that the nonlocal term does not introduce smoothing into the flow. This is in
contrast to, say, a stochastic semilinear heat equation, where the heat kernel would
provide such smoothing. Indeed, the lack of smoothing is what precludes us from
using space-time white noise forcing in our framework.

After that we turn to the semidiscrete model (1.10), using it as a basis for construct-
ing a numerical schemes for the original IVP (1.1). Theorem 3.1 establishes that for
(1.10), as n — oo, we recover (1.1). To obtain rates of convergence, it is necessary to
make additional assumptions on the regularity of the kernel K (x, y) and the process
W. Following [14], we use generalized Lipschitz spaces to measure the regularity of
K and use the spectral properties of Q to classify the regularity of W to arrive at a rate
of convergence, with respect to n, in Theorem 4.2, which appears in Sect. 4.

Section 5 contains our last analytical results. They concern the convergence of
the fully discretized problem, in both space and time, where Euler—Maruyama time
stepping is used. The key results appear in Theorem 5.1, and an improved estimate
is given in Theorem 5.5 for a key case of (1.1), with a trigonometric function for S.
Both results establish strong, mean square, convergence. The fully discrete problem
is addressed by splitting the error into a contribution from the spatial discretization
of the associated time discretized problem and the contribution to the error due to the
time step in the spatially continuous problem. The analysis of the spatial error in the
time discretized problem is a natural extension of Theorem 4.2. A classical analysis
of Euler—Maruyama applies, but more effort is needed to obtain the higher order
convergence; again, there is a novel analytical challenge due to the lack of smoothing
in the model.
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We verity the sharpness of our convergence results with numerical experiments in
Sect. 6. There, we run ensembles of independent trials for different values of particle
number n and time step At and confirm the predicted scalings in n at fixed Ar and
vice versa. These experiments also highlight the transition between when the error is
dominated by the deterministic terms and when it is dominated by the stochastic term.

We conclude with a discussion in Sect. 7, reviewing our results and highlighting
open challenges. Additional computations are given in Appendix A.

1.4 Related work

This work is related to two lines of research. On the one hand, there has been a recent
effort in developing numerical methods for nonlocal diffusion equations [15-18]. Our
contribution to this research is that first, we consider a stochastically forced problem;
second, we work with kernels that may not have much more regularity beyond integra-
bility; and finally, our model has nonlinear diffusivity and, in this respect, is somewhat
more general than a typical nonlocal diffusion equation. On the other hand, the systems
of SODE:s like (1.10), (1.10b) may be viewed as interacting diffusions on graphs [19].
A common framework for modeling interacting diffusions is based on the nonlinear
process introduced by Sznitman [20]. The evolution of each particle is described by an
implicit nonlinear diffusion equation, which in addition to the unknown state variable
involves its probability law (see, e.g., [19]). In practice, integrating such systems also
requires integrating a McKean—Vlasov PDE in addition to the system of SODEs for
individual particles. Our semidiscrete model (1.10), (1.10b) provides an alternative
continuum model of interacting diffusions on graphs. A central question in the theory
of interacting diffusions is analytical description of the continuum (thermodynamic)
limit for the system as the number of particles tends to infinity. Theorems 2.4 and 4.2
justify the nonlocal model (1.1), (1.1b) as a continuum limit for (1.10), (1.10b) in
the same way as [3,Theorem 3.1] justifies the continuum limit for models without
diffusion.

2 The initial value problem

In this section, we formulate the IVP for the nonlocal diffusion model and study its
well-posedness.

2.1 Preliminaries

Let {F; C F,t > 0} be a normal filtration associated with W (¢) [21]. Further, let
T > 0 be arbitrary, but fixed. For p > 2, we define A7 the space of H-valued
predictable plrocesses1 u(t), t € [0, T], such that

Welllp,7 = ess supyego, 7y (Ol , 2.1)

1 For the definition of a predictable process and other terminology used in the theory of stochastic integration
in Hilbert spaces, we refer to [21].
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where [lull, := E[[lu(#)[?1"/7 and ||-|| is the norm of H. (&7, ||l-Il ,.7) is a Banach
space (cf. [21]).

2.2 Existence of solutions

We first prove existence for a more general model and then specialize this result
to (1.1). While the proof is standard (cf. [21, 22]), we include it for completeness.
Consider the equation

du = N[t,uldt +dW, u(0) =E§, 2.2)
where N[?, o] : H — H forevery ¢ € [0, T] and & is Fy-measurable random variable.

This problem is posed on an an abstract separable Hilbert space, H; for (1.1) H =
Lz(Id). Further, we assume

N[z, ulll = An + Bwllull, 2.3)
IN[z, u] — N[s, v]l| < Lnllu— vl 2.4

forany u,v € Handt,s € [0, T].
A predictable process u(t), t € [0, T'], is called a mild solution of (2.2) if

t
u(t) =&+ / Nls, u(s)lds + W) 2.5)
0

holds for all t € [0, T'] a.s. and

T
P </ lu@)|?dt < oo> =1. (2.6)
0

Theorem 2.1 Let & € LP (2, Fo, P; H) for some even p € N. Then there exists a
unique mild solution to (2.2) such that

lleellp,7 < CCL+1IEN ), 2.7)
where the constant C depends on T, but not ||&||| P

Proofof Theorem 2.1 Let 7 = (Ly + 1)~} and & € LP(Q, Fo,P; H), u € P and
define

t

Jul®) =¢ +/ N(s, u(s)ds + W(), te][0, 1] (2.8)
0

We want to show that J is a contraction on J#”. Since u(¢) is a predictable process
then sois f(; N(s, u(s))ds and, consequently, J[u](¢) is predictable too. By the triangle
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inequality and (2.3), for ¢ € [0, ], we have

t
3Tl < NEN, + /0 ING, u(sHIl, ds + WO,

t

=&l + A (AN + By llu(s)ll)ds + sup WD), (2.9)

tel0,7]
<&, + (AN + Bn llull, o) + sup W@, -

tel0,7]

Since W(¢) is a Gaussian process with covariance operator 1Q, we further have (cf.
(22])

sup [IW®l, < cpy/TTrQ (2.10)

t€[0,1]

for some ¢, > 0. The combination of (2.9) and (2.10) yields

Il p. - < WEN, + T(AN + By llullp o) +cpyTTrQ <00 (2.11)

Next, we demonstrate that J is a contraction:

[l (@) = Il . = /O INCs, u(s)) = NGs, v($))l

IA

/0 Ly llu(s) — v, ds

Ly lu—vllp - -

IA

On account of our choice of 7, by the Banach contraction mapping principle, J has
a unique fixed point in %’ . This yields a unique mild solution of the initial value
problem (2.2) on [0, t]. Using u(t) as the initial condition, the local solution can
be further extended to [0, 27] and by repeating this argument again and again, it is
extended eventually to [0, T']. Thus, we have constructed a unique mild solution in
L%”Tp . Finally, (2.7) follows from (2.9) and Gronwall’s inequality. O

In addition, we immediately have continuous dependence upon the data and conti-
nuity in time:

Corollary 2.2 Under the same assumptions as Theorem 2.1, the solution depends con-
tinuously on initial data

llu(@) —u' @)l p.r S NE =&l (2.12)

forany £, &' € L*(2, Fo, P; H).
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Proof To show (2.12) note

t
Ju@) — 'l < Il —&ll, + /0 INTs, ()] — Nis, ' (5)]]] s
t
< JlE =&l + Ly /0 llu(s) — ' 5)]] .

The Gronwall inequality yields (2.12). O

Corollary 2.3 Under the same assumptions as in Theorem 2.1, the solution is contin-
uous in time for any p > 2:

Nu@) —ull, S VIt — sl (2.13)

Proof
t
() — ()l < / ING uGDIL dr + 1W @) — Wl
5
t
< f (Aw + By lu()ll,)dr + cpy/ T QI — 5|
N
< (AN + By llull )t — s| + cp/Tr Qlt — 5]
= (Ax + B llully VT +¢,/TrQ) Vi =]
forany 0 < s <t < T. Consequently, E[[lu(r) — u(s)||"] < |t — s|P/2. O

2.3 Well-posedness of the nonlocal evolution equation

We now prove well-posedness of our model, (1.1).

Theorem 2.4 The IVP for (1.1) subject to (1.2a), (1.2b), (1.3a), (1.3b), (1.4) and given
initial condition in LP (2, Fo, P; H) for even p > 2 has a unique mild solution. It
depends continuously upon the initial data and is continuous in time, as in Corollar-
ies 2.2 and 2.3.

Note that for the existence of the solution to (1.1), we do not require the Lipschitz
continuity with respect to ¢ in (1.2b). We will require this later for convergence of the
time discretized problem.

Proof 1t is sufficient to verify the conditions of Theorem 2.1 for
N[z, ul = f(t, u) + Klul, (2.14)

where K : ‘H — 'H is defined by
K[u](x) = / K(x,y)Su(x), u(y)dy. (2.15)

@ Springer



Stoch PDE: Anal Comp

We then proceed in the following steps:

1. First, note that (1.2a), (1.2b), and (1.3a), (1.3b) imply

If @ wlpagay < A+ Brllullpagpay, (2.16a)
It w) = @ u)llpaay < Lyl —u'llqgay, (2.16b)
IS, VIl zaqraxray < As + BsUlull o ey + lvllpagay),  (2.16¢)

1S Gy v) = S, V) pagascay < Lslu—u'll o gay

+ ||U — U/”Lq([d)) (216d)

for any u, v € L‘f(Id), q € [1, oo]. In addition, if By = 0, then for p € [1, 00),
f@, ) LAUY — LU, with || f (1, )| o(ray < Aj. Likewise, if Bs = 0,
forg € [1,00), S(-,-) : LI(I%) x L1(I?) — L®I? x I9), with ||S(u, v)| 1~ <
As.

. Next, we show

IK[ulllp2pay = Ak + Br lull 214y, (2.17)
IK[u] — K[v]ll12¢jay < L llu — vl p2(a (2.18)

for some nonnegative Ax, Bx and Lx and all u, v € L2(Id). If we can obtain
these results, we are done.
To this end, note

2
KL g, s/{/|K(x,y)||S(u<x),u<y>>|dy} dx

2
s/{/|K(x,y)|(As+Bs|u(x>|+Bs|u(y)|>dy} dx
< 3/ K (v, ) P(A2 + BHu(0)I? + Bslu()P)dxdy
< 3AGIK 1320y 0y + 3BS €55 5up, f K (&, Py lul}aga,

+3B§ ess sup},f |K (x, y)|2dx||u||%2(1d).
Since
K117 2 gy oy < €55 Sup; / K (x, y)|*dy < oo,

(2.17) holds.
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3. For (2.18),

IK[u] = K[01I175 o),

2
sLé/{flK(x,ymu(x)—v(x>|+|u<y>—v<y>|dy} dx
<212 // 1K (e )P (ux) — v@)P + Ju(y) — v(y)P)dxdy
< 2L (ess sup, f IK (x, y)PPdy +ess sup, f K G, ) Pdo) = vl 320,

]

3 Convergence of the Galerkin scheme

In this section, we study convergence of the Galerkin scheme in LZ(Q, F,P; L2(I d )
with the associated mean square norm, [|e[|,. We will also make use of the space
time norm (2.1) in the case p = 2. Additionally, we will assume that our interaction
function, S, is bounded, which is to say Bg = 0 in (1.3a).

Let P, denote an L2-projector from H onto H", where H" is defined by (1.8). Our
main result of this section is:

Theorem 3.1 Let u(t, x) stand for the solution of the IVP for (1.1) subject to the
initial condition u(0, -) = g € H and let u" (t, x) stand for the solution of the finite-
dimensional problem (1.10) subject to u" (0, -) = P, g. Also assume that the interaction
term S has Bs = 0in (1.3a). Then

lim |u —u"{|, , =0. 3.1)

n—o00

For simplicity, we have taken the initial condition to be deterministic. The proof of
the theorem relies on the following two lemmas.

Lemma 3.2 There is a positive constant C = C(Ag, Ly, Lg, K1, T) such that
e — unlllar < C (||(I —Pgll+ 1A =P K| 2 gay + 1A = Pn>Wlllz,T) :

where P,(,l) and P,(lz) stand for L*-projectors of L>(I*?) onto H" @ H and H @ H"
respectively, i.e.,

((I - Pf,”) KGy) x") =0 yellae., icnl’,

<<I - P,<,2>) K, ) x") =0 xelae., ien
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Lemma 3.3
lim [[(X—Py)Wll 7 =0.
n—o0
Proof of Theorem 3.1 For any g € L*(I?), we have lim,_o I — P,)g|l = 0
(cf. [23, Proposition 2.6]). Thus, Theorem 3.1 follows from Lemmas 3.2 and 3.3.
O
Proof of Lemma 3.2 Mild solutions of the IVP for (1.1) and (1.10) satisfy
t
u(t,x) =gx)+ / {f (s, uls, x)) + Klu(s, )I(x)}ds + W(z, x), (3.2)
0

t
Wt x) = g"(x) + f (s, (5, 2)) + KT (s, )100}ds + W (1, x), (3.3)
0
where
K" [o()](x) = / K" (6. 1)S (0(x), v(y) dy, (3.4)

and K" = P,K is the L2(I? x 1) projection of K with coefficients as in (1.11a).
Our proof then proceeds with the following steps.

1. Subtracting (3.3) from (3.2) and using the triangle inequality,
A" (1) = [fute, ) —u" @, )],

t
U ) ) — L' (s, -
<llg—g"l / (/s uts. ) = fisou" s 0] 3.5)

+ ||| KLu(s, )] — K[u" (s, )|, + | KL" (s, )] = K"[u" (s, ][ ,) ds
+H[wa. )= wra ],

2. By (1.2b),
£ G us, ) — fs.u s M|, < Lra™es). (3.6)
Using (1.3b), (1.4) and Jensen inequality, we have
I[Klue(s, )] — K" (s, 1|3
=E U (/K(m) [SQu(s.x), uls, y) - S(u"(s,x>,u"(s,y))}dy)zdx}

< Lé//K(x,y)z]E{m(s,x)—u"(s,x)|+ lu(s, y) —u"(s,y)|}2dxdy

< 2L3(Ky + K2) [[uts, ) — u" (5.3 - (3.7)
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The constants, K;, were defined in (1.4). Thus,
1K ets, )1 = K" (s, )1, < vV2(K1 + K2)Ls A" (s). (3.8)
3. We next need the following observation. If ¢ € H" then

S (@), ¢() € H" Vx el

and
K76 ()](x) = / (P K)(x, )S (@0, (1)) dy
- / PPPLK) (. y)S ($(x). (1)) dy
_ / PP, 1)S @), p()) dy.
In particular,

K" [u" (, )](x) = / PV K)x, )8 (u™ (. x), 1" (2, ) dy. 3.9)
4. Using (3.9) and |S| < Ag, we have
KL (s, 9] = K" [u" (s, )|, < Asll(I —=P)K 2y pay.  (3.10)

5. Plugging (3.6), (3.8), and (3.10) into (3.5) and using Gronwall’s inequality, we
obtain

sup A"(T) = V2ESKHLNT (14— P )g]
tel0,T]

FTASIA =PI 2oy + @ = P)W a7 )

Proof of Lemma 3.3 We begin by calculating

(X —P)W DI = ELIW, )21 — 2ELW (2, ), P, W(z, )]+ E[IP, W(z, )]I*]
=E[|W(z, )II*] — E[IP, W(z, -)|*]
=1(TrQ— Z h <QXIT", in>)

ie[n)d
Denote the error term

A" =TrQ — Z h <Q)(lf", X;»”>-

ie[n)d
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1. Expanding the xl-.” functions in terms of the eigenfunctions of Q,

oo

> <QXl"X,'> > Qe e Y <X;-n,€k)2,

ieln}d k=1 ien)?
SO

o
Zxk (1= <Xl—,”,ek>2) =Y mdPled? G
k=1

tE[n]d

As the projection operator is orthogonal and the e, are orthonormal, ||Pj-ek I <1.
2. Next,lete > 0be arbitrary but fixed. Since Q is trace class, thereism = m(€) € N
such that

o0
€
0< A -, 3.12
< ) M<; (3.12)
k=m+1
Therefore,

A < ¢ + Tr Q max [|Plex . (3.13)

2 ke[m]

3. Asn — oo, we are assured that ||P,ﬂ-ek || = 0 (cf. [23, Proposition 2.6]). Choosing
n1 = ny(e, m) € N large enough, we have, that for all k < m and n > n;

€
Plreyl < —— 3.14
1P el < ™o (3.14)

The combination of (3.13) and (3.14) proves that A" — 0.

4 The rate of convergence

To quantify the rate of convergence in Theorem 3.1, we need to impose additional
regularity assumptions on the initial data, the kernel K, and the covariance operator
Q. The regularity is well described by Lipschitz spaces, which we define following
[14].

Definition 4.1 For ¢ € LP(I%), p > 1,
@p(P,8) = sup ||p(e+ h) — ¢(.)||Lp(1gﬂ1d)’ >0,
Ihl=é (4.1)

g:{xeRd: x+h€ld},
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is called the L”-modulus of continuity of ¢. For € (0, 1], the Lipschitz space
Lip (o, L? (1)) is defined as follows

Lip (a, LP(Id)) - {¢> eLP(IY): 3C >0 wy($.8) < ca“] ,
. . 4.2)
ol po = 111;1 S(l)lp5 wp (P, 8).

We are now ready to state the main result of this section.

Theorem 4.2 [n addition to the assumptions of Theorem 3.1, let Ay, k € N be the
eigenvalues of Q arranged in the decreasing order counting multiplicity and ey €
L*(I%) be the corresponding normalized eigenfunctions. Let g € Lip (Ol, L2(Id)) and
K e Lip (B, L2(I? x 1?)) for some a, B € (0, 1]. Then

”|u — u"|”” < C max {n_“, n P, \IJ(n)} , (4.3)
where
m o0
_ . _ : —1)2
W) =Wk Q) = ’;ré%{zkaz(ek,n )* + Z Ak fs (4.4)
k=1 k=m+1

and the eigenvalues Ly and eigenfunctions ey are those of Q and C > 0 is independent

of n.
The proof of Theorem 4.2 relies on the following lemma.

Lemma4.3 (cf. [14]) Let ¢ € LP (1%, p > 1, and let ¢, = Pyp. Then
llp — ¢n||Lp(1d) < Cwy(o, \/En_l),

where C depends on d but not on ¢ or n.
In particular, if ¢ € Lip (a, Lz(Id)), a e (0,1],

¢ — ¢n||Lp(]d) <Cn°. 4.5)

Remark 4.4 Equation 4.5 with o = 1 yields the convergence rate for Lipschitz con-
tinuous functions.
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Proof of Lemma 4.3 We include a short proof adapted from [24,Theorem 5]. Using
Jensen’s inequality and Fubini’s theorem, we have

”¢ - ¢n||€p(]d)

P
= Z/ nd/n(qﬁ(x)—qs(z))dz dx
iemn}d g
<n? > / / ¢ (x) — ¢ (2)|7 dzdx
ie[n)d
<n / f 16G0) — B+ 9I7 Lalx + y)dydx
iem B /g,-1:={ly|=Vdn~1}
=n"f 6G) — SCx 4 MIP 1jax + y)dxdy
Bﬁ _1 14
< wp(@. Vdn" "B s, i |n?
B d)d/Z
—C Jdn Y, c=CW) :=|B ;i _ d:(”—,
b (¢, Vdn™h), (d) == B sg,11n FE)
where | B «/En*' stands for the volume of the ball B Jan-1- O

Example 4.5 LetQ = (—A) 'andd = 1. Then A; = (k) 2 and ¢, = /2 sin(wkx).
By a direct application of the mean value theorem,

1
/ (sin (wk(x + h)) — sin (Tkx))* dx
0
1
= / (cos(z. (x))kh)? dx < (wkh)?.
0

Thus, wy(ex, h) < mwkh. Consequently, by optimizing over m, WV (n) = Omn~?).
Proof of Theorem 4.2 By Lemma 3.2,

llu = unllp,7 < C max {||(I —Pgll, 1A =P K[ 27a gay. 1A = Pn)sz,T} :

First, by Lemma 4.3, ||[(I — P,)gll < n™*. Next, since we can write P, = POPWD),
where the projectors are over L2(1¢ x I?) and P,, is the projector in both x and y,

||PnK||L2(14 1) = ||P K||L2(1d 1d)-
Next, note that

T = PSVK T2 ga gy = WK G 2 gas gy = 1P Kl 2 )

< WK W2 gy oy = IPuK 172 gas gay = 1 = P)K 3270, 0y
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Consequently, we can apply Lemma 4.3 again, now over L>(I¢ x I?) = L*>(1*%) , to
conclude ”(I - Pi(l]))K”LZ(IdXId) 5 n_ﬂ.

It remains to estimate ||(I — P,) W|||7. From the proof of Theorem 3.1, it follows
that

o
A —P)WI5 7 < T Y aelPrexl® =: . (cf. 3.11)).
k=1
As in the proof of Theorem 3.1, we decompose the sum above into two contributions:

m o0
=Y mlPrell’+ Y AlPrel®, (4.6)
k=1 k=m+1

=%y =%

where m € N is to be determined. Again, since the ¢; are orthonormal and P,J; is an
orthogonal projector,

[o)e]
T < Z A < TrQ < oo. 4.7
k=m+1

On the other hand, using Lemma 4.3
1, 2 “1\?
T < m max AP, e]|” < Cm max wp (ek, Vdn ) . (4.8)
ke[m] kelm]

The combination of (4.6), (4.7) and (4.8) completes the proof. O

5 Fully discrete analysis

Convergence of the semidiscrete problem is interesting in its own right, as we may
be interested in the relationship between a discrete system of particles and its contin-
uum limit (cf. [3]). For numerical integration of (1.1), we must introduce a temporal
discretization. In this section, we analyze that contribution to the error.

The full discretization of (1.1) with Euler—Maruyama time stepping is

W = w e f e A+ KM A+ AW (5.1a)
u? =Plg, (5.1b)
where u™F is our approximation of the solution in the Galerkin space H" at time 7.

K" is defined as in (3.4), and
AW =P (W (141) = W (1)) = W — ek (5.2)
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is the increment in the Gaussian process within the subspace. Iterating,

k—1 k—1 k—1
W =m0 Y Af (™) + Y AK 4y T AW,

Jj=0 Jj=0 Jj=0
k—1 k—1 G-3)
= "0+ Y Aef(t ™)+ AK "+ W
j=0 j=0

Our goal is to obtain a convergence rate, with respect to both n, the spatial mesh,
and At, the time step, for the error

AP = lu(t) — u™|| (5.4)
along with the max error,
max A"K. (5.5)
k<M

We will assume that the time steps are chosen such that

M = r e N. (5.6)
At
Throughout, n will be used to denote spatial discretization, while j and k, will indicate
the associated time, #; = jAtr. As we noted after stating Theorem 2.4, we will now
make use of the Lipschitz continuity with respect to ¢ in assumption (1.2b).
To better analyze time and spatial discretization error, we break the problem of
estimating (5.5) into two intermediate problems, one addressing only spatial error and
another addressing only time error:

A" < fu(te) = 2 4 [Ju* = a2 6.7

=Af =Amk

The term Af accounts for only time discretization and Aﬁ’k accounts for space dis-

cretization. The time step At is still present in A;*k, but the error with respect to n is
uniform over At € (0, Ary) for any fixed Aty > 0. Decomposition (5.7) introduces a
new quantity, u*, which corresponds to the discretization of (1.1) only in time,

U=k F @, by Ar + KK A + AWFH .
O g (5.8)

For analysis, it is helpful to represent the exact solution as
k=i k=l ety
u(te) =g+ / fsuls)ds +Y / Klu(s)lds + W), (5.9)
j=0"1 =071
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along with its time discretization, (5.8),

k—1 k—1
wh =u®+ Y Arf (e ul)+ Y ArK[ul ]+ WE (5.10)
j=0 j=0

The main results of this section is:

Theorem 5.1 Under the same assumptions as those of Theorem 4.2

m]?x [lee () — u"’k|H2 < max{n~¢, n B, wn)) + VA,

where WV is defined in (4.4).
Proof Using (5.7) along with Corollary 5.2 and Corollary 5.4, we have our result. O

An improvement to this, with O(At) error, for the particular case of (1.1), where S is
a trigonometric function, is presented in Sect. 5.3

5.1 Spatial error of the discrete in time problem
As a corollary to Theorem 4.2, we have

Corollary 5.2 Under the assumptions of Theorems 4.2, fixing Aty > 0, for all At €
(0, A1),

max [[u* — u™ ¥y < max{n=*, n=F, W(n)).

The implicit constant in the above error bound depends upon Aty but not At, so the
result is uniform for all At sufficiently small.

Proof The proof is established by reformulating Lemma 3.2 for discrete sums in place
of time integrals. We begin with the computation

k—1
AV = JJuk = w2 < 1@ = Pogll + At Y1 f@joud) = fiaj, w2
j=0
k—1 . '
+ ALY K ] = K2+ | (X = P)W () 2.
j=0

For the self interaction summand, by our assumptions on f,
£ uly — fat;, u™)|la < Lyllw/ —u™I |2 =LsAY.
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For the nonlocal summand, in the case that K € Lip(8, L2(1 2d)),

IK[u/] = K"[u" /1|2 < Lx AT + Asl| X = P)K]|
< A';’j +nP.
Finally, as in the proof of Theorem 4.2

[X=PHW )2 S ¥(n).

Next, since
A0 = [l = w2 = A= Pogl S 07
and
k=1 k-1
L) MLRRY) S
j=0 j=0
k-1 _
Smax{n™, n7F, W)} + At Z AxY
j=0

we can apply apply a discrete Gronwall equality to obtain

A < max{n=, n7P, W(n)}erk.
This completes the result. O
5.2 Time stepping error

To unify our analysis of the time stepping error, we return to the generic form (2.2),
and compare

k=1 i
u(n) = g+ Z/ Nls, u(s))ds + W), (5.11)
j=0"1i
k—1
ut =u®+ ) Nty u/1At + WE. (5.12)
=0

This amounts to the Euler—Maruyama discretization, which is known to have a strong
order of convergence of 1/2. We will establish a convergence result for (5.12), and
then verify f, K, and S in (1.1) satisfy the assumptions, as in the proof of Theorem 2.4.
In place of (2.4), we will need the stronger assumption

N[z, u] = N[s, v]ll < Ln(lt —s[+ lu—vlD. (5.13)
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Theorem 5.3 Under the assumptions of Theorem 2.1 and (5.13), for At > 0, the time
discretization error satisfies

ma [Ju(ro) — |2 S VAT

An immediate consequence of this is the result for (1.1),

Corollary 5.4 Under the assumptions of Theorem 2.4, for At > 0, the time discretiza-
tion error satisfies

max llu(tx) — ub||2 < VAt

We include a proof of Theorem 5.3, which is standard, for completeness.

Proof of Theorem 5.3 Letting AF = ||u(tx) — u*||2, our first estimate is
. k—1 lit1 ‘
Ak < Z/ INLs, u(s)] — NIz}, u/ 1] ods.
j=0"1

By our assumptions and Theorem 2.4,

IINLs, u(s)] = Nltj, w2 S Is = ;1 + [Juls) — /|2
Sls =11+ luts) —u@pl2 + A

Sls—tjl+ /s — 1] + A

Consequently,

k=1
k ! '
A,gz:/ VIs =il +1s —tj| + A/
X s
]:0 J

k—1 k—1
SO AP 4 AP+ AtA] SVAL+ ALY AL
j=0 j=0

Since u® = u(0), A? = 0, by discrete Gronwall,
AR < VAt
This completes the result. O
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5.3 Improved convergence estimates

Higher order convergence in time can be achieved in certain special, but important,
cases. This is a consequence of our problem having only additive noise and the inter-
action term in the classical Kuramoto being a trigonometric function. For additive
noise, Euler-Maruyama is exactly Milstein’s method which has strong first order con-
vergence, provided the drift term is sufficiently smooth, [25, 26]. We are able to prove:

Theorem 5.5 Under the same assumptions as in Theorem 4.2, if, in addition, f = 0
and S(u, v) = sin(2w (u — v)), then

mlflx (e (1) — u"’kmz < max{n~%, n P W)} + A,

where U is defined in (4.4).

Proof This follows from (5.7), the previously stated Corollary 5.2, and Corollary 5.7,
which is presented below. O

This result is rather specialized to the sin function, though it can be generalized to
other such trigonometric functions and their linear combinations. However, it reveals
a fundamental challenge to studying (1.1) owing to the lack of smoothing.

For equations with additive noise, to obtain the higher order in time result, one
typically assumes at most linear bounds with respect to u on the first and second
variations of N[z, e] : H — H, as in [25, 27, 28]. That is to say, it is assumed

IDN[z, ulll—r S Null-

The higher order convergence result is then obtained by performing a Taylor expansion
in the nonlinearity, using such assumed bounds on the variational derivatives. Here,
there is an obstacle in even defining the variational derivatives. Consider the case of

N[z, u](x) =/K(x,y) sin(u(x) — u(y))dy.
By Taylor’s theorem with remainder,
1
sin(u + du) = sin(u) + cos(u)du — / (1 = ) sin(u + Adu)du’dx.
0
Consequently,

N[z, u + du] = N[z, u] + f K (x, y)cos(u(x) — u(y))(Su(x) — du(y))dy
1
- / K(x, y)/o (1 =) sin(u(x) — u(y) + AGu(x) — du(y))(u(x) — su(y))*dh.
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To justify that the first variational derivative is
DN[u]éu = f K (x, y)cos(u(x) —u(y))(Bu(x) — du(y))dy

we would need to show that the quadratic term is 0(||8u||i2). But the second order
term in the expansion includes expressions like

1
{f K(x, y)/ (I =) sin(u(x) — u(y) + A(8u(x) — 5u(y)))dyd?»} (Bu(x))*.
0

This necessitates du € L4(I d ), but our solutions, in the spatial variable, are only in
H = L2(I d). Thus, the standard approach, via variational derivatives will not work
here.

A sufficient condition on the nonlinearity to obtain the Milstein rate of convergence
is the following:

Proposition 5.6 Under the same assumptions of Theorem 2.1 and (5.13), assume, also,
that there exists a constant C > 0 such that for any partition 0 =) <t < ... <
ty =T, there exist H valued functions aj and B; such that for s € [tj, tj41]

NItj, u(s)] = Nltj, u(t))] = a;(s) + B; (),
llaj@l, = €t = 1),
1B; )l = €v/s =1, EB;(s) 1 71 =0.

Then for all At > 0,

m]?x (Ilee () — ukH|2 < At

This avoids the need to directly manage the problematic variational derivatives of the
drift term.

Corollary 5.7 For (1.1), in the case that f = 0 and S(u,v) = sin(Qm(u — v)) the
assumptions of Theorems 2.1 and 5.6 are satisfied with N[t, u(t)] = K[u(t)]. For this
model, we have O(At) convergence under an Euler—Maruyama discretization.

Proof of Corollary 5.7 This follows from Proposition 5.6, once the conditions are ver-
ified on the nonlinearity. This is a somewhat technical proof which we omit from the
main text. See Proposition 7.1 in the appendix for the full details. O
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Proof of Proposition 5.6 1. As in the case of proof of Theorem 5.3, we begin with

k—1 i1 .
Ak = Z/t N[s, u(s)] — N[z;, u’1ds
—07tj

2

k-1 Lj+1
2/ N[s, u(s)] — N[z;, u(s)lds
—0 tj

<
2
1
k=1 i
+ Zf N[z}, u(s)] — Nltj, u(t;)]ds
—07l 9
11
k=l oty .
+ Zf[ N[tj, u(t;)] — NIz}, u’1ds
—~ J,, i

111

Each of the three terms will be treated separately.
2. First, by (5.13),

k=1 i k=l ety
I< Z/ [NLs, u(s)] = NIt;, u()1|], ds < Z/ Ly(s —tj)ds
—07t j=0 tj

k-1
SY AP S AL
j=0
3. Next,
k=1 i .
111 < u(t)] = N[t ! H)
_Z/t [N w1 = N1y, s
j=0"Y
k=1 . -1
= [t ffup — | s s 80 3 o
j=0"1i j=0
4. Finally,

k1 Lj+1 k—1 tiy1
=Y [ o las+ | [ g
j=0"1 j=0"%

2
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By our assumptions,

k=1 .. k=1 ..
> [ laollds <y [T -ipas < an
j=0"1% =071

For the other term,

2

Lj+1
/ | Bj(s)ds

Zj

2
k=1 i k=1
2 ) Bieds|| =D
j=0"1i , =0 2

lit Lj+
+2ZE|:</ lﬁi(s)ds,/ lﬁj(s)dsﬂ.
t; tj

i<j

Conditioning on JF; i

lit+1 Tyl
E [< pisrds. [ ﬂj(s)dsﬂ
t; tj

lit iy
o[ o ]
] tj
lit1 Lyl
=E [< Bi(s)ds, / E[B;(s) | f,j]dsﬂ =0.
I t;

J

For the remaining terms, applying Jensen’s inequality and our assumption,

k=1 Lj+1 2kl lj+1
S Bwas|| <X a [T sl as
j=0 IV 2 j=0 L
k=1 Lj+1
< ZA[/ (s — tj)ds
j=0 L
k—1
SO AP S AR
Jj=0
5. Combining all of our estimates on I, I/, and /11,
k—1
' .
AF S A+ ALY AL
Jj=0

@ Springer



Stoch PDE: Anal Comp

As A? = 0, by the discrete Gronwall inequality,
Af < AteFAr

completing the proof

6 Numerical examples

In this section we present numerical experiments to demonstrate our convergence

results. While our time stepping error, from Theorem 5.7, appears to be sharp, there

appears to be opportunity to refine the spatial error given in Theorems 5.2 and 5.5.
As a test problem, we consider the problem ind = 1

du = / K(x,y)sinQa(u(x) —u(y)))dydt +dW 6.1)

and
A= {0 1P minfle =yl 1=l =yl <r] 620
K(x,y) = 14,(x, y). (6.2b)

As an initial condition, we take
up(x) = x(1 — x). (6.3)

The stochastic process W has Q = (—d?/dx?)~/? with periodic boundary conditions.
The parameter s > 1 ensures that Q is trace class on H.

For such a process, since the initial condition is continuous, we can take ¢ = 1
(where « is given in Theorem 4.2). For a piecewise constant interaction kernel function,
B = 1/2 (see [14]). Lastly, for Q, since the eigenfunctions e are trigonometric
functions, as in the case of Example 4.5, we will have that w; (e, n_l) < k/n, and
the eigenvalues scale as Ay ~ k~* with s > 1. Then, as in Example 4.5, this allows us
to conclude that

1 m o
< | _ 2 —s
U(n) < 1£1nf{n22:k T+ Yk s}

6.4)

2N

=
rm——
:Nl —
(1=

=~

[\]

4

+

3

|

@
N, e’
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Fors > lands # 3, ¥(n) < n=6=D/2 Fors = 3, W(n) < n’l./logn. Therefore,
looking at the mean square error, Theorem 5.5 predicts

nmTh g s 1, s #£3

MSESn 2 +n'+ A7+ |
n~“logn s =3.

(6.5)

At first glance, it would appear that for s > 2, the contribution to the spatial error is
dominated by the contribution from the nonlocal term, n~!, while fors < 2, the spatial
error is dominated by the noise term, n~6=D 1In fact, our numerical experiments will
reveal that the contribution to the MSE from the nonlocal term is actually 0(n2),
and, instead, the noise term dominates for s < 3.

6.1 Results and details of computation

As we do not have access to an analytic solution, we make use a high resolution
solution with n = n, large, as a surrogate to see convergence in n. Indeed, at a fixed
At by Corollary 5.2, since

max [ — "2 = max [ — |3+ max [l —

S max [[u — "2

provided we take n, large enough. Analogously, at a fixed n, by taking Af, small
enough, we compare against At

¥ — (T < ™ — ey 4+ [l — (T

< M —ut M

2,

where M, = T / At,.

In each case, we perform 102 independent trials. To see the convergence in n, we fix
At = 0.001 and vary n, along with s. To see the convergence in Az, we fix n = 1024
and vary At, along with s. The random process is sampled by FFT methods. When
assessing the convergence in At, itis sampled on n = 1024 points. For convergence in
n at fixed At, we sample the process on 2'4 mesh points, and project it onto the lower
resolution in n spaces by Riemann sum approximation. As this is higher resolution
than the values of n at which we compare, the Riemann approximation error is higher
order. The discretized interaction kernel, P, K, is computed using Gauss—Kronrod
quadrature, and, in assessing the L? (1 d ) error, Gauss—Kronrod is also used to compare
the piecewise constant approximations across resolutions.

The spatial results appear in Fig. 1. For s < 3, the squared stochastic error,
n~6=D dominates. For s > 3, it is dominated by an error, o n=2. It was predicted
that the squared nonlocal discretization error, o n~! would dominate for s > 2. We
explain this discrepancy below, but, briefly, it is due to the square of the nonlocal
integral error actually being o n~2 for this K (x, y).
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Fig.1 Convergence of the mean square error as a function of » at fixed time step Az = 0.001. The reference
path is generated with 213 sample points. Error bars are one standard deviation from 102 trials

Atfixed n = 1024, we obtain the results shown in Fig. 2. Here, we see the predicted
o At error across all cases.

6.2 Understanding the spatial error discrepancy

Consider the slight simplification of (6.2),

(6.6a)
(6.6b)

B, ={e. e l0.17 | 1x =yl <7},
K(x,9) = 15, (x,y),

for some r € (0, 1). This is in function is in Lip(1/2, L%(1?%)) and, using the preceding
estimates, contributes an error term o 7~ /2, In our proof of Theorem 4.2, we treated
the error of ||K[u"] — K"[u"]||2 with the L>(I? x I¢) error of P,(ll)K; this appears in
(3.10). We could have, instead, bounded it in L1 L%, to obtain

yUx oo

KLt = K" w1, S NK Gy ) = @K@ e
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Fig.2 Convergence of the mean square error as a function of Az at fixed spatial resolution n = 1024. The
reference path is generated with At = 10~°. Error bars are one standard deviation from 102 trials

This can give us higher order convergence. Indeed, consider, x € (r,1 — r), and
assume that n is sufficiently large that

r<xigi<x<xi<l-—r.

Then, by a geometric argument,

Xi—r

/|K<x,y)—(P,&“K)(x,y)uy:/ K (. y) — POK)(x, y)ldy

Xj—1—r
Xi+r
+ /
Xi—1+r
/xl-—r
Xi—1—T
Xi+r
+ /
Xi—1+r

< Ax.

1K (x,y) — (PYVK) (x, y)|dy

— AxT Ny = (i1 — )|y

Il\xfy\<r

|1|x7y|<r - Ax_l(xi +r—y)ldy
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Similar arguments hold for when x < r and when x > 1 — r. Consequently,
K"t =K ], < o7

—1/2

instead of the n rate we would get from an L>(1¢ x I) analysis.

7 Discussion

In this paper, we examined the well-posedness and analyzed a numerical method for
a nonlocal evolution equation describing dynamics of interacting particles on graph
forced by noise in the limit as the number of particles goes to infinity. We found good
agreement between our numerical experiments and the predictions, and we were able
to explain the discrepancy between the more general result, Theorem 5.1, and the
experiments.

Several extensions are possible. First, it is straightforward to extend this algorithm
and the error analysis to cover models with random initial data. Second, one can
combine the Galerkin method with the Monte Carlo approximation of the nonlocal
term to reduce the amount of computation necessary to achieve a given degree accuracy
(cf. [14]). This approach is especially effective for models with nonsmooth kernels
and for higher dimensional spatial domains.

Another extension would be to further develop the convergence analysis with
respect to the interaction kernel, as discussed in Sect. 6.2. There, we remarked that
if the error were measured in the Li ® L norm, we could obtain higher order con-
vergence than in the L2 ® Lg norm. It would be desirable to determine an “optimal”
function space in which to study the projection error of the kernel. Likewise, we
found that for trigonometric nonlinearities, we could improve our time stepping error
to match that of Milstein’s method; this was the content of Theorem 5.5. It would
also be desirable to identify the full class of nonlinear interactions, S, for which this
higher order convergence holds. A final extension of this work would be to allow for
multiplicative, instead of additive, noise.

As a by-product, this work also presents a rigorous continuum limit for a large
class of interacting dynamical systems on graphs subject to noise. Existing contin-
uum models for interacting diffusions on graphs rely on Sznitman’s nonlinear process
framework [20], which requires additional integration of McKean—Vlasov partial dif-
ferential equation [19]. Thus, our model presents a simpler, and more direct, description
of the continuum limit of interacting diffusions on graphs in the spirit of [3]. At the
technical level, we prove convergence of discrete models in a stronger topology than
is normally used in this context. In addition to providing continuum descriptions for
many common applications such as the Kuramoto model of coupled phase oscillators
and discrete models of neural tissue, our method can be used for numerical integration
of nonlocal diffusion equations, including nonlinear and fractional diffusion models.
Other applications include population dynamics, swarming, and peridynamics.

@ Springer



Stoch PDE: Anal Comp

Acknowledgements This work was supported in part by NSF grant DMS-2009233 (to GSM) and DMS-
1818726, DMS-2111278 (to GS). Work reported here was run on hardware supported by Drexel’s University
Research Computing Facility.

Appendix A. Supplementary Calculations

LemmaA.1 Let Y be an H = L*(I%) valued Gaussian random variable with mean
zero and trace class covariance operator Q, with eigenvalues \y and eigenfunctions
ex. Then E[sin(Y (x))] =0, a.e. in x.

Proof 1. We first write Y using the a Karhunen—Loeve representation,

o0
Y = Z NN
k=1

and truncate it to the first N modes,

N
Y =) Vidier.
k=1

Yy — Yin L2(IP’; ‘H), as

o0
ELY —¥nlPl= ) A
k=N+1

As TrQ < oo, this clearly vanishes. Suppose we can show that, for all N,
E[sin(Yy)] = 0. Then, for any N,

IE[sin(Y)]||* = ||E[sin(¥)] — E[sin(Yy)]|?
< E[|I sin(Y) — sin(Y;) 2] < E[I|Y — Yy ?].

Since this vanishes as N — oo, E[sin(Y)] = 0 with equality in the sense of L2.
2. Next, we verify that for any N, E[sin(Yy)] = 0. Let

N
YN,E = Z \/)Tk%-k(pk,e'
k=1

where ¢y . are mollified eigenfunctions so as to allow for pointwise evaluation.
Since N is finite, we can be assured that ¢x  — ex in L?ase — 0, uniformly
ink =1,..., N. We will verify that for any x and any €, E[sin(Yy ¢(x))] = 0.
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Consequently,

IE[sin(Yp)]1[1* = IE[sin(Yy) — sin(Yy )|
< E[|| sin(Yy) — sin(Yy o) [1%]
<E[|Yy — Yn.lI*]

N N

2 2

< E Akller — orell” < A E llek — orell”.
k=1 k=1

This obviously vanishes as € — 0.
3. Finally, for any x and any €, Yy ¢ (x) is a scalar mean zero Gaussian with variance

N
Z)\k(/)k,e(x)z < oo.
k=1
For such a random variable, it is a straightforward calculation to verify that
E[sin(Yy,e (x))] = 0.
O
The following proposition shows that the bounds in Proposition 5.6 hold for a
particular case of (1.1), allowing us to obtain higher order convergence in time when

Euler—-Maruyama time stepping is used; see Theorem 5.5.

Proposition 7.1 Let u solve (1.1) with f = 0 and

Klu(?)] = f K(x,y)sinQm(u(x,t) —u(y, t)))dy.
Then for any partition 0 =ty <t; < ... <ty =T, s € [tj, tj41]
Klu(s)] — Klu(zj)] = aj(s) + B;(s),
with aj and B that satisfy the conditions:

llaj ), < 6 =17,
Bi|, S Vs =1, ElBjs) | Fij1=0,

where the implicit constants are independent of the t;.

The precise form of a; and B; is not essential, but it can be found below in (A.6) and
(A.7).
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Proof We begin by writing

Klu(s)] — Klu(z)]

= / K(x,y)sinQm(u(x,s) —u(y,s)))dy (A1)

— / K(x,y)sinQm(u(x, tj) —u(y, t;)))dy.

It will be sufficient to analyze one of the integral terms.

1. Define the following terms to simplify the expressions

Aju(x,s) =u(x,s) —u(x,t;), (A.2)
Sxyu(s) = u(x,s) —u(y,s), (A.3)
Ajdyyu(s) = (ux,s) —u(y,s)) — u(x, tj) —u(y, 1)). (A4)

We will occasionally suppress the x or y dependence when there is no ambiguity.
Then one of the integrand terms in (A.1) is

Sin(27 8xyu(s)) — sin(2m 8y yu(t;)) = sin(2myyu(t;))[cos(2mw A8y yu(s)) — 1]
+ cos2m b yu(t;)) sin(2w A joyyu(s))) .

=/

2. Next, since

Aju(s) = / Klu(D)]dT +(W(s) — W)

— =A;W(s)
=A;F(s)

with analogous expressions for A 8,y F(s) and A j8,, W (s), we write

I =sin2r A jSxy F(s5)) cosm A jSxyW(s)) + cosm A j8xy F(s))
x sin(2w A j8cy W (s))
=SIn(2m A j6yy F(5)) cos2m A j8xy W(s)) + [coS2m A j8xy F (s)) — 1]
X SIN2r A j8xy W(s)) +sin2r A j6xy W(s)) .

=/
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3. Finally, we expand the last term, to obtain

Il =sinr A;W(x,s))cosCrA;W(y,s))
—cosQr A;W(x,s))sinRrA;W(y, s))
=sin2r A;W(x, s))
+sin@r A;W(x, s))[cosRrA;W(y,s)) — 1]
—sin@2rA;W(y,s))
—[cosRrA;W(x,s)) — 1]sin2r A;W(y, s)).

4. The original nonlinear interaction term in (A.1) can now be expressed as

SinQ28,yu(s)) — sin(2 8, yu(t;))
=00 (x, y)[cos2m A j8xyu(s)) — 11+ 617 (x, y. 5) sin27 A 85y F (5))
+017(x, y. $)[cos (27 (A jey F(5)) — 1]
+0/V(x, y. 5)[cos@m A; W (y, 5)) — 1]
— 0 (x. y, )[cos2m A W (x, 5)) — 1]
+1;(x, Y)(in2rA;W(x,s)) —sinRrA;W(y, s))),

where

01" = sinQm8,yu(t))),

91(2) = o2 8y yu(t;)) coSRT A ;8 W(s)),

01 = cos@mbeyu(t)) sin@r A8, W(s)),

0}4) = cos(2m8yyu(t;)) sinQm A ;W (x, s)),

09 = oyt 2 AW 59,
n;j = cos2méyyu(t;)).

5. The terms that we need to analyze to reach our result, a; and B;, are now given
explicitly.

aj(s) = / K () 650 ¢ v)leos@m A j8yu(s) = 1]
+ 9]@(., ¥, 8) SinQ7T A 85, F(s))
+69(, y, 9)[cos2r A8,y F(5)) — 1] (A-6)
+0 (. y, 5)lcos@rA; W, 5)) — 1]

—91(.5)(-, y, $)[cosRr A;W(y,s)) — 1]} dy

@ Springer



Stoch PDE: Anal Comp

while
Bj(s) = f K, i y){sin@rA;W(,s))
—sinr A;W(y, s))}dy. (A7)
6. We show that a; has the desired property. First,
5
lajll2 =Y AP ).
k=1

where

b

AP (s) = / K ()05 (. y)leos2m A j8ryu(s)) — 1ldy
2

3

AD(s) = f K (00 v, 5) sin@r A by F(s)dy
2

AD(s) = f K057 (. y, 9)lcosm A 8oy F(s)) — 1ldy||
2

AP (s) = / K(-,y)e,“)(-,y,s>[cos(2nA,~W(-,s))—1]dy‘ :
2

5) _ . ), . _

A (s) = /K<,y)9, (. v, $)[cos2uA;W(y, s)) — 1dy||
2

7. Wenow show foreach k, A;k) ($)|l2 < (s—t;), with aconstant that is independent
of the ;. This relies on the elementary inequalities:

| sin(x)] < |x],
|cos(x) — 1] < |x],

| cos(x) — 1] < 31xI*.

First,

AP ()? =E /UK(x,y)e](.“(x,y)[cos(znAjaxyu(s)) —1]dy

2
dx:|

<E / / |K (e, DPI0FY (x, ) Pleos 2 A6y u(s)) — uzdydx}

SE f IK (x, ))PUA julx, ) + 1A juy, s>|2>2dxdy}

S UK e ) 27+ THK G 2 17 B Auj ()[4,
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Consequently, by Corollary 2.3,

AD < luts) —uap|l; <5 —15.

Similarly,

PP =g [ ‘ [ K202 vy sinr a0, Py

<E f |K<x,y)|2|sin(zm,-sxyF@))dedx}

2
dx:|

SE[UIK G2l + 1K G2 1F018, P, ) Pdx]

SE[IA;F()II*1.

Since the trigonometric interaction term is bounded

2

E[A;F(s)|*1 =E <G5 —1))?

/x Klu(r)]r
1j

L2

and we conclude A;z) (s) S s —t;. The term A?) is established in the same way

as A;2), but using the estimate | cos(x) — 1| < |x|. For A§.4),
2
dx

(A;‘”)2 —E U V K (x, y)ej(.“)(x, v, $)[cosm A ;W (y, s)) — 11dy

51@[/ |K<x,y)|2|AjW<y,s>|4dydx]

SENW () = Wapll.
Using the properties of W,

AP S we =waplls S s -1

AE.S) is proved in the same way, and we have that [|a;(s)[[2 < s —¢;.
8. Conditioning, we examine the 8; term:

EIB; | )] = / K (. )E; (- y){sin@r AW, 5)) — sin@x AW (y, )} | F, Idy.
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Recall, n; = cos(2mdyyu(t;)), soitis ftj measurable, and:

E[n;(x, ) {sin(2r A;jW(x, s)) —sinQRr A;W(y, s)} | Fr;]
=nj(x, ME[In@2rA;W(x, s)) | Fl
—nj(x, ME[sin@2rA;W(y, ) | Fi;]
=0-0, as.

by Lemma A.1.
Finally,

18,13 < E [// 1K (e, )i Ce. ) P sin@a A W, s>|2dxdy} ds
SE[A; W) 1ds S s —t),

where we have used the properties of W (¢) and that n; is bounded by one.
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