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#### Abstract

Over the past decade, there has been increasing interest in distributed/parallel algorithms for processing large-scale graphs. By now, we have quite fast algorithms-usually sublogarithmic-time and often poly $(\log \log n)$-time, or even faster-for a number of fundamental graph problems in the massively parallel computation (MPC) model. This model is a widely-adopted theoretical abstraction of MapReduce style settings, where a number of machines communicate in an all-to-all manner to process large-scale data. Contributing to this line of work on MPC graph algorithms, we present poly $(\log k) \in$ poly $(\log \log n)$ round MPC algorithms for computing $O\left(k^{1+o(1)}\right)$-spanners in the strongly sublinear regime of local memory. To the best of our knowledge, these are the first sublogarithmic-time MPC algorithms for spanner construction.


As primary applications of our spanners, we get two important implications, as follows:

- For the MPC setting, we get an $O\left(\log ^{2} \log n\right)$-round algorithm for $O\left(\log ^{1+o(1)} n\right)$ approximation of all pairs shortest paths (APSP) in the near-linear regime of local memory. To the best of our knowledge, this is the first sublogarithmictime MPC algorithm for distance approximations.
- Our result above also extends to the Congested Cligue model of distributed computing, with the same round complexity and approximation guarantee. This gives the first sublogarithmic algorithm for approximating APSP in weighted graphs in the Congested Cligue model.
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## 1 INTRODUCTION AND RELATED WORK

### 1.1 Massively Parallel Computation

Processing large-scale data is one of the indubitable necessities of the future, and one for which we will rely more and more on distributed/parallel computation. Over the past two decades, we have witnessed the emergence and wide-spread usage of a number of practical distributed data processing frameworks, including MapReduce [24], Hadoop [54], Spark [55] and Dryad [41]. More recently, there has also been increasing interest in building a corresponding algorithmic toolbox for such settings. By now, there is a de-facto standard theoretical abstraction of these frameworks, known as the Massively Parallel Computation (MPC) model. The model was introduced first by Karloff et al. [44] and refined later by Beam et al. [12] and Goodrich et al. [36].

MPC model. On a very high-level, the model assumes a number of machines, each with a memory capacity polynomially smaller than the entire data, which can communicate in an all-to-all fashion, in synchronous message passing rounds, subject to their memory constraints. More concretely, in the MPC model [12, 36, 44], we are given an input of size $N$ which is arbitrarily distributed among a number of machines. Each machine has a memory of size $S=N^{\alpha}$ for some $0<\alpha<1$, known as the local memory or memory per machine. Since the data should fit in these machines, the number of machines is at least $N / S$, and often assumed to be at most $O(N / S \operatorname{poly}(\log N))$. Hence, the global memory-that is, the summation of the local memories across the machines- is $\tilde{O}(N)$. The machines can communicate in synchronous message-passing rounds, subject to the constraint that the total amount of messages a machine can communicate per round is limited by its memory $S$.

In the case of graph problems, given a graph $G=(V, E)$ the total memory $N$ is $O(|E|)$ words. Ideally, we would like to be able to work
with machines that have a small local memory, and still have only few rounds. However, the task gets more complex as one reduces the local memory. Depending on how the local memory compares with the number of vertices $n=|V|$, there are three regimes that have been studied in the MPC model:

- the strongly superlinear regime where $S \geq n^{1+\varepsilon}$ for a constant $\varepsilon>0$,
- the near-linear regime where $S=\tilde{O}(n)$, and
- the strongly sublinear regime where $S=n^{\gamma}$ for a positive constant $\gamma<1$.
We note that the algorithms that can work in the strongly sublinear memory regime are sometimes referred to as scalable massively parallel algorithms. Our focus will be on the more stringent, and also more desirable, regimes of near-linear and strongly sublinear memory.


### 1.2 Graph Problems and Massively Parallel Computation

At the center of the effort for building algorithmic tools and techniques for large-scale data processing has been the subarea of MPC algorithms for graph problems, e.g., $[1,3-5,7,8,10,12,13,15-17,19-$ $21,23,29-36,38-40,42,45,46,52$ ]. We discuss a very brief overview here. Please see the full version for a more detailed overview, with quantitative bounds.

Early on [12, 44], it was observed that MPC can simulate classic PRAM parallel algorithms (subject to conditions on the total amount of work) in the same time. This immediately led to poly $(\log n)$ round algorithms for a wide range of graph problems.

Since then, the primary objective in the study of MPC algorithms has been to obtain significantly faster algorithms, e.g., with constant or poly $(\log \log n)$ round complexity. This was achieved initially for the strongly super-linear memory regime, for many problems, and over the past few years, there has also been significant progress on near-linear and strongly sublinear memory regimes. In particular, there has been quite some progress for (A) global graph problems such as connected components, maximal forest, minimum-weight spanning tree, minimum cut, etc, $[2,4,16,33,34,46]$ and (B) local graph problems such as maximum matching approximation, graph coloring, maximal independent set, vertex cover approximation, etc $[8,9,21,21,23,30,38,46,53]$.

Distance Problems. Despite the substantial progress on various graph problems, one fundamental category of graph problems for which the progress in MPC has been slower is distance computations and, more generally, distance-related graph problems. In particular, considering that a key criteria in the area is to obtain near constant (and especially $o(\log n)$ ) time algorithms, the following question has remained open.

Question: Are there poly $(\log \log n)$-time MPC algorithms in the near-linear memory regime that compute all pairs shortest paths, or any reasonable approximation of them?

In fact, to the best of our knowledge, prior to our work, there was no known MPC algorithm even with a sublogarithmic round complexity, for any non-trivial approximation factor, and even for single-source shortest paths.

The known algorithms provide only poly $(\log n)$ round complexity, which is considerably above our target. For instance, one can obtain a poly $(\log n)$ round algorithm for $1+\varepsilon$ approximation of single source shortest paths (SSSP) in the sublinear memory regime of MPC, by adapting the PRAM algorithm of Cohen [22]. While that algorithm requires $m^{1+\Omega(1)}$ global memory, recent PRAM results reduce that to $\tilde{O}(m)$ [6, 47]. Among more recent work, Hajiaghayi et al. [37] give an all pairs shortest path (APSP) algorithm that runs $O\left(\log ^{2} n\right)$ rounds in strongly sublinear local memory, for certain range of edge weights, and uses a large polynomial global memory, which depends on exponents of matrix multiplication.

To tackle the above question, we can naturally ask whether, in the allowed time, one can sparsify the graph considerably, without stretching the distances - as that sparse graph then can be potentially moved to one machine. This directly brings us to the notion of spanners, as introduced by Peleg and Schäffer [51], which are subgraphs with few edges that preserve distances, up to a certain multiplicative factor. A more detailed explanation follows.

Spanners. Given a graph $G=(V, E)$, a $k$-spanner is a (sparse) spanning subgraph $H$ of $G$ such that the distance between each pair of nodes in $V$ on this subgraph $H$ is at most $k$ times their distance in the original graph $G$ [50]. It is known that every graph admits a $(2 k-1)$-spanner of size $O\left(n^{1+1 / k}\right)$, for $k \geq 1$, and assuming Erdös girth conjecture, this tradeoff is also tight. Spanners have found many applications in various models, such as, in constructing sparsifiers in the streaming model [43], designing work-efficient PRAM algorithms [28], and transshipment based distance approximations in PRAM [47] and Congested Clique [14]. In the context of strongly sublinear memory MPC, [26] used spanners to obtain an exponential speed up in preprocessing of distance sketches (though, still requiring polylogarithmic rounds). In particular, they achieve this by using spanners in order to simulate non-work-efficient PRAM algorithms in MPC without using extra memory. In general, spanners can be applied to reduce use of resources such as communication and memory for distance-related computation on denser graphs at the expense of accuracy.

We are not aware of any poly $(\log \log n)$ round MPC algorithm for computing spanners, in the sublinear or near-linear memory regime. Though one can obtain some (weaker) results from those of other computational models, as we will discuss later, when mentioning our results.

### 1.3 Our Contribution

In this paper, we provide the first sublogarithmic time MPC algorithms for distance approximations and for constructing spanners. Our spanner construction works in the strongly sublinear memory regime, while for using them in distance approximation we need to move to the near-linear memory regime. Since, as stated, spanners are versatile tools that have found applications in various distance-related graph problems, we are hopeful that our spanner construction should also help in a wider range of problems.

Spanner Constructions. Our main technical result, as stated below, provides a family of algorithms which provide a general trade-off between the number of MPC rounds and the stretch of the resulting spanner.

Theorem 1.1. Given a weighted graph $G$ on $n$ vertices and $m$ edges and a parameter $t$, there is an algorithm that runs in $O\left(\frac{1}{\gamma} \cdot \frac{t \log k}{\log (t+1)}\right)$ rounds of MPC and w.h.p. outputs a spanner of size $O\left(n^{1+1 / k} \cdot(t+\right.$ $\log k)$ ), and stretch $O\left(k^{s}\right)$ when memory per machine is $O\left(n^{\gamma}\right)$ for any constant $\gamma>0$, and where $s=\frac{\log (2 t+1)}{\log (t+1)}$. This algorithm uses total memory of $\tilde{O}(m)$.

Since the theorem statement in Theorem 1.1 might be complex due to the number of variables involved, we next state several interesting corollaries of this theorem.

Corollary 1.2. Given a total memory of $\tilde{O}(m)$ and memory per machine being $O\left(n^{\gamma}\right)$, for any constant $\gamma>0$, there is an MPC algorithm that w.h.p. outputs a spanner with the following guarantees in terms of round complexity, stretch and size:
(1) runs in $O(\log k)$ rounds, has $O\left(k^{\log 3}\right)$ stretch and $O\left(n^{1+1 / k}\right.$. $\log k)$ size;
(2) runs in $O\left(2^{1 / \varepsilon} \cdot \varepsilon \cdot \log k\right)$ rounds, has $O\left(k^{1+\varepsilon}\right)$ stretch and $O\left(n^{1+1 / k} \cdot\left(2^{1 / \varepsilon}+\log k\right)\right)$ size;
(3) runs in $O\left(\frac{\log ^{2} k}{\log \log k}\right)$ rounds, has $O\left(k^{1+o(1)}\right)$ stretch and $O\left(n^{1+1 / k}\right.$. $\log k)$ size;
(4) runs in $O\left(\frac{\log ^{2} \log n}{\log \log \log n}\right)$ rounds, has $O\left(\log ^{1+o(1)} n\right)$ stretch and $O(n \cdot \log \log n)$ size.

Moreover, and crucially for our distance approximation applications, our algorithms are applicable to weighted graphs.

PRAM algorithms for spanners such as Baswana-Sen [11] have depth at least $\Omega(k)$, which leads to MPC algorithms with $O(k)$ complexity. Our algorithms are significantly faster, at the price of a small penalty in the stretch. Another relevant prior work that we are aware of is a one of Parter and Yogev in the Congested Cligue model, on constructing graph spanners in unweighted graphs [49] of $O(k)$ stretch. In the full version we show how by building on this work one can obtain the following result.

Theorem 1.3. Given an unweighted graph $G$ on $n$ vertices and $m$ edges, there is an algorithm that in $O\left(\frac{1}{\gamma} \cdot \log k\right)$ MPC rounds w.h.p. outputs a spanner of size $O\left(n^{1+1 / k} \cdot k\right)$ and stretch $O(k)$ when memory per machine is $O\left(n^{\gamma}\right)$, for any constant $\gamma>0$. This algorithm uses a total memory of $\tilde{O}\left(m+n^{1+\gamma}\right)$.

It is worth noting that these round complexities are close to optimal, conditioned on a widely believed conjecture. This is because lower bounds in the distributed LOCAL model imply an $\Omega(\log k)$ conditional lower bound for the closely related problem of finding spanners with optimal parameters, i.e., $(2 k-1)$-spanners with $O\left(n^{1+\frac{1}{k}}\right)$ edges. Specifically, there is an $\Omega(k)$ lower bound for the problem in the LOCAL model [25], and as shown in [31], this implies $\Omega(\log k)$ conditional lower bound in MPC with sublinear memory, under the widely believed conjecture that connectivity requires $\Omega(\log n)$ rounds. ${ }^{1}$ This conjecture is also called the cycle vs two cycles conjecture, as even distinguishing between one cycle of $n$ nodes from 2 cycles of $n / 2$ nodes, is conjectured to require $\Omega(\log n)$ rounds. Our algorithms have complexity of poly $(\log k)$ for

[^1]near-optimal (up to a factor of $k^{o(1)}$ ) stretch which nearly matches the lower bound.

It is an interesting question whether spanners with optimal parameters can be also constructed in poly $(\log k)$ time. While our main goal is to construct spanners in standard MPC in poly $\log k$ rounds, we also provide two results that lead to near optimal parameters (stretch $O(k)$ and size $\left.\tilde{O}\left(n^{1+1 / k}\right)\right)$ at the expense of computational resources. As mentioned above, Theorem 1.3 constructs $O(k)$-spanners with $O\left(n^{1+1 / k} \cdot k\right)$ edges in $O(\log k)$ rounds. This however comes at a price of extra total memory, and also only works for unweighted graphs. Additionally, in Section 3, we provide an algorithm that runs in $O(\sqrt{k})$ rounds and computes an $O(k)$-spanner with $O\left(\sqrt{k} n^{1+1 / k}\right)$ edges. While the parameters of the spanner are near-optimal, this comes at a price of significant increase in the round complexity (this is still much faster compared to previous algorithms that require $O(k)$ time).

Distance Approximations. As a direct but important corollary of our spanner construction in Corollary 1.2, in the near-linear memory regime we get an $O\left(\log ^{2} \log n\right)$-round algorithm for $O\left(\log ^{1+o(1)} n\right)$ approximation of distance related problems, including all-pairs-shortest-paths. Alternatively, we can obtain a faster algorithm that runs in $O(\log \log n)$ rounds, if we relax the approximation factor to $O\left(\log ^{1+\varepsilon} n\right)$ for a constant $\varepsilon>0$. It is important to note that as the global memory in MPC is bounded by $\tilde{O}(m)$, we do not have enough space to store the complete output of APSP. Instead, we have one coordinator machine that stores the spanner, which implicitly stores approximate distances between all vertices. This machine can then compute distances locally based on the spanner. This gives the following (See the full version for full details).

Corollary 1.4. There is a randomized algorithm that w.h.p computes $O\left(\log ^{s} n\right)$-approximation for APSP in weighted undirected graphs, and runs in $O\left(\frac{t \log \log n}{\log (t+1)}\right)$ rounds of MPC, when memory per machine is $\tilde{O}(n), s=\frac{\log (2 t+1)}{\log (t+1)}$, and $t=O(\log \log n)$. This algorithm uses total memory of size $\tilde{O}(m)$.

Our work leaves an intriguing open question.
Open Problem. Can we compute a constant, or perhaps even $1+$ $o(1)$, approximation of all pairs shortest paths in $\operatorname{poly}(\log \log n)$ rounds in the near-linear local memory regime of MPC?

Extension to Other Models. In addition to these two models, we show the generality of our techniques by extending our results to the PRAM and Congested Clique models.
Congested Clique. We can extend our spanner construction to work also in the distributed Congested Clique model (see the full version), leading to the following corollary for approximate shortest paths.
Corollary 1.5. There is a randomized algorithm in the CONGESTED CLIQUE model that w.h.p computes $O\left(\log ^{s} n\right)$-approximation for APSP in weighted undirected graphs, and runs in $O\left(\frac{t \log \log n}{\log (t+1)}\right)$ rounds, where $s=\frac{\log (2 t+1)}{\log (t+1)}$, and $t=O(\log \log n)$.

As two special cases, this gives $O\left((\log n)^{\log 3}\right)$-approximation in $O(\log \log n)$ time, and $O\left(\log ^{1+o(1)} n\right)$-approximation in $O\left((\log \log n)^{2}\right)$
time. It is important to note that these are the first sub-logarithmic algorithms that approximate weighted APSP in the Congested Clique model. Prior results take at least poly-logarithmic number of rounds or only work for unweighted graphs (see the full version for a detailed discussion).
PRAM. Our result also extends to the PRAM CRCW model. We would get the same PRAM depth as the MPC round complexity, with an additional multiplicative $\log ^{*} n$ factor that arises from certain PRAM primitives (see the full version). We note that $O\left(k \log ^{*} n\right)$ depth PRAM algorithms for $O(k)$ spanners were studied in [48], and [11]. To the best of our knowledge, before this work there were no known algorithms in PRAM with depth $o(k)$, even for suboptimal spanners.

## 2 OVERVIEW OF OUR TECHNIQUES

The main objective of our work is to design spanners that can be implemented in small parallel depth, e.g., poly $(\log \log n)$ rounds of MPC. For the sake of simplicity, we present our main ideas by considering unweighted graphs only. However, our main results apply to weighted graphs as well, and that's one of the key strengths of our approach. Our general approach will be to grow clusters of vertices by engulfing adjacent vertices and clusters. Additionally, each cluster will be associated with a rooted tree that essentially shows the "history" of the cluster's growth, with the root representing the oldest vertex of the cluster. The tree edges will all be part of the spanner, and the maximum depth of the tree will be called the radius of the corresponding cluster.

A general paradigm when attaching a cluster to either a vertex or another cluster will be to keep only one edge between them (the one of minimum weight) in the spanner, and discarding the remaining edges. The discarded edges will be spanned by the single included edge and the tree edges within the cluster(s). Thus, (disregarding many details) we can generally upper bound the stretch of any discarded edge by four times the maximum radius of any cluster. Moving forwards, we will talk about stretch and cluster radius interchangeably since they are asymptotically equal.

### 2.1 Fast Algorithm using Cluster-Cluster Merging

As a starting point, we design an algorithm based on cluster-cluster merging, that can be summarized as follows.

## Cluster-cluster merging

Given an unweighted $G=(V, E)$ and parameter $k \geq 2$ :

- Let $C_{0}$ be a set of $n$ clusters $(|V|=n)$, where each vertex of $V$ is a single cluster.
- For $i=1 \ldots \log k$ :
(A) Let $C_{i}$ be a set of clusters obtained by sampling each cluster from $C_{i-1}$ with probability $n^{\left(-2^{i-1} / k\right)}$.
(B) For each cluster $c \in C_{i-1} \backslash C_{i}$ :
(i) If $c$ has a neighbor $c^{\prime} \in C_{i}$, add an edge between $c$ and $c^{\prime}$ to the spanner, and merge $c$ to $c^{\prime}$.
(ii) Otherwise, for every $c^{\prime} \in C_{i-1} \backslash C_{i}$ that is a neighbor of $c$ add an edge between $c$ and $c^{\prime}$ to the spanner.
- Add an edge between each pair of clusters remaining.

We start by letting each vertex be a singleton cluster, and in each subsequent iteration, a set of clusters is sub-sampled. These sampled clusters are "promoted" to the next iteration (the remaining clusters will not be considered in future iterations). However, the sampled clusters grow to absorb the neighboring unsampled ones. Conversely, each unsampled cluster joins its nearest neighboring sampled cluster. If no such neighboring (sampled) cluster exists, then we can conclude that, with high probability, there are very few neighboring clusters, and this allows us to deal with these problematic clusters by including edges to all their neighbors in the spanner.

Intuition for the Analysis. The intuition behind this approach is as follows. As in each iteration clusters are merged, the number of clusters decreases significantly between iterations. Since we are aiming for a spanner of size $\tilde{O}\left(n^{1+1 / k}\right)$, if $C$ is the current set of clusters, we can allow each cluster in $C$ to add $\frac{n^{1+1 / k}}{|C|}$ adjacent edges to the spanner. This means that when the number of clusters reduces, we can allow each cluster to add significantly more edges to the spanner. This allows us to decrease the sampling probability $p$ between different iterations drastically. As a consequence, the number of clusters decreases rapidly, which results in a $\log k$ complexity. We show that in each iteration the merging grows the stretch by a factor of 3, leading to an overall stretch of $O\left(3^{\log k}\right)=O\left(k^{\log 3}\right)$.

### 2.2 Obtaining Better Stretch

We now discuss how to reduce the stretch, all the way to $k^{1+o(1)}$, while maintaining the same spanner size and increasing the number of iterations only by an extra $\log k$ factor.

Intuitively, the spanner algorithm described has sub-optimal stretch of $k^{\log 3}$ mainly since it is too aggressive in growing clusters in each iteration, and when two clusters are merged, the radius increases by a factor of three in one iteration. Thus a natural idea would be to grow the clusters much more gradually; that is, instead of merging a cluster $c$ to cluster $c^{\prime}$ entirely in one iteration, $c^{\prime}$ could consume parts of $c$ repeatedly (over multiple iterations). In other words, similar to the algorithm of [11] we can grow the clusters incrementally before performing a merge. We call this process cluster-vertex merging.

Cluster-vertex merging. The main difference between clustercluster and cluster-vertex merging can be outlined as follows: Firstly, in Step A use a smaller sampling probability, e.g. $n^{-1 / k}$, instead of $n^{-2^{i-1} / k}$; Secondly, in Step Bi instead of merging two clusters, merge to a sampled cluster $c^{\prime}$, only the vertices incident to $c^{\prime}$ that do not belong to any sampled cluster. This essentially recovers the algorithm in [11], where it was shown that using only the clustervertex merging, one can construct a spanner of stretch $O(k)$, but this also requires $O(k)$ rounds. We investigate the interpolation between these two extremes by using a hybrid approach, which uses both incremental cluster growing (cluster-vertex merging) and cluster-cluster merging.

Combining the two approaches using cluster contractions. The basic idea is as follows. Instead of merging clusters in each iteration, we alternate between iterations where we apply the cluster-vertex merging approach and iterations where we apply the cluster-cluster merging approach. After a few iterations where we apply clustervertex merging, we merge clusters (an operation we also refer to as contraction). this allows to get an improved stretch but still keep a small running time.

Running the cluster-vertex merging procedure on a contracted graph also results in the cluster size growing much faster in each step. This accelerated cluster growth is the main reason for the speedup in our algorithm.

Intuitively, contractions result in loss of information about the internal structure of the cluster, and any time they are performed we incur extra stretch penalties. Our aim is to carefully balance out this loss with the cluster growth rate to get the best tradeoffs. We adjust this by tuning the sampling probabilities, and the intervals at which we perform contractions. This interpolation will allow us to reduce the stretch to $k^{1+o(1)}$, while still having $O$ (poly $\left.\log k\right)$ round (iteration) complexity. More generally, our various tradeoffs are a consequence of how much we grow the clusters before each contraction.

### 2.3 The General Algorithm for Round-Stretch Tradeoffs

Now, we provide a more detailed overview of our general algorithm. We will then look at specific parameter settings that lead to various tradeoffs. The algorithm proceeds in a sequence of epochs, where epoch $i$ consists of $t$ iterations as follows: In each iteration we subsample the clusters with probability $p_{i}$ (to be defined later). As before, we then grow each sampled cluster by adding all neighboring vertices that have not joined any other sampled cluster. At this point we contract the clusters, and move to the next epoch.

Our general algorithms achieve a range of tradeoffs, parameterized by $t$, which is the number of growth iterations before a contraction, as we outline below.
(A) Assume that the number of super-nodes in the current graph is $n^{\prime}$ (originally $n$ ).
(B) Repeat $t$ times (essentially performing $t$ iterations of [11] with adjusted sampling probabilities):

1. Perform cluster-sub-sampling with $p_{i}=\frac{n^{\prime}}{n^{1+1 / k}}$ :

Ensures that number of added edges $\frac{n^{\prime}}{p_{i}}=O\left(n^{1+\frac{1}{k}}\right)$.
2. Perform incremental cluster-vertex merging to increase the radius of each cluster by one unit in the current graph:
Note that the current graph may contain contracted clusters as super-nodes. Assuming that the internal radius of the super-nodes is $r$, the actual radius increase in the original graph can be as large as $2 r+1$ units (see Fig. 1).
(C) Perform cluster-contraction on the most recent clusters (clusters become super-nodes).
This has the effect of reducing the number of clusters in the graph by a factor of $p_{S}^{t}$ (probability of a specific cluster surviving for $t$ repititions of cluster-sub-sample). So, we get $n^{\prime} \leftarrow$ $n^{\prime} \cdot p_{S}^{t}$
Following are some example results we obtain for specific values of parameter $t$.

- $(\mathbf{t}=\mathbf{k})$ : This is one extreme case where there is no contraction, and the cluster radius only increases by 1 for $k$ repetitions, thus recovering the [11] result. This is the slowest algorithm, but it achieves optimal stretch $2 k-1$.
- $(\mathbf{t}=\sqrt{\mathbf{k}})$ : The immediate generalization involves exactly one contraction (analysis in Section 3), which occurs after the first set of $\sqrt{k}$ iterations. A new sampling probability is introduced after the contraction (reduced size of graph). According to this probability, the remainder of the algorithm is actually just a normal $\sqrt{k}$ stretch spanner construction. This algorithm attains $O(k)$ stretch, but it dramatically reduces the number of rounds to $O(\sqrt{k})$.
- ( $\mathbf{t}=\mathbf{1}$ ): This is the other extreme case (analyzed in Section 4), where the three procedures (sub-sample, grow, contract) are performed repeatedly one after another, i.e., the algorithm contracts immediately after a single grow step. Consequently, the cluster radius grows exponentially, and the algorithm terminates after $\log k$ repetitions, yielding Item 1 of Corollary 1.2. This is the fastest algorithm, but only achieves stretch $O\left(k^{\log 3}\right)$.

One special interesting setting, which we also use for application in distance approximation, is when we set $t=\log k$. This leads to stretch $k^{1+o(1)}$ and requires only $O\left(\frac{\log ^{2} k}{\log \log k}\right)$ rounds. The general tradeoffs can be found in the full version of the paper.

### 2.4 Related Spanner Constructions

Our approach can also be seen as a new contraction-based spanner algorithm with a focus on parallel depth/round efficiency.

In the context of dynamic stream algorithms, another contractionbased algorithm was proposed by [2], but only for unweighted graphs. Their contractions are based on a different type of clustering formed based on vertex degrees. Algorithm of [2] has resemblance to a special case of our algorithm described in Section 4.1, but it has a weaker stretch. In particular, for a spanner of size $\tilde{O}\left(n^{1+1 / k}\right)$ they obtain stretch $k^{\log 5}$ in $\log k$ passes in streaming (where a pass corresponds to one round of communication in MPC) in unweighted graphs, whereas in the same time (pass/round) we obtain stretch $k^{\log 3}$ even for weighted graphs. Our general algorithm, as a special case, obtains the much stronger stretch of $k^{1+o(1)}$ in $O\left(\frac{\log ^{2} k}{\log \log k}\right)$ iterations. These contraction-based algorithms can be seen as an
alternative approach to the well-known algorithm of [11]. Mainly, the goal in [11] is to compute optimal spanners of stretch $2 k-1$, whereas our main goal is time efficiency. As a result our algorithm has a slightly weaker stretch/size tradeoff, but requires exponentially fewer iterations.

This general contraction-based framework may be of interest also in other related distance objects. A related work by [18] focuses on $(\alpha, \beta)$-spanners and hopsets, and they use a similar type of clustering as one part of their construction. However, they connect the clusters differently and in since their main focus is not computation time, their algorithms run in polynomial time in most models. We hope that our fast clustering techniques also give insight into faster algorithms for these structures, perhaps at an extra cost in the stretch. Such improvements will have immediate implications for distance computation in various models.

After the submission of our initial manuscript in March 2020, we found out that an independent and concurrent work [27] obtained similar bounds for spanner construction in dynamic stream settings. Concretely, [27] (see Theorem 3, and set $g=\epsilon \cdot \log k$ ), leads to a streaming algorithm with $O\left(\epsilon \cdot \log k \cdot 2^{1 / \epsilon}\right)$ passes, spanner stretch $O\left(k^{1+\epsilon}\right)$ and size $\tilde{O}\left(n^{1+1 / k}\right)$. This matches our MPC bound (replacing the number of passes by number of rounds), by setting $t=2^{1 / \epsilon}$ in Theorem 1.1. For weighted graphs, they can obtain a spanner with an extra factor of $\log W$ in the size ( $W$ is the aspect ratio), whereas in our construction the size is the same for weighted and unweighted graphs.

## 3 CLUSTER-CONTRACTION ALGORITHM FOR NEAR-OPTIMAL SPANNERS

As a warm-up, in this section we discuss an algorithm that takes $O(\sqrt{k})$ rounds and constructs a spanner with stretch $O(k)$ and size $O\left(\sqrt{k} n^{1+1 / k}\right)$ in unweighted graphs. This simple algorithm is already significantly faster compared to [11], requiring only $O(\sqrt{k})$ rounds instead of $O(k)$ rounds. Many analysis details are omitted from this warm-up section, but are fully presented in Section 4 and readers can skip this section without loss in continuity.

Given an unweighted graph $G=(V, E)$ we compute a spanner of size $O\left(\sqrt{k} n^{1+1 / k}\right)$ with stretch $O(k)$. The high-level idea is as follows. We run the algorithm of [11] twice: in the first phase we perform the first $t=\Theta(\sqrt{k})$ iterations of [11] and stop. We will form a supergraph $\hat{G}=(\hat{V}, \hat{E})$ defined by setting each cluster $C_{t}$ to be a supernode, and will add an edge between supernodes $c_{1}, c_{2} \in \hat{V}$ if the corresponding clusters are connected with at least one edge in the original graph $G$. Now, for $t^{\prime}=\Theta(\sqrt{k})$, we compute a $t^{\prime}$ spanner on $G$ by running the [11] algorithm on the graph $\hat{G}$ as a black-box, this requires only $t^{\prime}=O(\sqrt{k})$ additional iterations. Next we describe these two phases in detail.

First Phase: Start with $\mathcal{R}_{0}=V$, and $V^{\prime}=V, \mathrm{E}=E$. We will have a sequence of clusterings $\mathcal{R}_{1} \supseteq \ldots \supseteq \mathcal{R}_{t}$ for a parameter $t$ (we will set $t=\sqrt{k}) . V^{\prime}$ and E will be the set of vertices and edges that are not yet settled. In each iteration of the first phase, $V^{\prime}$ is the set of vertices with one endpoint in $E$.
(1) Sample a set of clusters $\mathcal{R}_{i}$ by choosing each cluster in $\mathcal{R}_{i-1}$ with probability $n^{-1 / k}$. Set $C_{i}=\mathcal{R}_{i}$.
(2) For all $v \in V^{\prime}$ :
(i) If $v$ is adjacent to a sampled cluster $\mathcal{R}_{i}$, then add $v$ to the closest $c \in C_{i}$ and add one edge from $E(v, c)$ to the spanner. Discard (remove from E) all the edges in $E(v, c)$.
(ii) If $v$ is not adjacent to any sampled clusters in $\mathcal{R}_{i}$, then for each neighboring cluster $c^{\prime} \in C_{i-1}$ add a single edge from $E\left(v, c^{\prime}\right)$ to the spanner, and discard all other edges between $E\left(v, c^{\prime}\right)$.
(iii) Remove the intra-cluster edges: remove all the edges with both endpoints in $C_{i}$ from E .

Second Phase: Define a supergraph $\hat{G}=(\hat{V}, \hat{E})$ by setting each cluster $C_{t}$ to be a node in $\hat{G}$ and adding an edge in $\hat{E}$ for each pair of adjacent clusters in $C_{t}$. We then run a black-box algorithm for computing a $\left(2 t^{\prime}-1\right)$-spanner (e.g. by running the algorithm of [11]) on $\hat{G}$, for $t^{\prime}=\sqrt{k}$.

Analysis Sketch. The high-level idea is that we are stopping the algorithm of [11] when there are $O\left(n^{1-1 / \sqrt{k}}\right.$ ) (or more generally $\left.O\left(n^{1-t / k}\right)\right)$ clusters in $C_{t}$. This means that the supergraph $\hat{G}$ is significantly smaller, and now we can afford to compute a spanner with a better stretch on $\hat{G}$, for fixed size. The radius of the clusters at termination is $O\left(t t^{\prime}\right)=O(k)$, and thus the overall stretch is $O(k)$. To formalize this argument, we start with the size analysis.

Theorem 3.1. The set of edges added by this algorithm is $O\left(\sqrt{k} n^{1+1 / k}\right)$.

Proof. In the first phase we only add as many edges as the [11] algorithm does and the total number of edges is $O\left(t n^{1+1 / k}\right)$. In the second phase we will add $\left.O\left(n^{1-t / k}\right)^{1+1 / t^{\prime}}\right)$ edges, which is $O\left(n^{1-1 / k}\right)$ for $t=t^{\prime}=\sqrt{k}$.

Stretch Analysis Sketch. We next provide a high-level overview of the stretch analysis. More details can be found in the full version. First, we show the following.

Lemma 3.2. Let $(u, v) \in E$ be an edge not added to the spanner. At the end of iteration $i$ of the first phase, $(u, v)$ is either discarded (removed from E ), or both its endpoints belong to clusters in $C_{i}$.

Lemma 3.3. At iteration $i$ of the first phase, all clusters $C_{i}$ have radius $i$.

We use the properties described to prove that the stretch is $O(k)$. Intuitively, if we take an edge $(u, v) \in E$, by Lemma 3.2, by the end of the first phase this edge is either discarded, or its endpoints belong to clusters in $C_{t}$. If it was discarded during the first phase, it follows that there is a path of stretch $O(t)=O(\sqrt{k})$ between $u$ and $v$ based on the analysis of [11]. If $(u, v)$ survived the first phase, its endpoints are either in the same cluster in $C_{t}$ which implies a path of stretch $O(t)$ between them by Lemma 3.3, or they belong to different super-nodes in $\hat{V}$. In the latter case, since in the second phase we compute an $O\left(t^{\prime}\right)$-spanner in $\hat{G}$, there is a path of stretch $O\left(t^{\prime}\right)=O(\sqrt{k})$ between the super-nodes corresponding to $u$ and $v$, which implies a stretch of $O\left(t t^{\prime}\right)=O(k)$ between $u$ and $v$. See the full version for details.

## 4 CLUSTER-MERGING APPROACH

Following the general paradigm of Baswana and Sen [11], our algorithm proceeds in two phases. In the first phase, the algorithm creates a sequence of growing clusters, where initial clusters are singleton vertices. This is similar to the first phase in the [11] algorithm, but has the following crucial differences:

- In each epoch, a sub-sampled set of clusters (from the previous epoch) expand, by engulfing neighboring clusters that were not sub-sampled. In [11], the sub-sampled clusters only engulf neighboring vertices.
- Consequently, the radius of our clusters increase by a factor of 3 (roughly) in every epoch, and thus the radius after epoch $i$ is $O\left(3^{i}\right)$. On the other hand, the cluster radius in [11] increments by 1 in each epoch, leading to a radius of $i$ at the end of epoch $i$.
- The sub-sampling probability at epoch $i$ is $n^{-\frac{2^{i-1}}{k}}$, i.e., the probabilities decrease as a double exponential, as opposed to [11], where the probabilities are always the same.
- Our algorithm proceeds for $O(\log k)$ epochs as opposed to $k$ epochs in [11].
- The final stretch we achieve is $O\left(k^{\log 3}\right)$, instead of $O(k)$ as in [11].
Based on the aforementioned sampling probabilities, the final number of clusters will be $n^{1 / k}$. Subsequently, we enter the second phase, where we add edges between vertices that still have unprocessed edges and the final clusters. The final output is a set of edges $E_{S}$ that represent the spanner.

The main benefit of our approach, compared to [11], is that it provides a significantly faster way of constructing spanners in MPC. Namely, the algorithm of [11] inherently requires $O(k)$ iterations and it is not clear how to implement it in $o(k)$ MPC rounds while not exceeding a total memory of $\tilde{O}(m)$. On the other hand, in the full version we show that each epoch of our algorithm can be implemented in $O(1)$ MPC rounds. This implies the above approach can be implemented in $O(\log k)$ MPC rounds.

### 4.1 Algorithm

In this section we describe the cluster-merging approach. We will use the following notation for inter-cluster edges.
Definition 4.1. We define $\mathrm{E}\left(c_{1}, c_{2}\right)$ to be the set of edges in E that have one endpoint in cluster $c_{1}$ and the other endpoint in cluster $c_{2}$. We will also abuse this notation, and use $\mathrm{E}(v, c)$ to denote all edges between vertex $v$ and cluster $c$.

Before a formal description of our algorithm, we also need two more definitions.

Definition 4.2. A cluster $c$ is a set of vertices $V_{c} \in V$ along with a rooted tree $T(c)=\left(V_{c}, E_{c}\right)$. The "center" of the cluster is defined as the root of $T$ (the oldest member), and the "radius" of the cluster is the depth of $T$ (from the root).

Definition 4.3. A clustering of a graph $G=(V, E)$ is a partition of $V$ into a set of disjoint clusters $C$, such that for all $c, c^{\prime} \in C$, we have $V_{c} \cap V_{c^{\prime}}=\emptyset$.

We next describe the two phases of our algorithm.

Phase 1: The first phase proceeds through $\log k$ epochs. Let $C_{0}$ be the clustering of $V$ where each $v \in V$ is a cluster. At a high-level, during epoch $i$, we sub-sample a set of clusters $\mathcal{R}^{(i)} \subseteq C^{(i-1)}$, we will connect the clusters to each other as follows: Consider a cluster $c$ that is not sampled at epoch $i$. If $c$ does not have a neighboring sampled cluster in $\mathcal{R}^{(i)}$, we merge it with each of the (un-sampled) neighboring clusters in $C^{(i-1)}$, using the lowest weight edge. On the other hand, if $c$ has at least one neighboring sampled cluster, then we find the closest such cluster and merge it to $c$ using the lowest weight edge, say $e$. Additionally, in the weighted case, we also add an edge to each of the other neighboring clusters, that are adjacent to $c$ with an edge of weight strictly lower than that of $e$.

Throughout, we maintain a set E (initialized to $E$ ) containing the unprocessed edges. During each epoch, edges are removed from $E$. During execution, some edges from $E$ are added to the set of spanner edges $E_{S}$, and some are discarded. Specifically, when we merge clusters $c_{1}$ and $c_{2}$, only the lowest weight edge in $\mathrm{E}\left(c_{1}, c_{2}\right)$ is added to the spanner $E_{S}$, and all other edges in $E\left(c_{1}, c_{2}\right)$ are discarded from E (the notation $\mathrm{E}(\cdot, \cdot)$ is in Definition 4.1). We will use $\mathrm{E}^{(i)}$ to denote the state of the set E at the end of epoch $i$. During epoch $i$, we also construct a set of edges $\mathcal{E}^{(i)} \subseteq E_{S}$, containing the edges that are used to connect (merge) sampled old clusters with un-sampled clusters to form the new ones $C^{(i)}$.

At epoch $i$, for $i=1 \ldots \log k$, we perform the following steps:
(1) Sample a set of clusters $\mathcal{R}^{(i)} \subseteq C^{(i-1)}$, where each $c \in C^{(i-1)}$ is chosen to be a member of $\mathcal{R}^{(i)}$ with probability $n^{-\frac{i^{i-1}}{k}}$. Initialize $\mathcal{E}^{(i)}$ to the subset of edges in $\mathcal{E}^{(i-1)}$ that are contained in some cluster $c \in \mathcal{R}^{(i)}$.
(2) Consider a cluster $c \in C^{(i-1)} \backslash \mathcal{R}^{(i)}$ that has a neighbor in $R^{(i)}$. Let $\mathcal{N}^{(i)}(c) \in \mathcal{R}^{(i)}$ be the closest neighboring sampled cluster of c.
(a) Add the lowest weight edge $e \in \mathrm{E}\left(c, \mathcal{N}^{(i)}(c)\right)$ to both $\mathcal{E}^{(i)}$ and $E_{S}$ and remove the entire set $\mathrm{E}\left(c, \mathcal{N}^{(i)}(c)\right)$ from E .
(b) For all clusters $c^{\prime} \in C^{(i-1)}$ adjacent to $c$ with any edge of weight strictly less than $e$, add the lowest weight edge in $\mathrm{E}\left(c, c^{\prime}\right)$ to $E_{S}$ and then discard all the edges in $\mathrm{E}\left(c, c^{\prime}\right)$ from E.
(3) Consider a cluster $c \in C^{(i-1)} \backslash \mathcal{R}^{(i)}$ that has no neighbor in $\mathcal{R}^{(i)}$. Let $C^{\prime} \subseteq C^{(i-1)}$ be all the clusters of $C^{(i-1)}$ in the neighborhood of $c$. For each $c_{j} \in C^{\prime}$ move the lowest weight edge in $\mathrm{E}\left(c, c_{j}\right)$ to $E_{S}$ and discard all edges in $\mathrm{E}\left(c, c_{j}\right)$ from E .
(4) The clustering $C^{(i)}$ is formed by taking the clusters in $\mathcal{R}^{(i)}$, and then extending them using all the edges in $\mathcal{E}^{(i)}$ to absorb other clusters that are connected to $\mathcal{R}^{(i)}$ (using only edges in $\mathcal{E}^{(i)}$ ).

- Specifically, let $c \in \mathcal{R}^{(i)}$ be a sampled cluster, and let $\Delta^{(i-1)}(c)=$ $\left\{\bar{c} \in \mathcal{C}^{(i-1)} \mid E(c, \bar{c}) \cap \mathcal{E}^{(i)} \neq \emptyset\right\}$ be the set of adjacent clusters that will be absorbed. Each such $c$ results a new cluster $c^{\prime} \in C^{(i)}$, where $c^{\prime}$ has the same root node as $c$, and the tree $T\left(c^{\prime}\right)$ is formed by attaching the trees $T(\bar{c})$ (for each $\left.\bar{c} \in \Delta^{(i-1)}(c)\right)$, to the corresponding leaf node of the tree $T(c)$, using the appropriate edge in $E(c, \bar{c}) \cap \mathcal{E}^{(i)}$ (by construction, there is exactly one such edge).
(5) Remove all edges $(u, v) \in \mathrm{E}$ where $u$ and $v$ belong to the same cluster in $C^{(i)}$. This set E at the end of the $i^{t h}$ epoch is denoted
$\mathrm{E}^{(i)}$. We then contract and form the new quotient graph (supergraph) and proceed to the next epoch.
Phase 2: In the second phase, let $V^{\prime}$ be the set of all endpoints of the remaining edges $\mathrm{E}^{(\log k)}$. For each $v \in V^{\prime}$ and each $c \in C^{(\log k)}$, we add the lowest edge in $\mathrm{E}(v, c)$ to $E_{S}$ before discarding the edges in $\mathrm{E}(v, c)$.


### 4.2 Analysis of Phase 1

We first show that, for each edge $e=(u, v)$ that is discarded (not added to $E_{S}$ ), there exists a path from $u$ to $v$ in $E_{S}$, of weight at most $k \cdot w_{e}$ (see Theorem 4.10), i.e., the edge $e$ is spanned by existing spanner edges in $E_{S}$. Next, in Section 4.2.2, we show that the number of edges added to the spanner $E_{S}$ during phase 1 , is $O\left(n^{1+1 / k} \log k\right)$ in expectation (see Theorem 4.13).
4.2.1 Stretch Analysis. We begin by providing some definitions used throughout the analysis, and then get into a formal stretch analysis.

Definition 4.4 (Weighted-Stretch Radius). $C$ is a clustering of weighted-stretch radius $r$ with respect to an edge set E in a graph $G$ if and only if
(A) For all $c \in C$, the cluster $c$ has radius at most $r$ (equivalently, $T_{c}$ has depth at most $r$ ).
(B) For each edge $e=(x, v) \in E$ such that $x \in c \in C$, all edges on the path from $x$ to the root of $T_{c}$ have weight less than or equal to $w_{e}$.
Definition 4.5 (Cluster of a vertex). For a vertex $v, \mathbf{c}^{(i)}(v)$ refers to the cluster of $C^{(i)}$ containing $v$.
Definition 4.6 (Cluster center). For a vertex $v, \mathcal{F}^{(i)}(v)$ denotes the center of $\mathbf{c}^{(i)}(v)$.

First, an inductive argument shows that all the remaining edges in $\mathrm{E}^{(i)}$ are between the current set of clusters $C^{(i)}$.

Lemma 4.7. During the execution of Phase 1, any edgee $=(u, v) \in \mathrm{E}$ at the end of epoch $i$ is such that both end-points are members of distinct clusters in $C^{(i)}$.

Proof. We prove this statement by induction.
Base case: Before the first epoch, $\mathrm{E}=E$ and all the edges have endpoints in $C_{0}$ since this is the set of all vertices.

Inductive hypothesis: Assume that at the beginning of epoch $i$, all edges in E have both endpoints in distinct clusters of $C^{(i-1)}$.

Induction: Towards a contradiction, assume that there is an edge $e=(u, v) \in \mathrm{E}$ that survives to the end of epoch $i$ and has at least one endpoint that is not in any cluster of $C^{(i)}$. Without loss of generality, assume that this endpoint is $v$. Note that $\mathbf{c}^{(i-1)}(v)$ and $\mathbf{c}^{(i-1)}(u)$ exists by the inductive hypothesis. (See Definition 4.5 for the definition of $\mathbf{c}^{(i-1)}(\cdot)$.)

If $\mathbf{c}^{(i-1)}(v)$ is adjacent to any cluster in $\mathcal{R}^{(i)}$, then it would have been processed in Step 2. Therefore, some edge between $\mathbf{c}^{(i-1)}(v)$ and $r \in \mathcal{R}^{(i)}$ was added to $\mathcal{E}^{(i)}$. In this case, $\mathbf{c}^{(i-1)}(v)$ will be absorbed into a new cluster in $C^{(i)}$ (see Step 4), and consequently, $v$ is also a member of $C^{(i)}$. Hence, $\mathbf{c}^{(i-1)}(v)$ was not adjacent to any cluster in $\mathcal{R}^{(i)}$.
So, $\mathbf{c}^{(i-1)}(v)$ was processed in Step 3. In this case, all edges in
$\mathrm{E}\left(\mathbf{c}^{(i-1)}(v), \mathbf{c}^{(i-1)}(u)\right)$ were discarded (one of the edges was added to the spanner $E_{S}$ ), and hence this case could not happen neither. This now leads to a contradiction (as Step 2 or Step 3 has to occur) and implies that both $u$ and $v$ belong to some clusters in $C^{(i)}$.

It remains to show that $u$ and $v$ belong to distinct clusters of $C^{(i)}$. But this follows directly from Step 5.

Next, we argue inductively that in each epoch the cluster radius grows by a factor of 3 .

Theorem 4.8. At the end of epoch $i, C^{(i)}$ is a clustering of weightedstretch radius (see Definition 4.4) at most $\frac{3^{i}-1}{2}$ with respect to the current set $\mathrm{E}^{(i)}$.

Proof. We first prove Property (A) and then Property (B) of Definition 4.4. Each of the properties are proved by an inductive argument.
Property (A) of Definition 4.4. As a base case, notice that before the first epoch, each cluster has radius 0 .

During epoch $i$, each cluster $c^{\prime} \in C^{(i)}$ is a union of a cluster $c \in \mathcal{R}^{(i)} \subseteq C^{(i-1)}$, and some number of clusters in $C^{(i-1)}$ that are adjacent to $c$. The root of cluster $c^{\prime}$ remains the same as the root of $c$. However, the radius of $c^{\prime}$ becomes the depth of the new rooted tree, which can be at most three times the old radius plus one (for the edge connecting the adjacent cluster). Thus the radius (not necessarily strong) of the new larger cluster is at most $3 r+1$, where $r$ is the radius of $C^{(i-1)}$. For an illustration, see Fig. 1 and consider the distance between the center of cluster $c$ and vertex $x$. Assuming that the inductive hypothesis is satisfied for $C^{(i-1)}$ i.e., $r \leq \frac{3^{i-1}-1}{2}$, we see that the radius of $C^{(i)}$ is at most $\frac{3^{i}-1}{2}$.

Note that this proof implies that Property (A) holds independently of Property (B).
Property (B) of Definition 4.4. As an inductive hypothesis, assume that the clustering $C^{(i-1)}$ has weighted-stretch radius $\frac{3^{i-1}-1}{2}$ with respect to $\mathrm{E}^{(i-1)}$. Now, consider an edge $e=(x, y) \in \mathrm{E}^{(i)}$, such that $x \in c^{\prime} \in C^{(i)}$ and $y \notin c^{\prime}$. Note that by Lemma 4.7, each edge $e \in \mathrm{E}^{(i)}$ is of this form, i.e., the endpoints of $e$ belong to distinct clusters of $C^{(i)}$. According to Step 4, cluster $c^{\prime}$ was formed from a sampled cluster $c \in \mathcal{R}^{(i)}$ that engulfed the adjacent clusters in $\Delta^{(i-1)}(c)$


Figure 1: Sampled super-node $c$ will engulf $\bar{c}$, which is also a supernode (not sampled). Both correspond to clusters of radius $r$.

Case $x \in \bar{c} \in \Delta^{(i-1)}(c)$ : Let $w^{\prime}$ be the weight of the edge $(u, v) \in$ $\mathcal{E}^{(i)}$ that connects $u \in T_{c}$ to $v \in T_{\bar{c}}$, and let $w_{e}$ be the weight of the edge $e=(x, y)$ (see Fig. 1). We construct a path from $x$ to $\mathcal{F}^{(i)}(x)$, by concatenating the following paths $x \longrightarrow \mathcal{F}^{(i-1)}(x) \longrightarrow v \longrightarrow u$ $\longrightarrow \mathcal{F}^{(i)}(u)=\mathcal{F}^{(i)}(x)$. Since we know that the edge $e=(x, y)$ survived Step 2 b , it must have weight at least as the edge $(u, v)$, i.e., $w^{\prime} \leq w_{e}$. By the inductive hypothesis for level $i-1$, all edges on the first two segments of the above path have weight at most $w^{\prime}$. Similarly, the first two segments of the path only contain edges with weight at most $w_{e}$ (again using the inductive hypothesis at $i-1)$. Furthermore, the number of edges on the path is at most $r+r+1+r=3 r+1$, where $r$ is the weighted-stretch radius of clustering at the previous epoch.
Case $x \in c$ : Since $e=(x, y) \in \mathrm{E}^{(i)} \Longrightarrow \quad(x, y) \in \mathrm{E}^{(i-1)}$, the inductive hypothesis implies that the path from $x$ to the root of $T_{c}$ (the center is $\mathcal{F}^{(i-1)}(x)=\mathcal{F}^{(i)}(x)$ ) only uses edges of weight at most $w_{e}$.

Corollary 4.9. The weighted-stretch radius of the final clustering $C^{(\log k)}$ is $\frac{k^{\log 3}-1}{2}$.

Using Theorem 4.8, we show the following.
Theorem 4.10. For all edges $e=(u, v)$ removed in Phase 1, there exists a path between $u$ and $v$ in $E_{S}$ of weight at most $w_{e} \cdot k^{\log 3}$.

Proof. Depending on when $e=(u, v)$ was removed from E , there are three cases to consider: Step 2, Step 3 and Step 5. Before analyzing these cases, note that by Lemma 4.7 after a cluster is formed no edge is removed from it in the subsequent epochs. This fact will be important in the rest of this proof as when we show that there is a path between $u$ and $v$ of weight at most $k^{\log 3} \cdot w_{e}$, we will show that this path belongs to a cluster (or to two adjacent ones). Hence, once this path belongs to a cluster it also belongs to $E_{S}$.
Case $e$ was removed in Step 2 in epoch $i$. Let $e_{1}=(x, y)$ be the edge that was kept between $\mathbf{c}^{(i-1)}(u)$ and $\mathbf{c}^{(i-1)}(v)$. Let $x \in \mathbf{c}^{(i-1)}(u)$ and $y \in \mathbf{c}^{(i-1)}(v)$. Then, by Theorem 4.8 there exists a path from $u$ to $x$ within $\mathbf{c}^{(i-1)}(u)$ of weight at most $2 \frac{3^{i-1}-1}{2} \cdot w_{e}$. Similarly, there is a path between $v$ and $y$ within $\mathbf{c}^{(i-1)}(v)$ of weight at most $2 \frac{3^{i-1}-1}{2} \cdot w_{e}$. Since $E_{S}$ also contains the edge $e_{1}$ and $w_{e_{1}} \leq w_{e}$ by Steps 2 a and 2 b , we have that $E_{S}$ contains a path between $u$ and $v$ of weight at most $\left(2\left(3^{i-1}-1\right)+1\right) \cdot w_{e}<3^{i} \cdot w_{e} \leq k^{\log 3} w_{e}$.
Case $e$ was removed in Step 3 in epoch $i$. This case is analogous to the previous one.
Case $e$ was removed in Step 5 in epoch $i$. Let $c \in C^{(i)}$ be the cluster from which $e=\left(v_{1}, v_{2}\right)$ was removed. By construction, this edge is between two clusters $c_{1}$ and $c_{2}$ from $C^{(i-1)}$ that are merged with $c$ in this epoch. Assume that $v_{1} \in c_{1}$. Let $e_{1}=\left(x_{1}, x\right)$ be the edge via which $c_{1}$ was merged to $c$, and let $x_{1} \in c_{1}$. Also, let $e_{2}=\left(y_{2}, y\right)$ be the edge with which $c_{2}$ was merged with $c$, and let $y_{2} \in c_{2}$. Since $e$ was not removed before Step 5 , it means that when $c_{1}$ and $c_{2}$ got merged with $c$ the edge $e$ was not discarded in Step 2b. This in turn implies that $w_{e} \geq w_{e_{1}}$ and $w_{e} \geq w_{e_{2}}$.

Now, similar to the analysis of Step 2, using Theorem 4.8 we have that there is a path in $E_{S}$ between $v_{1}$ and $x_{1}$ of weight at most $\left(3^{i-1}-1\right) \cdot w_{e}$. Also, there is a path between $x$ and $y$ in $E_{S}$ of
weight at most $\left(3^{i-1}-1\right) \cdot w_{e_{1}} \leq\left(3^{i-1}-1\right) \cdot w_{e}$. Finally, there is a path between $v_{2}$ and $y_{2}$ in $E_{S}$ of weight at most $\left(3^{i-1}-1\right) \cdot w_{e}$. Combining these together, $E_{S}$ contains a path between $v_{1}$ and $v_{2}$ of weight at most $\left(3 \cdot\left(3^{i-1}-1\right)+2\right) \cdot w_{e}=\left(3^{i}-1\right) \cdot w_{e} \leq k^{\log 3} \cdot w_{e}$, as desired.

Stretch Analysis of Phase 2. Recall, that in the second phase, we let $V^{\prime}$ be the set of all endpoints of the un-processed edges in $\mathrm{E}^{(\log k)}$. Subsequently, we add the lowest edge in $\mathrm{E}(v, c)$ to $E_{S}$ before discarding the edges in $\mathrm{E}(v, c)$, for each $v \in V^{\prime}$ and $c \in C^{(\log k)}$.

Using the weighted stretch radius of the final clustering from Corollary 4.9, we can prove the following lemma, using an argument similar to Theorem 4.10. We omit the formal proof to avoid repetition.

Lemma 4.11. For each edge $w_{e}=(v, c) \in V^{\prime} \times C^{(\log k)}$ removed in Phase 2, there exists a path between $u$ and $v$ in $E_{S}$ of weight at most $w_{e} \cdot k^{\log 3}$.
4.2.2 Size Analysis. Next, we provide an upper-bound on $E_{S}$. First, we upper-bound the number of clusters in each $C^{(i)}$.

Lemma 4.12. For each $i \leq \log k$, in expectation it holds $\left|C^{(i-1)}\right| \in$ $O\left(n^{1-\frac{2^{i-1}-1}{k}}\right)$.

Proof. A cluster $c$ belongs to $C^{(i-1)}$ only if $c$ was sampled to $\mathcal{R}_{j}$ in Step 1 for each $1 \leq j \leq i-1$.

This happens with probability $\prod_{j=1}^{i-1} n^{-\frac{2^{j-1}}{k}}=n^{-\frac{2^{i-1}-1}{k}}$. Therefore, $\mathbb{E}\left[\left|C^{(i-1)}\right|\right]=n^{1-\frac{2^{i-1}-1}{k}}$.

Building on Lemma 4.12 we obtain the following claim.
Theorem 4.13. During Phase 1, in expectation there are $O\left(n^{1+1 / k} \cdot \log k\right)$ edges added to $E_{S}$.

Proof. Steps 1,4 and 5 do not affect $E_{S}$. Hence, we analyze only the remaining steps.

Consider epoch $i$. Fix a cluster $c \in C^{(i-1)}$ (which might or might not be in $\mathcal{R}^{(i)}$ ). We will upper-bound the number of edges that in expectation are added when considering $c$.
Let $p=n^{-\frac{2^{i-1}}{k}}$. Recall that each cluster $c^{\prime}$ is added from $C^{(i-1)}$ to $\mathcal{R}^{(i)}$ independently and with probability $p$. Order the clusters $c^{\prime}$ of $C^{(i-1)}$ adjacent to $c$ in the non-decreasing order by the lowest-edge in $\mathrm{E}\left(c, c^{\prime}\right)$. Consider the first $A$ among those sorted clusters.

Taking into account both Steps 2 and 3, an edge from $c$ to the $A$-th cluster is added to $E_{S}$ if and only if all previous clusters are not sampled, which happens with probability $(1-p)^{A-1}$. Hence, the expected number of edges added by $c$ is upper-bounded by $\sum_{A=1}^{n}(1-p)^{A-1}<\sum_{A=1}^{\infty}(1-p)^{A-1}=\frac{1}{p}$. Hence, we have that in expectation the number of edges added to the spanner when considering $c$ is $O(1 / p)$.

Size Analysis of Phase 2. Finally, As a corollary of Lemma 4.12, we see that in expectation $\left|C^{(\log k)}\right| \in O\left(n^{1 / k}\right)$. Therefore, the number of edges added in Phase 2 is at most $\left|V^{\prime}\right| \cdot\left|C^{(\log k)}\right| \in$
$O\left(n^{1+1 / k}\right)$. This concludes our spanner construction, and yields the main theorem.

Theorem 4.14. Given a weighted graph $G$, the cluster-merging algorithm builds a spanner of stretch $O\left(k^{\log 3}\right)$ and expected size $O\left(n^{1+1 / k} \cdot \log k\right)$, within $O(\log k)$ epochs.

## 5 GENERAL TRADE-OFF BETWEEN STRETCH AND NUMBER OF ROUNDS

In this section, we provide an overview of an algorithm that combines ideas of Section 3 and Section 4, with the cluster-vertex merging concept that we described earlier. This gives us a general tradeoff between number of rounds, and stretch. For instance, we can construct a spanner with stretch $k^{1+o(1)}$ in $\frac{\log ^{2}(k)}{\log \log (k)}$ rounds. At a high-level, the algorithm runs in a sequence of epochs, and each epoch performs $t$ iterations of [11].

We can imagine the algorithm of [11] as being one extreme of this tradeoff (when $t=k$ ). The algorithm of Section 3 generalizes this, by splitting the $k$ iterations of [11] over two epochs, each with $\sqrt{k}$ iterations. After the first set of $\sqrt{k}$ iterations (the first epoch), we contract the most recent clusters, and then repeat $\sqrt{k}$ iterations (the second epoch) on the contracted graph. Importantly, the second epoch uses different sampling probabilities - as if we were actually trying to construct a stronger $O(\sqrt{k})$ stretch spanner.

Meanwhile, the algorithm of Section 4 occupies the other extreme of our tradeoff. this algorithm immediately contracts after a single "[11]-like step". Consequently, each step now becomes an "epoch", and they all use different sampling probabilities. With $\log k$ epochs, this is the "fastest" algorithm in our tradeoff, and thus has the worst stretch.

We interpolate between these extremes by repeating the following two steps:

- In each epoch, we grow clusters, based on the cluster-vertex merging approach, till a certain radius $t$ on the quotient graph, where each super-node in the graph is a contracted cluster from the previous epoch.
- At the end of an epoch, we contract the clusters of radius $t$ to obtain the quotient graph for the next epoch, adjust the sampling probabilities and continue.

The parameter $t$ can be varied, thus resulting in a family of algorithms that achieve our trade-offs. For instance, $t=1$ corresponds to Section $4, t=\sqrt{k}$ corresponds to Section 3 , and $t=k$ brings us back to the algorithm of [11].

The idea behind the generalization is that now, the stretch (equivalently, the radius of clusters), rather than increasing by a multiplicative factor of 3 in each epoch (as it did in Section 4), now it grows by a factor of $(2 t+1)$ in each epoch. We again use the intuition that after each contraction, since the remaining graph is smaller in size, we can afford to grow clusters faster, and we adjust this rate by decreasing the sampling probabilities.

The algorithm and analysis are deferred to the full version.

## 6 IMPLEMENTATION IN MPC

In this section, we provide a brief sketch of MPC implementation. For more details we refer the readers to the full version. For implementing our algorithms we need to perform operations such as contractions, clustering, find minimum and merging. These can be implemented using standard subroutines such as sorting and aggregation ([36]) in $O(1 / \gamma)$ rounds. The basic idea is that we can first sort the input (edges) based on their ID in such a way that edges corresponding to the same vertex will be stored in a contiguous set of machines. The merging and contraction operations can then be implemented by sorting the input multiple times (based on different "tuples"). For instance for performing contractions we can sort the edges based on cluster IDs of their endpoints and then relabel them based on the new cluster IDs. For operations such as find minimum and broadcast we can use an implicit aggregation tree with branching factor $n^{\gamma}$. At a high level, this mean in $O(1 / \gamma)$ iterations (which is the depth of the aggregation tree) we aggregate the information on a set of machines and send them to a parent machine. For example, for broadcasting a message, the root of the tree will receive the message after $O(1 / \gamma)$ iterations and then send back the message using the same (implicit) tree.
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