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Abstract

Excitation function of the 54Fe(p,α)51Mn reaction was measured from 9.5 to 18 MeV E0,p+ by activating 
a foil stack of 54Fe electrodeposited on copper substrates. Residual radionuclides were quantified by HPGe 
gamma ray spectrometry. Both 51Mn (t1/2 = 46.2 min, 〈Eβ+〉 = 963.7 keV, Iβ+ = 97%; Eγ = 749.1 keV, 
Iγ = 0.265%) and its radioactive daughter, 51Cr (t1/2 = 27.704d, Eγ = 320.1 keV, Iγ = 9.91%), were used 
to indirectly quantify formation of 51Mn. Results agree within uncertainty to the only other measurement in 
literature and predictions of default TALYS theoretical code. Final relative uncertainties are within ±12%.
© 2022 Elsevier B.V. All rights reserved.
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1. Introduction

51Mn (t1/2 = 46.2 min, < Eβ+ >= 963.7 keV, Iβ+ = 97%; Eγ = 749.1 keV, Iγ = 0.265%) is 
a short-lived radionuclide currently being investigated as a potential positron emission tomogra-
phy (PET) tracer for pancreatic imaging (see [1,2] and references therein). 51Mn has been made 
by small cyclotrons via 50Cr(d,n)51Mn [1], but established techniques for 54Fe target recycling 
make 54Fe(p,α)51Mn more attractive. Only a single measurement of the 54Fe(p,α)51Mn exci-
tation function has been reported [3], whereas two measurements of 50Cr(d,n)51Mn have been 
reported [4,5].

We measured the 54Fe(p,α)51Mn excitation function on the 11MV FN Tandem Van de Graaff 
accelerator at University of Notre Dame’s (ND) Nuclear Science Laboratory (NSL) with pro-
ton energies (E0,p+ ) up to 18 MeV and collimated beam widths less than 5 mm. Although 
E0,p+ = 18 MeV is below the predicted maximum of the 54Fe(p,α)51Mn cross section, it is rep-
resentative of many commercial cyclotrons [6]. We quantified residuals with ND’s on-site high 
purity germanium detector (HPGe), and corroborated ND spectra with HPGe measurements at 
University of Wisconsin-Madison (UWM).

We present an experimentally determined excitation function of 54Fe(p,α)51Mn from 9.5 MeV 
to 18 MeV and discuss clinical relevance based on our results. The measured cross sections 
include uncertainties in absolute detector efficiency, beam current, counting statistics, number of 
54Fe atoms and FN tandem characteristics.

2. Materials and methods

2.1. 54Fe target fabrication and irradiation

Aqueous solutions were made from >18 M�/cm H2O. Targets were prepared by electrolytic 
deposition of isotopically enriched 54Fe metal (99.7% 54Fe, 0.28% 56Fe, 0.01% 57Fe, 0.01% 
58Fe; ISOFLEX) on natural copper substrates (99.8% purity, nominally 10 µm from (Alfa Aesar), 
in a similar process previously described in [7]. Due to time constraints at ND, and to provide 
an alternative measure of beam parameters, copper was selected as the backing material to allow 
simultaneous determination of beam energy and current when assaying 51Mn and 51Cr by using 
natCu(p,x)6xZn monitor reactions. Copper substrates were cut into squares of approximately 1.5 
× 1.5 cm2 and weighed on a calibrated digital scale with sub-milligram precision. The relative 
uncertainty in the areal density of natCu foils was less than 4%. 50-70 mg of 54Fe metallic powder 
was dissolved in 1 mL 6 M HCl (concentrated HCl from Fisher Chemical) and 100 µl of 30% 
H2O2 (Fisher Chemical). Upon complete dissolution, 10 mL of saturated (NH4)2C2O4 (Alfa 
Aesar) was added. The electrolyte was then buffered to pH = 4 using 28% NH4OH (Sigma-
Aldrich) and/or 6 M HCl and transferred to a cylindrical plating cell. A platinized titanium mesh 
anode was positioned approximately 2 cm above the copper substrate and a potential of 3.0 ±
0.2 V was applied, corresponding to an initial current of 19 ± 3 mA. The electroplated region 
had a diameter of 9.0 ± 0.2 mm (average area 0.64 cm2, Fig. 1A), and electrodeposition lasted 
1-2 h. Targets were rinsed with ethanol, dried, and weighed (N = 3) to determine the plated 54Fe 
mass, where all measurements were repeatable within ±0.3 mg.

Targets were irradiated with E0,p+ = 9.5 MeV-18 MeV, where an analyzing magnet filtered 
incident beam energies to within ±30 keV of the setpoint. The analyzing magnet was tuned with 
deuteron magnetic resonance using a sample of [2H]H2O. The generating voltmeter, along with 
a slit control feedback using the beam, helped to monitor the voltage setpoint. Calculated beam 
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Fig. 1. A) Example sample target mounted on the aluminum frame for irradiation. The iron thickness was 9.5 ± 0.8 µm. 
B) Target after irradiation. C) Activation profile of the same target, the circular outline depicts a 9 mm diameter circle. 
The intensity is linearly correlated with activity at these levels.

energies from 6xZn products agreed within uncertainty to expected setpoint energies. A titanium 
hydride cathode served as the source of protons from the Source of Negative Ions by Cesium 
Sputtering (SNICS) ion source. Beam current was measured on an electrically isolated station 
connected to the target holder and the beam dump. An external magnetic field was applied to this 
irradiation line to geometrically suppress leakage of recoil electrons. More information regarding 
the accelerator can be found in [8–10], where a schematic of the beam setup is provided.

A small correction based on SRIM calculations was applied to the beam energy incident on 
the copper foils due to interactions with 54Fe (total average energy loss of 140-240 keV per 54Fe 
target). Energies reported for each target were calculated at the midpoint of the material. After 
irradiation with beam currents of 145-300 nA, ranging from fifteen minutes to an hour, the plated 
54Fe targets showed no changes in appearance and were well-adhered to the copper backing (see 
Fig. 1B). Following irradiation, the targets were left on the sample holder for approximately one 
hour to reduce exposure to personnel. Then, the samples were transported to the low-background 
counting station within the NSL with a Canberra model GC3518 HPGe and a sample storage 
area for assaying. The HPGe at ND was surrounded by lead shielding, with the longitudinal axis 
free for sample placement. After preliminary data were acquired at ND, samples were shipped 
to UWM for further assay on a different detector (Canberra C1519 HPGe). The detector setup at 
UWM was shielded on two sides, leaving the longitudinal axis free for sample placement.

2.2. Quantification of activity and cross section evaluation

Radioactivities were quantified by gamma spectrometry using an Al-windowed HPGe and 
MAESTRO software (ORTEC). 152Eu check sources were used to calibrate the energy and de-
termine the efficiency of HPGe at ND and UWM. The following function [11]:

ln (η (E)) = A + B ln(E) + C ln (E)2 + D ln (E)3 (1)

Was used to fit efficiency values for gamma emission energies above 240 keV (see Fig. 2). 
The fit was within ±3% of the data and we observed no improvement in the fit beyond third order 
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Fig. 2. A) Efficiency calibration of HPGe at UWM with a 152Eu check source approximately 2 cm away from the face of 
the detector. The solid line corresponds to the fit presented in equation (1). B) Residuals of the data to the fit. Horizontal 
delineations at ±5% and 0% are for visual aid.

in ln(E). Error bars in Fig. 2 correspond to one standard deviation from counting statistics only. 
All samples assayed at UWM were placed in the same position, approximately 2 cm away from 
the face of the detector. Samples at ND were placed at various positions to optimize 51Mn signal-
to-noise ratio. The impact of coincidence summing was found to be negligible (see figure S2). 
The activity of the 152Eu check source at UWM was ascertained with a 133Ba check source using 
the 296 keV and 303 keV emission from 152Eu and 133Ba, respectively. All check-sources used 
are traceable to NIST. Gamma emission intensities and half-lives were all taken from IAEA’s 
nuclear database [12]. HPGe data were cross-referenced between ND and UWM and found to 
be agreeable within uncertainties. Produced radionuclides relevant to this work are presented in 
Table 1. The chosen gamma emission of interest was used to tabulate peak area and define the 
region of interest (ROI).

A Gaussian and cubic polynomial were used to fit the peak ROI using a non-linear least 
squares optimization to better estimate the background counts within the ROI:

Fit = Ne
(x−μ)2

2σ2 + Ax3 + Bx2 + Cx + D (2)

The number of bins in the ROI was determined by using four standard deviations of the fitted 
Gaussian and the total background count was determined as the trapezoidal area from the edges 
of the fitted ROI. The signal of interest was calculated by subtracting the trapezoidal area from the 
total raw counts in the ROI. Fig. 3 shows sample spectra taken from HPGe with their respective 
fits.

As can be seen from the low signal-to-noise ratio of 51Mn (Fig. 3A), an appealing alternative 
for assaying 51Mn is through its longer-lived 51Cr decay product (Fig. 3B). Although an accurate 
measure of 51Mn from 51Cr requires a waiting period longer than ten half-lives of 51Mn (>8 h), 
it also allows decay of other short-lived radionuclides to reduce background in the ROI. Other 
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Table 1
Nuclear data of produced radionuclides relevant to this work. Threshold energies were taken from [13]. 
Radionuclides are not listed if the threshold energy is greater than 18 MeV. 50V(p,γ )51Cr is not listed due 
to its low significance relative to 51V(p,n)51Cr.

Radionuclide of 
interest

Half-life Gamma emission 
of interest

Branching 
ratio

Production pathway; 
Threshold energy

(keV) (%)
51Cr 27.704d 320.08 9.91 51V(p,n)51Cr; 1.565 MeV

Decay of 51Mn

51Mn 46.2 min 749.07 0.265 54Fe(p,α)51Mn; 3.205 MeV
52Cr(p,2n)51Mn; 16.340 MeV

56Co 77.236d 846.77 99.9399 56Fe(p,n)56Co; 5.445 MeV
57Fe(p,n)56Co; 13.225 MeV

62Zn 9.193 h 596.56 26.0 63Cu(p,2n)62Zn; 13.477 MeV
63Zn 38.47 min 669.62 8.2 63Cu(p,n)63Zn; 4.215 MeV
65Zn 243.93d 1115.54 50.04 65Cu(p,n)65Zn; 2.167 MeV

Fig. 3. Sample spectra acquired from HPGe (+ marker) and the fit applied (solid line) for a target receiving E0,p+ =
18 MeV. A) 749 keV 51Mn peak acquired at ND, the spectrum was taken 4 h post EOB (end of bombardment) with a 
live time of 600 s. Only every second data point is plotted. B) 320 keV 51Cr peak acquired at UWM, the spectrum was 
taken 21d post EOB with a live time of 9000 s.

advantages from assaying 51Cr include the ability to transport samples over long transit times, 
a more precise half-life, better branching ratio and increased detection efficiency. The “critical 
level” [14] was chosen as the minimum 51Cr needed to qualitatively distinguish signal from 
background and was set as 1.65σ background in the energy region of the 320 keV peak of interest. 
This value corresponds to less than 3% of the activity from the 54Fe target with the smallest 
amount of 51Cr. Background from the bare copper backing was investigated and no detectable 
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51Cr was observed. Since the bare copper foil did not produce any measurable 51Cr, and we 
waited for more than ten half-lives of 51Mn before assaying 51Cr, the 51Cr signal was assumed 
to be from the complete decay of 51Mn. The “cross section” of 51Cr, as obtained from assaying 
51Cr, was thus used as an indirect measurement of 51Mn.

A radio- and UV-sensitive phosphor screen was exposed to the activated foils to enable visual 
inspection of the beam profile. A low intensity UV light was shone perpendicularly above the 
aluminum-mounted targets to develop a registered profile of the rectangular target frame. The 
exposed screen was readout with PerkinElmer’s Cyclone Plus instrument and digitally processed 
with OptiQuant software. Contour images of the radiosignal were drawn using MATLAB®. Ra-
diosignals were not calibrated but were linearly correlated with activity. Experiments with point 
sources (physical radius < 1 mm) revealed that the true physical distribution was entirely con-
tained within the upper 75% of the max radiosignal. A 20-30% threshold of the max radiosignal 
was enough to contain >99% of the developed radiosignal within a 9 mm diameter circle. A mea-
sured activation profile is shown in Fig. 1C, where radiosignals less than 15% of the maximum 
have been removed to enhance visibility.

Cross sections for the measurements described above were calculated from the activation 
equation for thin foils (Eq. (3)). Given the activity at EOB (end of bombardment), assuming the 
irradiation does not produce a parent of the desired radionuclide, the cross section is:

σ (E) = A(TEOB)

λlA
(
e−λt ′ ∗ I (E, t ′)

) |TEOB

(3)

Where λ is the decay constant of the radionuclide, lA is the atomic areal density of the target 
(after correcting for isotopic abundance), I (E, t) is the beam current at a particular energy as a 
function of time, T EOB is the irradiation time and the convolution, indicated by *, is evaluated 
at T EOB. Less than 1% difference was observed between convolving the exponential decay of 
51Mn with the current signal measured from the chamber and using the average current for all 
the targets of interest.

The activity at EOB was calculated from the counts registered on the HPGe gamma detector 
in the following way:

A(TEOB) = N(E)

tlive

treal

tlive

λtreal

η (E)BR
(
1 − eλtreal

)
e−λTelapsed

(4)

Where N(E) is the background-subtracted number of counts at a particular ROI, t real is the real 
time during counting, t live is the live time during counting, η (E) is the calibration efficiency for 
the HPGe detector at a particular energy, BR is the branching ratio of the gamma emission and 
T elapsed is the time elapsed since EOB at the start of counting.

2.3. Iron abundance validation

Though 55Co could theoretically be used to analyze 56Fe impurities, production of 55Co from 
54Fe(p,γ )55Co is comparable to 56Fe(p,2n)55Co with a vendor-stated 0.3% 56Fe impurity. At 
the energies investigated in this paper, production of 56Co is only possible from 56Fe and 57Fe. 
With 57Fe(p,2n)56Co cross sections being comparable to 56Fe(p,n)56Co at E0,p+ = 13-18 MeV 
and negligible below 13 MeV [3], we have assumed the main production pathway of 56Co to 
be 56Fe(p,n)56Co due to the low vendor-reported 57Fe impurity in our sample (0.01% 57Fe as 
compared with 0.3% 56Fe). The presence of 56Co was used to determine potential 56Fe impurities 
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by comparing the reported cross section values on EXFOR/literature to those obtained from this 
work. Explicitly, the relative impurity as an isotopic fraction is calculated by:

Impurity ratio = σthis work

σliterature
(5)

Where σ this work refers to the cross section of 56Co found from this work, assuming that the 
entire sample was made of 56Fe, and σ literature is the reported 56Fe(p,n)56Co cross section. 
natFe(p,x)56Co data from [15] and [16] were used as σ literature after correcting for the 91.75% 
56Fe abundance. The determined 56Fe impurity ranged from 0.30-0.47% (see figure S1A), which 
is in agreement with isotopic impurity values in the vendor-reported 54Fe COA (certificate of 
analysis). As such, 99.7% 54Fe was used to correct the plated iron mass.

Once all the data were acquired, samples were dissolved in 1.8 mL 6 M HCl and 0.2 mL 
30% H2O2. A 50 µL aliquot from the homogenous sample solution was added to 9.950 mL of 
0.1 M HCl. The diluted samples were then analyzed on a Microwave-Plasma Atomic Emission 
Spectroscopy instrument (4210MP-AES, Agilent Technologies) to quantify iron in the target. 
Sets of four standard concentrations ranging from 5 ppm-100 ppm of copper and iron were 
used for linear calibration curves (R2 > 0.999). To reduce systemic errors from MP-AES, the 
mass ratio of copper to iron was used to compare measurements from the digital scale and MP-
AES. Given that the relative uncertainty of copper’s mass from the digital scale is <2%, the 
absolute mass of iron was taken to be the mass of copper from the digital scale divided by 
the mass ratio of copper to iron as obtained from MP-AES. Copper was analyzed using wave-
lengths of 324.754 nm, 327.395 nm and 510.554 nm, and iron was analyzed using wavelengths of 
371.993 nm and 438.354 nm. The selected wavelengths were chosen to maximize the intensity, 
provide redundancy and avoid overlap with other elements from MP-AES. The system was op-
erated at a constant, stable temperature throughout each independent measurement (N = 3, each 
performed in triplicate). The final mass of 54Fe used in computing the cross section was taken to 
be the weighted (reciprocal variance) average of measurements from the digital scale and MP-
AES. All mass measurements from the digital scale agreed with MP-AES within uncertainty 
except for target 5, where the weighted average mass differed by +7% (.3 mg) from the digital 
scale (see figure S1B). The dissolved iron was then separated from copper (via precipitation of 
copper oxalate) and recycled for 54Fe target fabrication.

2.4. Uncertainties

Uncertainties in this work correspond to one standard deviation about the mean reported value. 
The Poisson heuristic was applied to determine the uncertainty from registered counts on HPGe. 
Uncertainties of 6% and 5% were assumed for HPGe efficiency calibration and beam current 
registered from the electrically isolated chamber, respectively. The efficiency calibration uncer-
tainty accounts for uncertainties in the 152Eu activity (4%), the fit (3%) and the slight differences 
between target geometry and position from HPGe (3%). Due to relatively low power transfer to 
the targets, recoil losses were considered negligible from beam current measurements. Since the 
desired E0,p+ was well within 100 keV of the setpoint, energy uncertainties are simply reported as 
±0.1 MeV to include stopping power effects throughout the 54Fe layer. Uncertainties from MP-
AES were evaluated experimentally by having N = 3 repeated measurements of known standard 
concentrations and samples (each performed in triplicate); uncertainties, including calibration, 
were within 8%. The 51Cr activity, calculated from HPGe spectra at ND and UWM after decay 
correcting to EOB, were combined into a weighted average (reciprocal variance of activity at 
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Fig. 4. Comparison of the cross section values for nat Cu(p,x)65Zn from this work to IAEA’s recommended cross section 
values [17].

EOB) to reduce uncertainties from HPGe quantification. The final absolute uncertainty is the 
result of summing the appropriate relative errors in quadrature and scaling with the cross section.

3. Results and discussion

3.1. IAEA natCu(p,x)65Zn monitor reaction

The measured 65Zn cross sections agree within uncertainty to IAEA’s recommended values 
[17] (see Fig. 4). The 1115 keV gamma emission of 65Zn was used to tabulate the peak area.

3.2. 54Fe(p,α)51Mn excitation function

The resulting excitation function is plotted in Fig. 5 against calculated values from TENDL-
2019 and experimental data from Levkovski [3]. Explicit values of cross section from this work 
can be found in Table 2. Although the directly obtained 51Mn cross sections had high uncertain-
ties and deviations from reported values, they still agree with cross sections calculated from 51Cr 
quantification. The 749 keV gamma emission of 51Mn and 320 keV gamma emission of 51Cr 
were used to tabulate their respective peak areas. Data below the limit of detection (as described 
earlier) are labeled as ‘N/A’. Most of our data agrees with [3] within uncertainties, and espe-
cially so if an approximate 10% reduction is applied for reported cross sections above 15 MeV. 
This potential systematic difference is corroborated by reports that [3] may have slightly over-
estimated values of its monitor reaction [6]. Theoretical predictions from TENDL-2019 were 
generally lower than Levkovski’s experimental results and in better agreement with this work, 
but the shape of the excitation function is consistent between all sources.

3.3. Optimal 51Mn production parameters

The “optimal” irradiation time:

toptimal = argmaxt (
A51Mn

A51Cr
A51Mn) (6)

was found to be approximately 1.4 h and results in roughly 72% of the saturated yield. In equation 
(6), A51Mn is the activity of 51Mn at EOB and A51Cr is the total activity of 51Cr once 51Mn has 
fully decayed. toptimal can be interpreted as the irradiation time that reduces the relative amount 
of 51Cr produced while simultaneously maximizing A51Mn. Reducing the irradiation time reduces 
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Fig. 5. Excitation function of 54Fe(p,α)51Mn from this work compared with Levkovski’s data [3]. Calculated values 
from TENDL-2019 are also presented to show the predicted general trend.

Table 2
Measured 54Fe(p,α)51Mn cross sections from this work using the two techniques described previously, and with an 
intercomparison between UWM and ND. The presence of 51Cr was only possible due to the decay of 51Mn and not 
from proton induced reactions in our sample. Cross sections measured using 51Cr are labeled as such. Cross sections 
computed using a weighted average of 51Cr activity at ND and UWM are also reported.

Midpoint 
energy ±0.1 
[MeV]

σ [mb] σ [mb] σ [mb] σ [mb]
*from 51Cr 
at UWM

*from 51Cr 
at ND

*from 51Mn 
at ND

*Weighted average 
of 51Cr from 
UWM and ND

17.9 41.5±3.7 41.5±4.7 26.4±12.9 41.5±3.1
16.9 39.6±3.6 43.2±4.8 52.5±18.6 40.5±3.7
15.9 37.7±3.3 40.7±8.4 N/A 37.8±2.9
14.9 33.2±3.1 33.7±3.8 18.5±10.2 33.4±2.5
13.9 31.9±3.0 35.0±3.5 N/A 33.1±3.2
12.9 22.7±2.1 23.4±2.5 N/A 22.9±1.8
11.9 15.9±1.5 16.4±2.1 N/A 16.0±1.2
10.9 7.44±0.74 7.88±1.45 N/A 7.49±0.59
9.9 2.29±0.22 2.90±0.56 N/A 2.33±0.28
9.4 0.83±0.09 1.03±0.41 N/A 0.84±0.08

the total amount of any radionuclides produced but one advantage is that it also reduces the 
relative amounts of 56Co and 55Co, a potential source of concern in clinical productions of 51Mn. 
The optimal areal density of the target, with respect to cost, was found to be 181 mg/cm2 at 
16.1 MeV and corresponds to about 89% of the thick (270 mg/cm2) target yield, when all other 
parameters are considered equal. Increasing areal density increases the relative amounts of 56Co 
and 55Co since their relative cross sections are heavily favored at lower energies. Despite this 
potential concern, there exists published method [7,18] to separate manganese from cobalt.
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Fig. 6. A) Thick target yield at the optimal irradiation time of 83.9 minutes using the excitation function measured from 
this work. The stopping power of protons in iron was taken from SRIM [19]. B) Comparing the results from this work to 
that of various 51Mn productions at UWM, including results reported by [1].

Using the optimal irradiation time and the data obtained from this work, a thick target yield 
[20] over the energies investigated is presented in Fig. 6A. A cubic spline interpolation was 
used to generate finer cross section and stopping power values for integration. A 16.1 MeV, 
30 µA proton beam impinging on a target with areal density of 181 mg/cm2 for 1.4 h will form 
7.62 GBq of 51Mn at EOB. Yields from 51Mn production at UWM with a PETtrace™ cyclotron 
(GE Healthcare) are compared to the results of this work (Fig. 6B), where the irradiation time 
has been normalized to 1.4 h. An average beam current correction factor of about 2 (varies for 
each irradiation) was determined from irradiating radiochromic film and analyzing the resulting 
beam geometry relative to a 1 cm diameter target [21]. The calculated yields obtained from this 
work agree to 51Mn productions at UWM using 1 cm diameter targets with this correction factor.

Nevertheless, our results show that using 54Fe targets with an areal density of 100 mg/cm2

can yield clinically relevant quantities of 51Mn at EOB (>3.5 GBq) with just 40 µAh (40 µA, 
1 h) using the PETtrace™. The previous statement assumes that personnel handling 51Mn will 
achieve an end of chemistry yield >740 MBq, which has already been accomplished by [1] if 
scaled by the EOB yield.

4. Conclusion

The results presented in this article correspond to the work of Levkovski within uncertainty. 
Gamma spectrometric assays from UWM were consistent with results from ND, and 65Zn cross 
section data from this work agrees within uncertainties to IAEA’s recommended dataset. Elec-
trodeposition of 54Fe onto natCu foils was instrumental in fabricating thin-foil targets. Thick 
target yields at the optimal time point and optimal target areal densities were also presented us-
ing the data acquired from this work and compared to production of 51Mn at UWM, with results 
agreeing after correcting for beam-target incidence. To our knowledge, this work is the first in-
vestigation of 54Fe(p,α)51Mn excitation function presented in a peer reviewed publication. We 
hope these results enable optimization of routine 51Mn production using the globally distributed 
constellation of small cyclotrons and accelerators.
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