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ABSTRACT. We present the first implementation of multiconfiguration pair-density functional
theory (MC-PDFT) ab initio molecular dynamics. MC-PDFT is a multireference electronic
structure method that in many cases has a similar accuracy (or even better accuracy) than complete
active space second order perturbation theory (CASPT2) at a significantly lower computational
cost. In this work we introduced MC-PDFT analytical gradients into the SHARC molecular
dynamics program for ab initio, nonadiabatic molecular dynamics simulations. We verify our
implementation by examining the intersystem crossing dynamics of thioformaldehyde, and we
observe excellent agreement with recent CASPT?2 and experimental findings. Moreover, with MC-
PDFT we could perform dynamics with a (12e,100) active space that was computationally too

expensive for direct dynamics with CASPT2.

1. Introduction

Molecular dynamics calculations based on forces calculated directly from quantum
mechanical electronic structure calculations' have become a valuable tool for simulations of
nuclear dynamics in chemical systems. In Born-Oppenheimer molecular dynamics,>!? based on
the Born-Oppenheimer separation of electronic and nuclear motion,'! nuclear dynamics are

restricted to a single electronic adiabatic state. Nonadiabatic molecular dynamics!>'¢ involves



population transfer among electronic states, which is necessary to study internal conversion,
intersystem crossing, and most photochemical processes.!’

Many excited electronic states are inherently multiconfigurational, and near conical
intersections, which are ubiquitous,'® excited states are always inherently multiconfigurational.
Inherently multiconfigurational states are also called strongly correlated. Reliable electronic
structure calculations on strongly correlated states require multiconfigurational reference wave
functions'” (such calculations are called multireference calculations). The most common method
to generate reference functions for multireference methods is complete active space self-
consistent field?® (CASSCF) theory. This method does not attempt to capture all the dynamic
correlation effects, and it is quantitatively unreliable when used without a post-SCF step like
complete active space second-order perturbation theory?!-?2 (CASPT2). The computational cost
of CASPT2 and other multireference perturbation theory methods, although practical with
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analytic gradients for some cases makes quantitative calculations prohibitively expensive

as the active space and system size increase.

An alternative post-SCF method is multiconfiguration pair-density functional theory3!-3?
(MC-PDFT), which has been shown to be in many cases as accurate as CASPT2 (or even more
accurate in some cases) but at a lower computational cost.>> MC-PDFT computes the electron
correlation by using a multireference wave function and a functional of the electron density and
the on-top density, where the latter describes the probability of finding two electrons on top of
each other at a given position in space. Analytical gradients (as required for efficient
computation of forces on nuclei) have recently been developed for state-specific** and state-
averaged®-3¢ MC-PDFT. This allows us to expand the application of MC-PDFT from calculating
static properties via single-point calculations?” to studying dynamical properties of strongly
correlated systems. This is in principle more accurate than using time-dependent density
functional theory3#3° (TD-DFT) or CASSCF**-#? because TD-DFT uses a single-configuration
reference and CASSCEF lacks correlation external to the active space.

In this work, we present the first application of MC-PDFT for molecular dynamics. In
particular we present an application to nonadiabatic molecular dynamics by implementing MC-
PDFT nuclear gradients into the SHARC*-* molecular dynamics program. One strong feature of
SHARC is that it treats internal conversion and intersystem crossing on the same footing using a

combination of spin-orbit-free input energies, gradient, and nonadiabatic couplings plus spin-



orbit matrix elements in a spin-orbit-free electronic basis, and we are able to supply this

information using our implementation of MC-PDFT in OpenMolcas.**4

The application
presented here is the intersystem crossing dynamics of thioformaldehyde (CH2S) after it is
excited into the Si electronic state. Thioformaldehyde is a simple molecule that has been used to
understand fundamental trends of carbonyls and rates of radiationless transitions.*® El-Sayed’s
propensity rule* states that intersystem crossing usually occurs more rapidly if the transition is
between orbitals of different symmetry. This implies that the intersystem crossing rate of
thioformaldehyde from the S1 electronic state, which is a n = ™ transition, will populate the T2
(m — m") state in preference to the T1 (n — ™) state. However, less probable events like the Si
to T1 transitions can and have been observed in molecular simulations.*

Thioformaldehyde has previously been studied with the SHARC program, but with other
electronic structure methods,3% °° and its small size allows us to compare our results to those
obtained with more expensive methods. The intersystem crossing rate for thioformaldehyde has
not been measured experimentally to compare with MC-PDFT. However, Mai et. al.** have
concluded that the intersystem crossing rate for thioformaldehyde is small due to the large
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fluorescence yields that have been measured experimentally, and this conclusion is

corroborated by their simulations.3% 3

Mai et al.’® and Zhang et. al.’® investigated the intersystem crossing dynamics of
thioformaldehyde using the SHARC surface hopping program. Mai et al.>° compared various
electronic structure methods for the problem studied here. Of the methods used for dynamics, it
was concluded that multi-state CASPT2 [MS-CASPT2] with a (10,6) active space for the
reference wave function, where (x,)) denotes x active electrons in y active orbitals, gave the most
accurate results for the following reasons: (i) It predicted good vertical excitations in agreement
with MS-CASPT2(12,10) and multireference configuration interaction with single and double
excitations with the Pople size-extensity correction [MRCISD+P>*35] with a (12,10) active
space for the reference wave function (these methods were, however, too expensive to be used
for dynamics). (ii) It predicted potential energy curves outside the Frank-Condon region in good
agreement with MS-CASPT2(12,10) and MR-CISD+P(12,10). (iii). It showed no intersystem
crossing dynamics on a femtosecond timescale. They also used state-averaged CASSCF>¢ [SA-
CASSCF] with a (10,6) active space as the electronic structure method for dynamics, but these

simulations gave a 5% excited state population transfer within 500 fs, which was interpreted as



due to inaccuracy in the SA-CASSCF(10,6) potential energy surfaces. Zhang et. al.>°
investigated various decoherence schemes with SA-CASCCF(12,10) and observed a reduced
population transfer in thioformaldehyde in comparison to the CASSCF(10,6) simulation of Mai
et. al.3® Neither study used MS-CASPT2(12,10) for dynamics due to its computational expense.
Here, we show thioformaldehyde intersystem crossing dynamics results for MC-PDFT with both
the (10,6) and (12,10) active spaces; we find energetic and dynamical results that agree with Mai
et al.’s MS-CASPT2(10,6) results and that further support experimental findings.

The paper is organized as follows. In Section 2, we introduce the electronic structure
calculations used for the present dynamics calculations and for calculations done prior to
calculating the dynamics. In Section 3, we discuss how SHARC carries out dynamics calculations
and how electronic structure data is provided to SHARC. In Section 4, we outline the simulation
methods. We then present the results and discussion in Section 5, and we provide our

conclusions and outlook in Section 6.

2. Electronic structure calculations

Calculations were performed for the two lowest singlet states (So and Si1) and the two
lowest triplet states (T1 and T2) of thioformaldehyde. In the first step, electronic structure
calculations were carried out by SA-CASSCF and MC-PDFT with the tPBE on-top functional®!
using OpenMolcas v21.02.% One set of calculations was state averaged over the two lowest
singlet states (So and S1), and another set of calculations was state averaged over the two lowest
triplet states (T1 and Tz). The resulting SA-CASSCF functions serve as the reference wave
functions for MC-PDFT calculations in which each of the four states is treated separately.

All SA-CASSCF and MC-PDFT calculations were performed with a cc-pVDZ basis set,>’
the second-order Douglas-Kroll-Hess Hamiltonian,*3-%° and either a (10,6) or (12,10) active
space. (Although a relativistic basis set should be used with a relativistic Hamiltonian, and the
Douglas-Kroll-Hess Hamiltonian should not be used with the cc-pVDZ basis set, we used the cc-
pVDZ basis set with the Douglas-Kroll-Hess Hamiltonian to allow a consistent comparison with
the work of Ref. 30.) Figure 1 shows the state-averaged orbitals of the singlet state used in the
(12,10) active space of thioformaldehyde’s optimized structure. We show the orbitals for the
(10,6) active space in Figure S1 (figures and tables with the prefix “S” are in Supporting
Information). The MC-PDFT gradients based on a SA-CASSCF wave function are described

elsewhere.?’
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Figure 1. State-averaged natural orbitals and their state-averaged occupation numbers for the
two singlet states as calculated by SA-CASSCF with the (12,10) active space. All MOs were
plotted using a cutoff of 0.025 a.u.

Before running dynamics, we obtained the optimized structures in the singlet ground state
for SA-CASSCF and MC-PDFT with both active spaces (the resulting structures and absolute
energies are in Tables S1-S3). After optimizing the structures, vertical excitations from the So
electronic state into the Si, T1, and T2 were computed, and the results will be given in Section
5.1. We have verified that the results are not dependent on the basis set by comparing the vertical
excitation energies using a cc-pVDZ and cc-pVDZ-DK basis set (see discussion in Section S2).

The dynamics calculations also require the spin-orbit matrix elements. Because the singlet
and triplet SA-CASSCEF calculations produce different orbitals, these matrix elements were
calculated using a biorthogonal procedure®! in the RASSI module of OpenMolcas together with
an effective one-electron spin—orbit Hamiltonian based on atomic mean field integrals.5?

The dynamics calculations also require the nonadiabatic coupling vectors and these were
evaluated in the SA-CASSCF approximation using OpenMolcas procedures described

elsewhere.®3

3. Theory
3.1. Dynamics Method
Dynamics calculations were carried out with a locally modified version of SHARC v2.1.

The population dynamics of the triplet states in thioformaldehyde has previously been studied



with fewest-switches trajectory surface hopping (FS-TSH),% with the semiclassical Ehrenfest
method (SE),%-% with fewest-switches trajectory surface hopping with energy-based
decoherence’’-%® (FS-TSH-EDC), and with coherent switching with decay of mixing® (CSDM).
These methods are all semiclassical in that the electronic structure is treated quantum
mechanically by the time-dependent Schrodinger equation, and the nuclei are propagated by
trajectories governed by multiple potential energy surfaces; however, the FS-TSH and SE do not
include decoherence and FS-TSH-EDC and CSDM do. In previous studies of thioformaldehyde
triplet dynamics,>® it was found that decoherence plays an important role, and the two latter
methods agree well with one another. Therefore, in the present work we selected one of the latter
two methods; in particular we chose FS-TSH-EDC because that allows a more direct comparison
with the results of Mai er. al.’® The decoherence in the FS-TSH-EDC method®”%? is based on an
earlier approximation® to the decoherence time in terms of energy gaps and nuclear kinetic
energies.
The total Hamiltonian for intersystem crossing dynamics in SHARC is written as

[total — pMCH 4 psoc (1)
where HMCH is the molecular Coulombic Hamiltonian (MCH) (which contains electronic kinetic
energy plus all Coulomb interactions), and H39¢ is the spin-orbit coupling (SOC) operator.
SHARC treats the dynamics in terms of two basis sets. The first basis is the set of eigenstates of

HMCH: we call this spin-orbit-free basis (also called the spin-orbit-free representation); the total

electron spin § and its component Ms are good quantum numbers in this basis. We use 1, and

Y, to represent spin-orbit-free electronic states such as a singlet state (Sy) or a triplet state with

Ms specified by a superscript (T2, TP, or T{). HMCH

is diagonal in this basis with diagonal
elements E, , and the spin-orbit coupling has diagonal elements equal to zero and off-diagonal

elements that can be nonzero. Therefore,

Huv = EMSIW + C;w (2)
E, = (lpu |HMCH|¢LL ) 3)
C;w = (lp,u |HSOC|¢V ) (4)

The nonadiabatic coupling vector in the spin-orbit-free representation is given by

duv = (lpu |V|l/)l/ ) (5)



where V is a 3N-dimensional gradient, and N is the number of atoms.

The dynamics calculations are carried out in the diagonal basis (which may also be called
the fully adiabatic basis, the spin-mixed basis, or the spin-orbit-coupled basis). This is the basis
in which the total Hamiltonian is diagonal. We use 1, and 5 to represent the basis functions
in the diagonal basis, which are the eigenvectors of H*°%!. An FS-TSH-EDC dynamics
calculation in this basis requires the eigenvalues E,, their gradients VE,, and the time matrix

elements 0,4 in the diagonal representation, given along a trajectory by

0up = (e | |16 ) (6)
Note that
ap = (Ya |V]g ) o v. (7
where v is the instantaneous 3 /N-dimensional nuclear velocity vector of the trajectory.
SHARC requires only four kinds of data: the spin-orbit-free eigenvalues E,, their gradients
VE,, the spin-orbit coupling matrix elements C,, in the spin-orbit-free basis, and the
nonadiabatic coupling vectors d,,, in the spin-orbit-free representation. SHARC translates these
to the quantities needed in the diagonal basis with only one approximation, namely it neglects
(¥, |VHSCC|4p, ) in the transformation of the gradients. The equations are given elsewhere.*343
The approximation in the transformation of the gradients could in principle cause poor
conservation of energy in SHARC trajectories.** However, a previous study of thioformaldehyde
using FS-TSH-EDC with SHARC showed that the overall total energy conservation with the
SHARC gradient approximation is good enough for the results to be meaningful for this system.>°
In particular, Fig. S3 of Ref 50 shows that the maximum energy drift in FS-TSH-EDC

calculations was under 0.02 eV in 500 fs runs and usually under 0.006 eV.

3.2 Electronic structure input

As explained in Section 3.1, we need to input E,,, VE,, C,, and d,,,, in the spin-orbit-free
representation (i, and 1, ). The diagonal representation in this study is the MC-PDFT one, and
this uses the E, and VE, from MC-PDFT, but the C,, and d,,, are approximated at the SA-

CASSCEF level. We note that the MC-PDFT energy functional yields an improved energy as

compared to CASSCF but not an improved wave function that can be used for computing



nonadiabatic coupling matrix elements or spin-orbit matrix elements. Nevertheless, Mai et. al.
have shown that the MS-CASPT2(10,6) and SA-CASSCF(10,6) give nearly identical SOC
magnitudes for thioformaldehyde (see Fig. S3 of Ref. 30), which implies that the SOC does not
strongly depend on the full inclusion of dynamic correlation in this system. We therefore
conclude that calculating C,, at the SA-CASSCEF level is a valid approximation for the present

application. We note that the procedure used here for SOC is analogous to the procedure in the

literature’0-72

where perturbation theory is used to add additional dynamic correlation energy to
calculations of the potential energy surfaces while multiconfiguration self-consistent-field
(MCSCF) wave functions or state-averaged MCSCF wave functions are used for calculating the
spin-orbit matrix elements.

The approximation of the nonadiabatic coupling vector at the CASSCF level is an
approximation that can be good only when the dynamics is not dominated by passage near
conical intersections, and that condition is satisfied in the present application. In the more
general case one would need to calculate the nonadiabatic coupling vector in a multi-state
approximation for two reasons: (i) because the inclusion of external correlation will change the
locations where the conical intersections occur and hence where the large peaks in the
nonadiabatic coupling vector occur, and (ii) because one must use a multi-state approximation

near conical intersections. In such a case, the multistate nonadiabatic coupling vector can be

calculated by a Lagrangian method.”>7*

4. Details of the simulation

We calculate the dynamic evolution of thioformaldehyde after exciting the molecule into
the S1 electronic state. We prepared 10,000 initial conditions from the Wigner distribution”
using SA-CASSCF(10,6) or SA-CASSCF(12,10) harmonic frequencies to sample the ground
state potential energy well (the harmonic frequencies are in Table S5). Excitation energies for
SA-CASSCF and MC-PDFT were then used in conjunction with the CASSCF transition-dipole
moments to randomly select initial conditions for the simulations using the procedure of Barbate
et. al.’® Of those prepared, 250 initial conditions were propagated using FS-TSH-EDC dynamics
for each of four methods: CASSCF(10,6), MC-PDFT(10,6), CASSCF(12,10), and MC-
PDFT(12,10).

The simulation involves eight electronic states in the diagonal basis, two from the singlets

and six from the two triplets. All simulations ran for a minimum of 500 fs using a nuclear



timestep of 0.5 fs and an electronic timestep of 0.02 fs and used the energy-difference based
decoherence scheme with a decoherence parameter of 0.1 Ha. The local diabatization method”’
was used for coupling states of the same multiplicity. Nonadiabatic couplings were used to
transform the gradients from the MCH representation to the diagonal representation. Out of the
250 trajectories, 203, 193, 249, and 198 trajectories successfully completed without any SCF
convergence problem for SA-CASSCF(10,6), MC-PDFT(10,6), SA-CASSCF(12,10), and MC-
PDFT(12,10), respectively. Of the simulations that successfully completed, three of the SA-
CASSCEF(10,6) simulations transitioned from the Si to the Ti state, and this kind of trajectory has
also been observed in previous computational studies.>® Because these transitions are rare events
for which meaningful statistics were not obtained, we removed them from the analysis.

One trajectory encountered a frustrated hop in each of the SA-CASSCF(10,6) and SA-
CASSCEF(12,10) ensembles. The velocity vector was not modified when a frustrated hop

occurred.

5. Results and discussion
5.1. Vertical excitation energies of thioformaldehyde

Table 1 presents the Si, T1, and T2 vertical excitation energies for the SA-CASSCF and
MC-PDFT methods. Our benchmark values will be the averages of the MRCISD+P(12,10)°*33
and MS-CASPT2(12,10)?*> 78 calculations of Ref. 30 because only 0-0 transitions are available
experimentally,’! and because it is unclear whether the MRCISD+P(12,10) or the MS-
CASPT2(12,10) calculations are more accurate for the vertical excitation energies. Table 1
reports these values and also shows the MS-CASPT2(10,6) vertical excitations of Ref. 3 to
compare with our MC-PDFT results. The table also gives the root-mean-squared deviation of the
various excitation energies from the So state, denoted as RMSD(AE), and the root-mean-squared
deviation of the energy differences among all the excited states, denoted as RMSD(AAE).

Table 1 shows that of the present calculations, SA-CASSCF(10,6) has the largest
deviations for the benchmark values, 0.22 eV and 0.36 eV, respectively. The SA-CASSCF(10,6)
vertical excitation energies are in close agreement with previously reported values for this level
of calcualtion.*®* However, the table shows that MC-PDFT using the same (10,6) active space
reduces the RMSD(AE) by half and the RMSD(AAE) by a factor of seven, and it closely matches
the MS-CASPT2(10,6) calculations of Mai et al.>°



The table also shows that increasing the active space to (12,10) improves the accuracy of
the MC-PDFT vertical excitation energies by 25% but slightly worsens the accuracy of the
energy differences.

Of special importance among the energy differences is the T2-S1 gap because it has the
greatest effect on the intersystem crossing dynamics.? Although the population dynamics is
governed by the potentials along the whole trajectory and not just at the Frank-Condon point,°
the difference in vertical excitation energies is our best indication of the accuracy of the gap, and
we see that SA-CASSCF(10,6) underestimates the vertical gap by 0.45 eV, which makes the
dynamics with this method unreliable. The two MC-PDFT values of the vertical T2-S1 gap have
deviations from the benchmark of only 0.01 and 0.09 eV. Figure S2 presents the potential energy
curve along the C-S bond for the four methods used in this study.

Table 1. Excitation energies, the vertical T2— S1 gap, and deviations from benchmark (in eV).
Benchmark calculations used the ANO-RCC-VQZP basis set, while all other calculations used
the cc-pVDZ basis set.

Method S1 T T, T2—S1 RMSD RMSD
(AE)“ (AAE)“

Previous work3?

MRCISD+P(12,10) 219 191 342 1.23
MS-CASPT2(12,10) 225 2.00 345 1.20
Benchmark® 222 196 344 1.22 0.00 0.00
MS-CASPT2(10,6) 2.14 1.84 331 1.17 0.11 0.04
Present work
MC-PDFT(12,10) 234 204 347 1.13 0.09 0.06
SA-CASSCF(12,10) 240 2.16 331 0091 0.17 0.26
MC-PDFT(10,6) 235 2.03 358 1.23 0.12 0.05
SA-CASSCEF(10,6) 231 2.02 3.08 0.77 0.22 0.36
% defined in Section 5.1
b

average of two previous rows

5.2. SA-CASSCF and MC-PDFT Simulations

Previous FS-TSH-EDC simulations of thioformaldehyde with multireference methods
examined the intersystem crossing dynamics from the Si state into the T1 and T2 state. Mai et
al.3% observed that simulations with MS-CASPT2(10,6) showed no intersystem crossing
dynamics on a 500 fs timescales, while SA-CASSCF(10,6) showed a 5% population transfer to

10



the T state in this timeframe. The carbon-sulfur bond stretch frequency was shown to impact the
spin-orbit coupling between the S1 and T2 electronic states, and further manifested oscillations in
the MCH population. Zhang et al. showed that dynamical results calculated with SA-
CASSCEF(12,10) agree better with previous results using MS-CASPT2(12,10) than dynamical
results with SA-CASSCF(10,6). Note that the calculations of Zhang et al.>® were performed with
a different SA-CASSCEF scheme; in particular, they used a single set of orbitals and did not
employ the biorthogonalization scheme used here. (The use of a single set of orbitals could be
one reason for the small energetic difference of the SA-CASSCF(12,10) results of Ref. 50 (see
below) as compared to those reported in the present study. Nevertheless, as discussed below, our

dynamical results agree well with those of Ref. 50.)
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Figure 2. T1 (red) and T2 (orange) population according to the MCH quantum amplitudes for (a)
SA-CASSCF(10,6), (b) MC-PDFT(10,6), (c) SA-CASSCF(12,10), and (d) MC-PDFT(12,10)

Figure 2 shows the T1 and T2 populations for all four methods studied here. The SA-
CASSCEF(10,6) results in panel a show a steady increase in the T2 population during the

simulation, with a population transfer of about 4% within 500 fs. As been shown previously,3°
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this is due to SA-CASSCF(10,6) underestimating the T2-S1 gap. MC-PDFT(10,6), Fig 2b, on the
other hand shows no population transfer at the (10,6) active space in agreement with previous
MS-CASPT2(10,6) simulations; this is consistent with the good agreement in the T2-S:1 energy
gaps predicted by the two methods (Table 1 and Fig. S2).

Panels c and d of Fig. 2 show SA-CASSCF(12,10) and MC-PDFT(12,10) simulations,
respectively. SA-CASSCF(12,10) simulations have a reduced population transfer as compared to
those with the (10,6) active space in agreement with previous work.’? By simulating
thioformaldehyde with MC-PDFT(12,10), we further reduce the population transfer into the T2
state by a factor of ~7.5.

The oscillations observed in the population dynamics have been ascribed to the C-S bond
and its influence on the spin-orbit coupling between the Si and T2 states.?% % 7 Figure 3 shows
the C-S bond distance in thioformaldehyde for each trajectory of the various electronic structure
methods and the magnitude spin-orbit coupling value between the Si state and the T> manifold as

calculated by

s0¢] = j S sl ®

=-1,0,1
For all the methods, we observe strong correlation among the C-S bond lengths of the various
trajectories, but this correlation becomes weaker as the simulations progress. For the SA-
CASSCEF simulations, the bond distance oscillates around a mean value of 1.8 A, with a
maximum bond distance of around 2.2 A. For the MC-PDFT simulations, the average C-S bond
distance is ~1.7 A, the maximum is ~2.05 A, and in some cases the bond length is as large as 2.1
A. We additionally see that |SOC| follows the trends of the average C-S bond distance, and it has
an average value of 165 cm™ and 163 cm! for the (10,6) and (12,10) active spaces, respectively.
Interestingly, the SOC for SA-CASSCF and MC-PDFT are very similar, which is not surprising
since the MC-PDFT calculations obtain the SOC matrix elements from the SA-CASSCF wave
function. Nevertheless, the SA-CASSCF simulations have more population transfer from the S;
to the T2 state than the MC-PDFT simulations. We attribute this to the MC-PDFT energy and
gradients. As the C-S bond lengthens, the T2-S1 energy gap approaches zero in both MC-PDFT
and SA-CASSCEF (see Fig. S2); however, the MC-PDFT gradients cause the thioformaldehyde to
sample smaller C-S bond distances where the T2-S1 energy gap is larger, while the SA-CASSCF

simulations sample larger C-S bond distances where the T2-S1 energy gap is smaller, and this

12



enhances the intersystem crossing. This is a very clear illustration of the importance of including

external correlation in photochemical simulations.
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Figure 3. (left) C-S bond distance. (right) Magnitude of the Si coupling to the T> manifold. (a)
SA-CASSCEF(10,6), (b) MC-PDFT(10,6), (c) SA-CASSCF(12,10), (d) MC-PDFT(12,10). The C-
S bond distance for each trajectory is shown in pink, the average C-S bond distance is shown in
blue, and the spin-orbit coupling is shown in black.

In this work, we have focused on running FS-TSH-EDC simulations with MC-PDFT for
systems with intersystem crossing dynamics since the MC-PDFT gradients are based on MC-
PDFT without state interaction. (State interaction can be included in various ways in MC-
PDFT,3-82 and gradients using one of these methods, namely compressed-state multi-state
PDFT,® are under development). To further verify that thioformaldehyde is an appropriate
system for the current implementation of MC-PDFT, we show in Figure 4 the average potential
energy for the two singlet and two triplet states. For both SA-CASSCF and MC-PDFT with the
(10,6) and (12,10) active spaces, there is a clear separation between the So and S states and
between the T1 and T: states, which confirms that the lack of state interaction does not make the

current method inappropriate for the present application.
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Figure 4. Average So (green), Si (blue), T (red), and T2 (orange) potential energy for (a) SA-
CASSCEF(10,6), (b) MC-PDFT(10,6), (c) SA-CASSCF(12,10), and (d) MC-PDFT(12,10).

An advantage of MC-PDFT is its ability to obtain results comparable to MS-CASPT2
while being computationally more affordable than MS-CASPT2, an advantage that is especially
relevant for large systems and large active spaces. Thioformaldehyde has not been simulated
using MS-CASPT2(12,10) due to the computational cost.

Further inspection of the SA-CASSCF(12,10) simulations revealed a difference from the
results in ref. °°. This is shown in Fig. 5a, which is like Fig. 2¢ except that we zoomed from an
ordinate scale of 0.04 in Fig. 2c to an ordinate scale of 0.08 in Fig. 5b. The difference is due to a
single trajectory, shown in Fig. 5b, that hopped from the Si to the Tz state around 150 fs, which
explains the mean population shift from ~0.2 to ~0.6 at 150 fs in Fig 5a. Zhang et. al.’s SA-
CASSCEF(12,10)/6-31G* FS-TSH-EDC simulations with energy-based decoherence correction
showed a decaying oscillation during the 500 fs simulation without any hopping.>® These
simulations used nuclear and electronic timesteps of 0.1 and 0.0005 fs, respectively; these are
smaller timesteps than the one used in the present work. In Fig 5b, we investigate the effects of
nuclear and electronic timestep on the T2 population of the trajectory that hopped. At early times

(<150 fs), the two T2 populations align perfectly, but around 150 fs, the trajectory using the
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larger timestep (0.5 fs nuclear timestep and 0.02 fs electronic timestep) transitioned into the T2

state, while the simulation using the smaller timestep (0.1 fs nuclear timestep and 0.0005 fs

electronic timestep) continued in the Si state. We note that if a system requires a smaller

timestep to accurately model the dynamics, then the cost advantage of MC-PDFT over MS-

CASPT2 becomes even more important when choosing the electronic structure method.
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Figure 5. (a) Zoomed in plot of the SA-CASSCF(12,10) T1 (red) and T2 (orange) mean populations
from the quantum amplitudes in the spin-uncoupled basis using the nuclear and electronic
timesteps of 0.5 and 0.02 fs respectively. (b) SA-CASSCF(12,10) T:1 and T2 populations of a single
trajectory that had a Si to Tz transition at 150 fs when using the timesteps of 0.5 fs and 0.02 fs as
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used in panel a and when using the smaller time steps of 0.1 and 0.0005 fs as used in ref. 31.

6. Conclusion

We presented an ab initio molecular dynamics simulation protocol based on MC-PDFT

energies and gradients using the SHARC** molecular dynamics package. We computed vertical

excitation energies and performed population dynamics of photo-excited thioformaldehyde with

MC-PDFT, and the results were compared to previous MS-CASPT?2 results.>* While previous
MS-CASPT2 FS-TSH-EDC dynamics were obtained only with the (10,6) active space, but not

with the larger (12,10) active space, due to their computational expense, we could perform the

MC-PDFT dynamics with both active spaces and obtained results in general agreement with

fluorescence experiments.>!->3
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MC-PDEFT allows us to perform excited-states dynamics with larger active spaces than with
MS-CASPT2 and it gives encouraging results. We envision that MC-PDFT will become a

method of choice for excited-states dynamics when the multi-state gradients become available.

Supporting Information

The Supporting Information is available free of charge at http://pubs.acs.org

See the Supporting Information for coordinates of optimized structures, electronic energies of
optimized thioformaldehyde structures, molecular orbitals for the (10,6) active space, Wigner
distribution frequencies, SHARC input files, and a potential energy scan along the C—S bond

stretching coordinate.
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