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Abstract

We further the study of supercritical tradeoffs in proof and circuit complexity, which is a
type of tradeoff between complexity parameters where restricting one complexity parameter
forces another to exceed its worst-case upper bound. In particular, we prove a new family
of supercritical tradeoffs between depth and size for Resolution, Res(k), and Cutting Planes
proofs. For each of these proof systems we construct, for each ¢ < n'~¢, a formula with n?(¢)
clauses and n variables that has a proof of size n®(©) but in which any proof of size no more
than roughly exponential in ' ~¢ /c must necessarily have depth ~ n¢. By setting ¢ = o(n'~¢)
we therefore obtain exponential lower bounds on proof depth; this far exceeds the trivial worst-
case upper bound of n. In doing so we give a simplified proof of a supercritical depth/width
tradeoff for tree-like Resolution from [31]. Finally, we outline several conjectures that would
imply similar supercritical tradeoffs between size and depth in circuit complexity via lifting
theorems.
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1 Introduction

Beame, Beck, and Impagliazzo recently initiated the study of supercritical tradeoffs in proof and circuit
complexity [4]. In its simplest form, a supercritical tradeoff is a tradeoff between two complexity
parameters in which a restriction on one parameter forces an increase in the second parameter that
goes above the trivial worst-case upper bound on the second parameter. Beame et. al. established
a supercritical tradeoff between size and space in the Resolution proof system, showing there is an
unsatisfiable CNF formula on n variables which admits quasi-polynomial size refutations, but in which
any quasi-polynomial size refutation must also use quasi-polynomial clause-space. Since every formula
on n variables has a Resolution proof of space n + O(1) and exponential size [16], their result shows
that limiting the size of refutations causes the space to go significantly beyond the trivial worst-case
upper bound on the space complexity. Recently, Razborov showed that in certain cases restrictions in
parameters can lead to extreme results [31]. He exhibited a strong supercritical size/width for tree-like
Resolution [31], showing that there are unsatisfiable formulas on n variables such that if the width is
restricted, then the tree-like Resolution size must be doubly exponential in n.

Despite the intuitive appeal of supercritical tradeoffs, only a few have been observed and, with the
exception of length versus space, most of these tradeoffs have been for somewhat artificial combina-
tions of parameters. Furthermore, to our knowledge, the existence of supercritical tradeoffs in circuit
complexity has yet to be explored.

In this work we study supercritical tradeoffs between size and depth in both proof complexity and
circuit complexity. For both proof systems and circuit models, depth captures the degree to which they
— and therefore the families of algorithms which they capture — can be parallelized. Furthermore,
for proof systems such as Cutting Planes, depth is closely related to measures of polytope rank which
have been extensively studied in combinatorial optimization [12,34]. For many standard proof systems
(and, indeed, for all of the proof systems studied in this paper) the worst-case upper bound on depth
is always at most n — this is because all of these proof systems can efficiently simulate tree-like
Resolution, which trivially has depth-n proofs for every formula. A supercritical tradeoff in this setting
for a particular proof system P would therefore exhibit a family of CNF formulas over n variables that
have P refutations of size s(n), however there is a size bound s’ >> s such that any P-refutation of
size s” < s requires depth that is superlinear in n. Similarly, since any n-bit boolean function can be
computed by a fanin-2 circuit of depth at most n, a supercritical tradeoff in this setting would proves
the existence of a function f,, with s(n)-size circuits, but for which there is a size bound s’ such that
any circuit of size s” < s’ requires superlinear depth.

1.1 Supercritical Size/Depth Tradeoffs in Proof Complexity.

For some sufficiently strong propositional proof systems (such as Frege systems), it is known that
proofs can be balanced: given a Frege proof II of size s, there exists another Frege proof of the same
tautology of size O(s) and depth O(log s). However, for weaker proof systems such as Resolution
(Res), k-DNF Resolution (Res(k)), and Cutting Planes (CP), balancing is not always possible. For
example, there are known families of CNF formulas { F},} with polynomial-size Res proofs, but such
that any proof requires depth Q(n/logn) [1, 11]. However, none of these results have breached the
supercritical threshold, and it was not previously known whether an upper bound of O(n) could be
assumed on the depth of short proofs.

Our main result establishes the following supercritical depth/size tradeoffs for Res, Res(k), and CP
refutations, which resolves conjectures made in [18].



Theorem 1.1. For any constant € > 0, positive integers k, n sufficiently large, P € {Res, Res(k), CP},
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and any arbitrary real parameter 1 < ¢ < n2+, there is a CNF formula F' on n variables and nO(©)
clauses such that

e There is a P-refutation of F of size n°().
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Figure 1: A depiction of our size/depth tradeoffs as we range the compression parameter c. The depth
value represents the depth required to refute the formula F', while the gap value represents by how
much the size of the minimal P-proof of F' needs to be increased before the supercritical depth lower
bound no longer holds.

Varying the “compression parameter” ¢ between O(1) and n’ (for some small constant &) allows
us to obtain an interesting family of tradeoff results; this is depicted in Figure 1. In one extreme, when
¢ = O(1) we obtain a formula F' which has refutations of size poly(n), however any proof of size
< 2" must have depth that is polynomial (and superlinear!) in n. In the other extreme, setting
¢ = n’ implies formulas with exponential-size (in n; the refutations are polynomial in the size of the
formula) and exponential-depth refutations, but any refutation must have exponential depth.

Our proof builds on Razborov’s hardness condensation method [31]; we briefly describe Razborov’s
method next, and a detailed description is given in Section 3. Let F' be a CNF formula over [V variables
satisfying the following properties:

1. There are Resolution refutations of F' with small size.
2. Any Resolution refutation of F' requires depth d(NN).

The strategy is to find a way to compress the variables y1, . . . , yn of F'to a much smaller set of variables
Z1,...,Ty Withn < N in a way which preserves the depth lower bound. Indeed, we will argue that any
small refutation of the compressed formula must have depth approximately d(/NV). We stress that the



lower bound of d(NV) is in terms of the original number of variables IV, and therefore if n is sufficiently
small compared to N, we obtain a supercritical depth lower bound for small proofs. Razborov proved
that such a compression argument was possible for tree-like Resolution, assuming that the width of the
refutation is bounded [31]. As a secondary contribution, we give a significantly simplified proof of this
tradeoff in Section 5 using the “top-down” language of Prover-Adversary games.

Once we have established our size/depth tradeoff for Resolution using the aforementioned strategy,
the lower bounds for CP and Res(k) are straightforward applications of lifting theorems. For CP, we
utilize the depth-preserving lifting theorem of Garg et al. [20]. For Res(k), we show how the lower
bound of Segerlind et al. [35] immediately gives rise to a lifting theorem for Res(k) which preserves
depth.

Supercritical Tradeoffs for Tseitin and Matching. The Tseitin formulas have a storied history in
proof complexity. They were one of the first examples shown to be hard to refute in Resolution,
and were long conjectured to also be exponentially hard for Cutting Planes. Recently, [13] disproved
this conjecture, obtaining quasipolynomial-size Cutting Planes refutations for the Tseitin formulas by
translating an upper bound in the Stabbing Planes proof system [5] into Cutting Planes. Their upper
bound was generalized in [18], which showed that any unsatisfiable system of equations over a prime
finite field also have quasipolynomial-size CP refutations. Quite interestingly, in both cases the CP
refutations not only have quasipolynomial size but also have quasipolynomial depth — that is, the
depth of these proofs is supercritical. In [18], it was conjectured that there are unsatisfiable formulas
such that any small CP refutation requires superlinear depth, and moreover, they conjectured that the
Tseitin formulas are an example of such formulas. We restate this conjecture for Tseitin formulas next.

Conjecture 1.2. There is an unsatisfiable system of mod2 linear equations such that any proof of
quasipolynomial size requires depth that is superlinear in n (or even quasipolynomial).

One potential interest in resolving this conjecture is the similarity between the Tseitin formulas
and related counting principles and the perfect matching function. The seminal paper of Razborov [30]
proved that monotone circuits for matching require quasipolynomial size, and it is also known that
monotone circuits require linear depth [29]. Furthermore, it is known [19, 22, 27] that small Cut-
ting Planes proofs imply small monotone circuits. This brings up the intriguing possibility that the
size/depth of Cutting Planes proofs the Tseitin formulas could inform the size/depth monotone circuits
for perfect matching.

1.2 Supercritical Tradeoffs for Boolean Circuits.

It is well-known that every monotone function has monotone circuits of depth at most n. We ask if
every monotone function with polynomial monotone circuit complexity can also be computed by a
monotone circuit of both polynomial size and linear depth. For monotone circuits, it is known that it is
not possible to reduce the depth below n/polylogn while maintaining polynomial size [14]. However,
these tradeoffs are proven using communication complexity, and are therefore limited to size/depth
tradeoffs where the depth is at most n.

Conjecture 1.3. There exists a monotone function which admits polynomial size monotone circuits, but
any circuit of depth at most n'+¢ for some € > 0 requires superpolynomial-size monotone circuits.

One promising avenue for resolving the this conjecture is to /ift our supercritical tradeoffs for
Resolution to supercritical tradeoffs for monotone circuits. Indeed, lifting has already been used to
obtain monotone circuit lower bounds from Resolution lower bounds [20].



In more detail, using lifting techniques it is known that given an unsatisfiable formula F', Resolu-
tion size lower bounds for F' imply monotone circuit lower bounds for a related monotone function,
mCSP-SAT . Stated contrapositively, given a small circuit C' for mCSP-SAT r, one can extract a
small Resolution refutation for F' of roughly the same size. Moreover, the structure of C' is nearly the
same as the structure of the Resolution refutation — thus if C has small size and depth, then F’ also has
a Resolution refutation of small size and depth. It follows that a strong enough supercritical size/depth
tradeoff for Resolution would imply a supercritical size/depth tradeoff for monotone circuits as well!

Unfortunately, our current supercritical tradeoff for Resolution isn’t strong enough to obtain inter-
esting size/depth tradeoffs for monotone circuits for the following reason. The reduction from mono-
tone circuits for mCSP-SAT  to Resolution proofs of F' incurs a seemingly necessary blowup in the
parameters — the number of clauses m in F' corresponds to the number of variables in mCSP-SAT p,
and thus in order to prove a supercritical tradeoff for monotone circuit complexity via this route, one
needs to prove the following strong supercritical tradeoff:

Conjecture 1.4. There are families of unsatisfiable formulas { F},} with m = m(n) clauses such that
FE,, has Resolution refutations of size polynomial in m, but any polynomial-size (or subexponential-size)
refutation of F,, requires depth that is superlinear in m.

Under this conjecture, we obtain supercritical tradeoffs for monotone circuits, which we prove in
Section 7. We note that it is entirely possible that the above conjecture is false — that is, it seems
possible that Resolution refutations could be balanced to depth O(m) without incurring a significant
increase in size. Indeed, a potentially relevant construction is the classic work of Ben-Sasson and
Wigderson [7] which converts a size s Resolution refutation into a refutation of low width (y/n log s).
The next problem asks whether their construction can be improved to keep low width and low depth.

Problem 1.5. Prove or disprove that for any k-CNF formula on m clauses and n variables, any size s
Resolution refutation can be converted into a refutation of depth O(m) and width k& + O(y/nlog s).

A positive resolution to the above problem would give a counterexample to our conjecture and
would also give a very surprising upper bound on the depths of arbitrary Resolution proofs, while a
negative answer would imply (conditional) supercritical tradeoffs for monotone circuits (see Section 7).
Given this “win-win” situation, we believe that studying this problem is of fundamental interest for
future work.

Thirdly, we ask about supercritical size/depth tradeoffs for non-monotone circuits.

Conjecture 1.6. There is a function f with polynomial-size circuits but for which any polynomial-size
circuit requires superlinear depth.

Given that an unconditional supercritical tradeoff for general circuits is beyond the reach of current
techniques, it is even interesting to prove such a tradeoff under a standard complexity assumption, such
as those concerning the existence of one-way functions or other cryptographic primitives.

1.3 Related Work

Besides the work of Beame, Beck and Impagliazzo [4] and Razborov [31], several supercritical trade-
offs have been observed in proof complexity. Razborov [32] considered a notion of width for Cut-
ting Planes, which measures the number of distinct variables with non-zero coefficients which appear
in a Cutting Planes line. Using similar machinery as in [31], Razborov established a supercritical
width/depth tradeoft for CP.



Much of the work on supercritical tradeoffs has focused on notions of proof space. Extending
Beame et al. [4], Beck et al. [6] exhibited supercritical size/clause-space tradeoffs for the Polynomial
Calculus. Berkholz and Nordstrom [9] exhibited a strong supercritical tradeoff between width and
clause-space for Resolution, and Razborov [33] established a supercritical tradeoff between variable-
space and size for Resolution. Finally, Papamakarios and Razborov [25] showed that separating clause-
or monomial-space from proof size for tree-like Resolution is the equivalent to showing a supercritical
clause-space/depth tradeoff.

Proof Depth and Algorithm Analysis. One of the primary motivations for studying tradeoffs in
proof complexity is the existence of deep connections to the analysis of practical algorithms. Proof
systems in a specific, formal sense correspond to families of efficient, provably correct algorithms. For
example, Resolution captures the reasoning used in state-of-the-art (CDCL) algorithms for SAT, while
Cutting Planes (CP) was introduced in order to model a broad family of optimization algorithms used
in integer programming based on Chvatal-Gomory cuts. Therefore resource tradeoffs for these proof
systems apply to the corresponding family of algorithms. The depth in proofs captures the degree to
which the associated families of algorithms can be paralellized, and so supercritical size/depth tradeoffs
imply that the associated families of algorithms are inherently sequential in the worst case.

As well, the depth of Cutting Planes proofs has been thoroughly studied in integer programming
theory under the name of Chvdtal rank [12]. A number of results in this area obtained nearly tight
worst-case bounds on the Chvétal rank of a number of polytopes [10, 15,34]. Our main result implies
Chvital rank lower bounds that are exponentially stronger than previously known, under the condition
that the Chatal-Gomory Cutting Planes procedures is efficient.

2 Preliminaries

We recall some preliminaries from proof complexity. A clause C'is a disjunction of boolean literals,
and the widrth of a clause is the number of literals in C. If C = C; A Cy A - -+ A C}y, is a CNF formula
then the width of C, denoted width(C), is the maximum width of any clause in C.

Resolution. Fix an unsatisfiable CNF formula F' over variables x1, ..., x,. A Resolution (Res) refu-
tation of I is a sequence of clauses {C;};c[s ending with the empty clause Cs = L such that each C;
is either in F' or is derived from earlier clauses C;, C}, with j, k < i by one of the following inference
rules:

* Resolution. C; = (C; \ {€}) U (Ci, \ {€k}) where ¢}, € C}, {, € Cy, is a literal.
» Weakening. C; 2 Cj.

The size of a Res proof II of F' is s, the number of clauses in II, and we denote by sizeges(F') the
minimum size of any Res proof of F'. The size of resolution proofs is intimately related to their width,
width(II), which is the maximum number of literals occurring in any clause in the proof.

Any Res proof can be represented as a directed acyclic graph (DAG) in which the nodes represent
clauses in the proof, each clause of F' has in-degree 0 and, and any other clause has at most two
incoming arcs from the at most two clauses that produced it. With this in mind, we can define the depth
of a Res proof to be the length of the longest root-to-leaf path in the proof, and denote by depthRes(F')
the minimum depth of any Res proof of F. It is not difficult to see that for any CNF formula F,
sizeres(F') < 2" and depthgres(F) < n.



One can obtain generalizations of Res by allowing the proof system to have more general types of
boolean formulas as lines. In this paper, we will also be interested in the proof system Res(k) which
operates with k-DNF formulas. The details of particular rules of this proof system will not be necessary
for us, however we introduce them for completeness.

DNF Resolution. Let I’ be an unsatisfiable CNF formula over variables z1,...,z, and let £ be
some fixed constant. A k-DNF Resolution (Res(k)) refutation of F' is a sequence of k-DNF formu-
las {D; };¢[5 such that Ds = A and each D; is either a clause of F or is deduced from earlier k-DNFs
by one of the following inference rules, where a literal ¢; is either x; or —x;:

* Cut. From k-DNFs A V (Ajer?;) and B V (Vier—¥;) deduce AV B.
» Weakening. From a (k — 1)-DNF A deduce A V ¢ for any literal £.

* A-Introduction. From { AV {;};c; deduce AV (Nierls).

* A-Elimination. From A V (A;cr¥;) deduce AV ¢; for any i € I.

The size of a Res(k) refutation is s, the number of DNFs in the resolution, and the depth of the refutation
is the length of the longest path in the proof DAG. Since Res = Res(1), there is a Res(k) refutation of
size 2" and depth n of any CNF formula.

The final proof system which we will be interested in is of the algebraic variety, refuting the ex-
istence of integer solutions to systems of linear inequalities. We can encode a CNF formula F' over
variables z1, ..., z, as an equisatisfiable system of linear inequalities in the following way. First, in-
troduce inequalities 0 < z; < 1foralli € [n]. If C; = ;. 2 V V¢~ is a clause in F', add the

inequality

in + Z(l —z;) > 1.

iel jeJ
It is not difficult to see that the {0, 1}-solutions to F' are exactly the solutions to this system of inequal-
ities.
Cutting Planes and Semantic Cutting Planes. Let P be a system of integer-linear inequalities which
is infeasible over Z". A Cutting Planes (CP) refutation of P is a sequence of integer-linear inequalities
{a;z > bi}ie[s] ending with the trivially false inequality O > 1 such that each inequality is either
belongs to P, or is deduced from earlier inequalities by one of the following inference rules:

* Linear Combination. From ax > b, cx > d deduce any non-negative linear combination with
integer coefficients.

* Division. From az > b, if d € Z with d > 0 divides a, deduce (a/d)x > [b/d].

The rules of Cutting Planes preserve integer solutions, and therefore a refutation exists if and only if P
is infeasible over Z".

The following transformation will allow us to talk about Cutting Planes refutations of CNF for-
mulas. We can encode a CNF formula F' over variables x1,...,x, as an equisatisfiable system of
integer-linear inequalities in the following way. First, introduce inequalities 0 < z; < 1 for all i € [n].
IfC; = Vv vV \/jeJ —x; is a clause in ', add the inequality

Z:ci—i-Z(l —z;) > 1.

iel jeJ

6



Observe that the satisfying assignments to F' are exactly the integer solutions to the resulting system of
linear inequalities. With this transformation we will say that a Cutting Planes refutation is a refutation
of F'if it is a refutation of the associated system of linear inequalities.

The semantic Cutting Planes (sCP) proof system is a strengthening of CP to allow any deduction
which is sound over boolean points. Like CP, an sCP refutation of a CNF formula F' is a sequence
of integer-linear inequalities {a;x > bi}ie[s], however we are now permitted to use the following
extremely strong semantic deduction rule:

e Semantic Deduction. From previously derived inequalities ax > b, 'z > 1/, deduce any in-
equality cx > d such that every {0, 1} assignment satisfying both ax > b and o’z > V' also
satisfies cx > d.

The size of a CP or sCP refutation is the number of inequalities s appearing in it. As well, analogous to
Resolution, the depth of a refutation is the longest root-to-leaf path in its representation as a DAG. It is
not difficult to see that any Res proof can be transformed into CP (and therefore sCP) while preserving
both the size and depth up to a constant factor, and therefore there is always a CP refutation of any
CNF formula F' which has size 2" and linear depth.

Filmus et al. [17] showed that sCP can be significantly more expressive than CP: there are formulas
with polynomial size sCP proofs requiring exponential size proofs in CP. In fact, inferences made with
the semantic deduction rule are not even verifiable in polynomial time unless P = NP.

3 Proof Overview

Our proof will follow the general approach of Razborov [31], which established a supercritical width/size
tradeoff for tree-like Resolution. The key machinery in his proof is a technique — which has been
termed hardness condensation — that compresses the number of variables of the formula F' in such
a way that the depth of any bounded width tree-like resolution refutation of the compressed formula
remains proportional to the tree-like resolution depth of refuting F'.

The compression is done by composing the formula /' with an XOR gadget. However, unlike
standard lifting theorems, the XOR gadgets will be defined on overlapping sets of variables. This will
allow us to reduce the total number of variables of the composed function.

XOR Substitution. Let G = ([N] U [n], E) be a bipartite graph and {y1,...,yn}, {z1,..., 20}
be sets of propositional variables. For a clause C in the variables {y1,...,yn} we will denote by
C o XOR¢ the CNF obtained from C' by the Fa-linear substitution

Yi = @ Zjs

J:(ij)€E

and then rewriting the formula in CNF (see Figure 2). For a CNF F', let F'o XOR¢ be the CNF formula
that results from this substitution. If the clauses of F' have width at most k and G has left-degree at
most ¢, then F o XOR¢ is a CNF formula on n variables and at most m - 2%¢~1 clauses of width at most
Lk.

Similarly, we write F' o XO Rév to represent the CNF formula obtained by the substitution y; —
u; @ v; for each 7, where u; and v; are new variables.
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Figure 2: The bipartite graph G, together with the XOR constraints that each left-vertex (y-variable) is
replaced with.

Now, if G disperses the variables of [n] among the gadgets in such a way that learning the value of
1; does not reveal too much information about the values of any y;, then the best-possible Res proof
should essentially be one which simply simulates the proof for F'. Indeed, Razborov proved that this is
the case under the assumption that G has sufficiently strong expansion properties. For S C [n], let

F(S) = {yi S [N] : Hl’j es, (yi,mj) S E}

be the neighbourhood of S in GG. The following definition records the expansion properties of bipartite
graphs that we will use.

Boundary Expansion. For a bipartite graph G = (U UV, E) the boundary of aset W C U is
W) ={veV:|I'vynW|=1}.

The boundary expansion of aset W C U is |6(W)|/|W|. The graph G is a (r, s)-boundary expander
if the boundary expansion of every set W C U with |W| < r has boundary expansion at least s.

That is, G is a boundary expander if for any small enough subset of left-vertices, the number of
unique neighbours is large.

We are now ready to state Razborov’s hardness condensation theorem. [31]. We note that Razborov
originally proved his theorem for the case of tree-like Resolution, but (as we will see) it also holds for
general Resolution.

Depth Condensation Theorem. Let F' be an unsatisfiable CNF formula on N variables and let G =
(IN] U [n], E) be an (r,2)-boundary expander. If II is a Resolution refutation of F' o XOR¢g with
width(II) < r/4, then

depthRes(F )

depth(II)width(II) > 5



In Section 5, we give a simplified proof of Depth Condensation Theorem. By combining this
theorem with known reductions from Resolution size to Resolution width [20, 35], we are able to
establish the following depth-to-size lifting theorems. When instantiated, these will allow us to prove
our tradeoffs.

Theorem 3.1. Let F be any CNF formula on N variables and let G = ([N] U [n], E) be an (r,2)-
boundary expander. If 11 is a resolution refutation of F' o XOR¢g o XORY such that log(size(IT) + 1) <
r/12, then

depthRes(F)

depth(II) log(size(Il) + 1) > G

Theorem 3.2. Let k > 1 be any constant, let F' be any CNF formula on N variables, and let G =
([N]U [n], E) be an (r,2)-boundary expander. There is a constant 6 := (k) > 0 such that if Il is a
Res(k) refutation of F' o XORg o XOR% with log(size(Il) + 1) < 0 - r, then

depth(IT) log®(size(I1)) = Q(depthges(F))

To obtain the depth-to-size lifting theorem for semantic Cutting Planes, we will instead use the
t-bit index function as our outer gadget. Recall that IND; : [t] x {0,1}* — {0, 1} maps (z,y) t0 Y.
For a CNF formula on variables z1, ..., zp, let F' o IND}" be the CNF formula obtained from F' by
the substitution z; — INDy(x;,y;) on new sets of variables x;,y;. Note that if F' is an unsatisfiable
k-CNF formula with m clauses, then F' o IND}' is an unsatisfiable CNF formula on O(nt) variables and
O(tm” + n) clauses.

Theorem 3.3. Let € > 0 be any constant, let F' be any CNF formula on N variables, and let G =
(IN]U [n], E) be an (1, 2)-boundary expander. There is a constant 6 > 0 such that if I1 is a semantic
CP refutation of F o XORg o IND'1,. with log(size(II)) < ¢ - rlogn, then

depth(II) log?(size(II)) = Q(depthg. (F)log?n).

We delay the proofs of these theorems until Section 6. Instead, we will first instantiate them to
obtain our tradeoffs.

4 Parameterizing the Tradeoffs

From the previous theorems we can obtain a family of supercritical tradeoffs. To do so, we will need
a formula which has small resolution refutations, but requires large depth. The canonical example of
such formulas are the pebbling formulas of [1] on some hard-to-pebble graph H. It is known that for
N-vertex graph H, Peby; has resolution refutations of size O(N') and width O(1). However, resolution
depth required to refute these formulas is equal to the reversible pebbling number of the graph [11].
Furthermore, there exist O(1)-degree graphs with reversible pebbling number Q(N/ log N) [26].

By combining the lower and upper bounds for the pebbling formulas with the previous lemmas we
can obtain a family of supercritical tradeoffs by varying the underlying expander graph G = ([N] U
[n], E'). The following lemma provides us with a sufficient family of expander graphs.

Lemma 4.1 (Razborov [31]). Let n be any sufficiently large positive integer, and let N, r, { be positive
integers depending on n such that { > 4. If

Nt = o(n/0)

then an (r,2) boundary expander G = ([N] U [n], E) exists with left-degree (.



Our tradeoffs will be in terms of the number of variables n that we are“‘compressing” [N] into. It
will be convenient to set N = n¢, for some real parameter ¢ > 1, which we will call our compression
parameter. As well, let € > 0 be some arbitrarily small real parameter. We will set

N :=nf,
r=nl"%/c,
0 :=8c/e.
We can verify that
1-¢/2
PNt = 1n17€n4c/£ < }nlfsn‘g/2 - 7 = o(n/?).
c c c

Now, choosing different ranges of ¢ allow us to obtain the following interesting tradeoff results.
For convenience, we record the following proposition stating how the parameters of F' transform
under composition.

Proposition 4.2. Let H be any graph on N vertices with indegree O(1). Let G = ([N] U [n], E) be a
bipartite graph with left-degree at most L. Then,

* Peby has N variables, N + 1 clauses, and width O(1).
* Peby o XORg o XORY has 2n variables, n2°9) clauses, and width O(¥).
* Peby 0 XOR¢ o IND1.. has O(n?*¢) variables, nPW clauses, and width O(¢)

Proof. We obtain Peby o XORg by replacing each variable y; with an XOR of at most ¢ variables.
After expanding, this yields a CNF formula with n2(—Dwidth(Pebrr) 4y — 208 ¢lauses and width
O(¢). Composing this with XOR; has the same effect. To handle composition with the index gadget,
we use the encoding of [20] which, for any k-CNF formula F' on n variables and m clauses, encodes
F o IND”,.. as a 2k-CNF formula on O(n?*¢) variables and O(m - n*(1+9)) clauses. For our choice
of parameters, including € > 0 an arbitrarily small constant, this will be n°®. O

Now we can test different parameter regimes. In each of our regimes our tradeoffs are basically as
follows: we have a trivial proof of size 2" and depth n. However, if we demand that the proof has size
< 27", then the depth of the proof will explode to roughly n® (which is supercritical in that it lies
above the worst-case upper bound of n). Increasing c obviously increases the final depth lower bound,
but since we must choose ¢ = O(c) it also increases the number of clauses proportionally. We first
state a general tradeoff parameterized by c (a formal version of Theorem 1.1), and then instantiate c.

Theorem 4.3. For all constants € > 0, positive integers k, n sufficiently large, P € {Res, Res(k), CP},
and arbitrary real parameter ¢ > 1, there is an unsatisfiable CNF formula F'p on n variables such that

« If P = Res, then Fp has a resolution refutation of size n° - 2°0(). However, any resolution
refutation 11 of Fp with size(Il) = 20(n'~°/) satisfies

. ne
depth(II) log size(II) = Q <clogn> :
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e If P = Res(k), then Fp has a Res(k) refutation of size n®-2°(°). However, any Res(k) refutation
I1 of Fp with size(I1) = 2°("' /%) satisfies

depth(IT) log2 (size(IT)) = Q2 <ch;n>

e If P = sCP, then Fp has a sCP refutation of size n°(®). However, any sCP refutation II of Fp
1—¢
with size(IT) = exp (o(n(ﬁ)/c)) satisfies

C

c/(2+e)
depth(IT) log? (size(II)) = (nlogn) .

Proof. Let the parameters N, r, ¢ be set as above, and let G = ([IV] U [n], E) be an (r, 2)-boundary
expander whose existence is guaranteed by Lemma 4.1. Let H be any directed graph on N vertices
with indegree O(1) whose reversible pebbling number is 2(N/log N). Then Peb requires resolution
refutations of depth 2(N/log N), but has resolution refutations of size O(/N). For Res and Res(k),
let F' be Peby o XORg o XORY. The lower bounds on F' follow from Theorem 3.1 and Theorem 3.2.
For the upper bound, we simulate the upper bound for Peby;: every time the resolution proof for Peb;
would query a variable y;, we query all of the variables that y; was replaced with in F'; that is, we query
all uj, v such that (¢, j) is an edge of G, in order to evaluate

P wev),

J:(@.5)eE

which gives a value for y;. Because the left-degree of G is at most £, we query at most 2/ = O(c)
variables. This can be done in a subproof (a decision tree) of size 20(c), Altogether, this is a refutation
of size N - 20(¢) = n¢ . 2000) of .

For sCP, let F' be Peby o XOR¢ o IND”1,.. By Proposition 4.2, F' has O(n*"¢) variables. The
lower bound follows from Theorem 3.3 together with the lower bound on Peby. For the upper bound,
note that IND,,1+- can be evaluated in resolution by querying (14-¢) log n+1 variables (the (1+¢) log n
“pointer variables” x together with the single bit y,). Thus, by following the same strategy as before,
we can simulate the resolution refutation of Peby by every time the Res refutation queries a variable
i, evaluating the index gadgets of all j € [n] such that (i,5) € E. As G has left-degree at most /,
evaluating y; can be done by querying at most £ - ((1 4+ ¢) logn + 1) variables. This results in a Res
(and therefore sCP) refutation of size N - 26 ((1+e)logn+1) — ,,0(c) O

In what follows we will explore different ranges of the compression parameter c. The next corol-
laries are somewhat lossy, as they are stated in order to hold simultaneously for resolution, Res(k), and
sCP. The first interesting regime is when ¢ = O(1). In this case, F' is a polynomial size and constant

width formula which has a trivial depth n and size 2" proof, however any refutation of size < on'
for some € > 0, must have polynomial depth.

Corollary 4.4. Let ¢ = O(1) be any constant, let € > 0 be an arbitrarily small constant, and let
Ascp = 1+ ¢ and Ares = ARes(k) = 0. For any P € {Res, Res(k), CP} there is a CNF formula Fp
on n variables, such that

o There is a P-refutation of Fp of size poly(n).

11



1—¢

* Any P-refutation 11 of Fp with size(II) = exp(o(nT27)) has depth(II) = Q(n®/(1+47)),

The second interesting regime is when ¢ = logo(l) n. In this case, we are compressing the number

of variables quasipolynomially, and we obtain quasipolynomial depth lower bounds for small proofs.

Corollary 4.5. Let c = logo(l) n and let € > 0 be an arbitrarily small constant, and let Agcp = 1+ ¢

and ARes = ARges(ky) = 0. For any P € {Res, Res(k), CP} there is a CNF formula Fp on n variables,
such that

* There is a P-refutation of Fp of size 9log®W n.
1—¢ 5
* Any P-refutation 11 of Fp has with size(I1) = exp(o(n'+27)) has depth(Il) = Q(nlogO“) ",

Finally, we would like to test how large we can set c. The best possible compression afforded by
Theorem 4.3 is ¢ = n? for some small constant § > 0. Surprisingly, this implies an exponential blowup
in the depth.

Corollary 4.6. Let € > 0 be an arbitrarily small constant, and let Ascp = 1+¢ and Ares = ARes(k) =
0. For P € {Res,Res(k),CP} and any 0 < 6 < (1 —¢€)/(1 + A). There is a CNF formula Fp onn
variables such that

* Fp has a ‘P-refutation of size 20(n’/logn),

l1—e
* Any P-refutation 11 of Fp with size(Il) = exp(o(n'+2» _6)) has depth(IT) = exp(Q(n?)).

S Proof of the Depth Condensation Theorem

In this section we prove the Depth Condensation Theorem. To do so, it will be convenient to work
with the following variant of the classic Prover-Adversary games of Pudlak [28] (this game was also
considered in the work of Atserias and Dalmau [3]). Our variant characterizes the depth of bounded-
width Resolution proofs.

Width-Bounded Prover-Adversary Game. The Prover—-Adversary game associated with an n-variate
formula F' is played between two competing players, Prover and Adversary. The game proceeds in
rounds, where in each round the state of the game is recorded by a partial assignment p € {0, 1, *}" to
the variables of F'. Initially the state is the empty assignment p = *". Then, in each round, the Prover
performs the following:

* Query. The Prover chooses an i € [n| with p; = *, and the Adversary chooses b € {0,1}. The
state is updated by p; <— b and play continues.

* Forget. The prover chooses a (possibly empty) set S C [n] with p; #  for all i € S. The state
is updated by p; < * forall i € S.

The game ends when the state p falsifies an axiom of F.
Let w > 0 be an integer. A Prover—Adversary game is a w-bounded Game if at every step in game,
the Prover’s memory p remembers assignments to at most w variables; i.e., [[n] \ p~1(x)| < w.

We will say that a game is non-bounded if it is not necessarily w-bounded. The next lemma is
precisely Lemma 6 in [8], and can be proved using the methods of Pudlak [28].

12



Lemma 5.1. For any unsatisfiable k-CNF formula F, there is a depth d, width w > k resolution
refutation of F if and only if there the Prover has a strategy that ends the (w + 1)-bounded game in d
rounds, regardless of the strategy for the Adversary.

Proof. Let 11 be a resolution proof of width w and depth d. We extract a strategy for the Prover as
follows: the Prover will take a root-to-leaf walk down the proof. At each step, corresponding to some
clause C'in the resolution proof, she will maintain that she is remembering exactly the unique falsifying
assignment —~C' to the clause C. If C' was obtained by resolving C'; V x and C V —x then she will
query the variable x. If the Adversary responds with x = 0 then she will move to C; V x and forget all
assignments except for =C A —x. Proceeding in this way, we arrive at a leaf C' of 11 in at most d steps.
By our invariant, the Prover remembers at most w + 1 variables at any point.

As the converse direction will not be used in our proofs, we only provide a sketch of the argument.
We can view the Prover’s strategy for a (w + 1)-bounded game as a dag, where every node is labelled
with the memory of the Prover at that step in the strategy, along with the variable that the Prover queries,
and there are two outgoing edges labelled 0 and 1 respectively, corresponding to possible answers of
the Adversary. For each node labelled with some memory p and variable x, we will relabel it with the
clause formed by the negation of the literals fixed by p, which will be obtained from its children by
resolving on . O

Let us set up some notation. Let G = ([N] U [n], E') be a bipartite graph; we will think of the
left-vertices as the variables of F" and the right-vertices as the variables of F'o XOR¢. Foraset S C [n]
of right-vertices of G, denote by

Fixed(S) := {i € [N]:V(i,j) € E,j € S}

the set of left-vertices which become isolated after removing the set S of right vertices. Similarly, for
a partial assignment p € {0, 1, *}" let Fixed(p) := Fixed(S), where S = [n] \ p~!(*), be the set of
variables of F' which are determined by p. Finally, let G | p denote the graph obtained by removing all
left-vertices that have been set by p (i.e., those in [n] \ p~'(*)), and removing all isolated vertices.

Proof Overview. First, we give a high-level sketch of the proof. Let F' be a CNF formula which
requires depth d to refute in resolution. This gives us a strategy for the Adversary (for the non-bounded
game) which ensures that it will proceed for at least d rounds. We will use this strategy to construct a
strategy for the Adversary in the w-bounded—game for o XOR¢. Ideally, we would like to proceed as
follows: if the Prover (in the w-bounded game for /o XOR¢) queries a variable, we would like to set it
according to the Adversary strategy of the non-bounded game for F' if it would determine the value of
some variable y; of F, that is, ¢ would be added to Fixed(p), and set it arbitrarily otherwise. However,
in this setting the XOR gadgets may share variables and so variables may be correlated. To circumvent
this, we will exploit expansion. Indeed, if G is a good enough boundary expander, then we can always
set the constraints to whatever value we like. That is, for any subset I C [N] of XOR-constraints, we
can always find a strong system of distinct representative variables.

Strong SDR. If G = ([N] U [n], E) is a bipartite graph and I = {I3,...,I;} C [N] then a system of
distinct representatives (SDR) for I isaset J = {J1,...,J:} C [n] such that I and J form a matching
where (I;, J;) € E forall i € [t|. The SDR of [ is strong if, furthermore, I; is not adjacent to J; for all
J >

The following lemma can be viewed as a strengthening of the claim that expanders have matchings
on small sets.
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Lemma 5.2. If G = ([N] U [n],E) is an (r/2,1/2)-boundary expander, then any I C [N| with
|I| < r/2 has a strong SDR.

Proof. Fori = 1...t perform the following. Because I has boundary at least |I|/2 within G, by the
pigeonhole principle there exists £ € I and a column j € [n] such that (¢, j) € E and (¢, j) ¢ E for
every ' € I with ¢/ # (; fix I; := £ and J; := j. Set G to be the graph obtained by removing vertices
I; and J; and any edge incident to either of them, and update I <— I\ I;. Because .J; was not adjacent to
any vertex besides I;, removing J; does not decrease the expansion of [ in G and we can recurse. [

If a partial restriction p € {0,1,*}" (thought of as the Prover’s memory) sets some variables,
this may decrease the boundary expansion of the current graph G | p. Therefore, at each step of the
simulation, the Adversary will track a closure of p which will set some additional variables, but will
ensure that the residual graph is a good boundary expander. The following operator will allow us to
restore the expansion of GG after removing a subset of the vertices.

Closure Operator. For a J C [n], denote by G \ J the graph obtained by taking the subgraph induced
by the vertex set [IV] U ([n] \ J) and removing any isolated vertices (i.e. y; for which i € Fixed(J))
from [N]. The following lemma states that for any small J there is a closure C1(.J) D J such that
G \ CI(J) is still expanding; a proof can be found in [31] (Lemma 2.3), building on ideas in [2, 35].

Lemma 5.3. Let G = ([N]U[n], E) be an (r, 2)-boundary expander. For every J C [n] with |J| < r/4
there exists C1(J) 2O J such that |Fixed(Cl(J))| < 2|J| and G \ CI(J) is an (r/2,3/2)-boundary

expander.

We are now ready to prove the main theorem of this section.

Proof of the Depth Condensation Theorem. Fix an optimal strategy D for the Adversary (in the
unbounded game) which delays the game for at least d rounds on F'. We will construct a Adversary
strategy for the w-bounded game which delays the game for at least d/2w rounds on the composed
formula F' o XOR¢ for any w < r/4. We denote Prover’s memory at each step in the game by
p € {0,1,%}", and let set(p) be the collection of coordinates ¢ € [n] such that p; € {0,1}. We also
track a partial assignment p* O p that satisfies following invariants:

— Expansion. G \ set(p*) is an (r/2,3/2)-boundary expander.
— Satisfying. p* does not falsify any of the constraints of F' o XORg.

Initially p = p* = %™ and the invariants are satisfied.

In each round we will query the Adversary strategy D at most 2w times. Suppose that we (as the
Adversary) have played for less than d/2w rounds such the invariants are satisfied, then we can claim
we can continue for another round and restore the invariants.

So, suppose in the current round that the Prover queries the variable ;. If i € set(p) then we assign
pi = p;; otherwise, we simply respond with an arbitrary bit. The Prover then chooses an arbitrary set
of indices I C set(p) and forgets all assignments in them. Let u C p U {x; = b} denote the partial
assignment after the Adversary responds and the Prover forgets the chosen subset.

First, we note that by the Expansion invariant, each constraint not in Fixed(set(p*)) had at least
two free variables before x; was set, and therefore setting z; could not have fixed any of the XORs. So,
we only need to describe how to restore the invariants. If G\ set(u) is a (r/2, 3/2)-boundary expander
then we are done: we simply update p = p* = u and continue to the next stage. The interesting case is
when G \ set(u) is not an (r/2, 3/2)-boundary expander.
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Because G \ set(p*) was an (r/2, 3/2)-boundary before setting z;, it follows that after setting it,
G\ (set(p*) U {i}) is, at worst, an (r/2,1/2)-boundary expander. Applying Lemma 5.3 to set(u) we
get a new collection of coordinates Cl(set(1)) O set(u) such that |[Fixed(Cl(set(u)))| < 2|set(p)| and
G \ Cl(set(p)) is an (r/2,3/2) boundary expander. We will now extend x to p* such that set(u*) =
Cl(set(u)) and p* satisfies the invariants.

First, for every XOR constraint [; € Fixed(Cl(set(x))) N Fixed(set(p*)), we have that Vars(I;) is
contained in both Cl(set(x)) and set(p*), so for every such variable x; we simply assign pf = p;. Let

I={L,...,I;} := Fixed(Cl(set(u))) \ Fixed(set(p))

be the set of indices of XOR-constraints whose variables must be updated. Because G \ (set(p*)U{i})
is an (r/2,1/2)-boundary expander, by Lemma 5.2 we can find a strong SDR J = {J1, ..., J;} for I.
Therefore, for every variable ; which is in Cl(set(y)) \ J and which has not yet been assigned, we
assign x; arbitrarily in p*. This leaves just the variables in the strong SDR J, which we will assign
according to the Adversary strategy D.

For £ = 1,...,t perform the following: Query the Adversary strategy D for the response S €
{0, 1} when the current state is XOR¢(1*) and the Prover is querying the variable y;, (of F). Observe
that because we have already fixed all of the other variables in the neighbourhood of y;,, the only free
variable in the constraint corresponding to yy, is xj,. Therefore, we fix /@Z so that

@ .Z‘j:ﬁ.

j:(Ig,k)EE

Doing this for all ¢ satisfies all constraints by the correctness of the Adversary strategy and, as we have
stated before, G \ Cl(set(u)) = G \ set(u*) is an (r/2, 3/2)-expander. We can now update p = p and
p* = u*, restoring our invariants.
Finally, observe that since |set(x)| < w by definition of a w-bounded game, it follows by Lemma 5.3
that
|Fixed(Cl(set(p)))| < 2w,

and we can conclude that we query the Adversary strategy at most 2w times during this round. Because
we have played for less than d/2w — 1 rounds, the Adversary has answered at most d — 2w queries so
far. This means that the Adversary can still provide answers to these < 2w queries so that no constraint
of F' (and thus, F' o XORg,)) is falsified.

6 Proofs of the Tradeoffs

6.1 Proof of the Resolution Tradeoff

We begin with Theorem 3.1, which we restate next for convenience.

Theorem 3.1. Let F be any CNF formula on N variables and let G = ([N] U [n], E) be an (r,2)-
boundary expander. If 11 is a resolution refutation of F' o XORg o XORY such that log(size(IT) + 1) <
r/12, then

depthRes(F)

—

We require the following simple size-width lifting theorem for resolution.

depth(II) log(size(IT) + 1) >
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Lemma 6.1. Let F' be any unsatisfiable CNF formula. For any resolution refutation I1* of F' o XORy
there is a resolution refutation 11 of F' such that

width(IT) < 3log(size(IT*) 4 1),
depth(II) < depth(IT*).

Proof. Let xy,...,x, be the variables of F and let uy,vy,...,uy, v, be the variables of F' o XORY.
Let D be the collection of partial restrictions p € {0, 1, *} that, for every ¢ € [n], set exactly one of u;
or v; to a value in {0, 1} and leave the other unset. Denote by p ~ D sampling a restriction p uniformly
at random from D. It is easy to see that for any resolution refutation IT* of /' o XORY and any p* € D,
II* T p is a resolution refutation of F', and furthermore by closure under restrictions it follows that
depth(II* | p) < depth(IT*).

Let ¢ be a positive integer to be set later. For any clause C' of width(C') > ¢ in IT*, it follows that
for p ~ D, the probability C [ p is not satisfied is at most (3/4)%. By a union bound, it follows that the
probability that IT* | p has a clause of width > ¢ is at most size(IT*)(3/4)!, which is strictly less than 1
as long as size(IT*) < (4/3)". Choosing ¢t = log, j5(size(IT*) + 1) < 3log(size(I*) + 1) completes
the proof. O

By combining this lemma with the Depth Condensation Theorem, we can prove Theorem 3.1.

Proof of Theorem 3.1. Let I1* be a resolution refutation of /' o XORg o XORY. By Lemma 6.1, there
is a resolution refutation IT of F' o XOR¢ with depth(IT) < depth(IT*) and

width(IT) < 3log(size(IT*) + 1) < 3r/14 = r/4.
By the Depth Condensation Theorem, it follows that

depth(II) log(size(IT) + 1) > depthr.(F')/6.

6.2 Proof of the £-DNF Resolution Tradeoff

Next, we establish Theorem 3.2, which we restate next.

Theorem 3.2. Let k > 1 be any constant, let F' be any CNF formula on N variables, and let G =
(I[N]U [n], E) be an (r,2)-boundary expander. There is a constant 6 := 0(k) > 0 such that if Il is a
Res(k) refutation of F o XOR¢ o XORY with log(size(Il) + 1) < 4 - r, then

depth(IT) log?(size(II)) = ©(depthres(F))

To do so, we will prove a generic lifting theorem for Res(k). For this, it will not be necessary to
recall the specific rules of Res(k), only that every line in a Res(k) proof is a k-DNF formula.

Res(k) Lifting Theorem. Ler k > 1 be an integer and F be any CNF formula. For any Res(k)
refutation I1* of F' o XORY, there is a resolution refutation 11 of F' such that

4k+1k> k

width(IT) <  ( log size(IT") — log(4k) ) ( logee

4k+1k> k

depth(TT) < k - depth(H*)(logsize(H*) - 1°g(4""')> < log e
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This theorem follows in a straightforward way from the switching lemma of Segerlind Buss and
Impagliazzo [35], which shows that low-width DNFs can be converted into short decision trees under
a random restriction.

Definition 6.2. A decision tree is a rooted binary tree in which every non-leaf node is labelled with a
variable, the edges leaving a a node are labelled with 0 and 1, and the leaves are labelled either O or
1. Every root-to-leaf path 7 in a decision tree 7" can be viewed as a partial assignment 7 € {0, 1, %},
where, if the 7 takes the edge labelled o € {0, 1} at node x; then m; = «. We say that 7' computes a
function f : {0,1}"™ — {0, 1} if for every x € {0, 1}", the leaf of the unique root-to-leaf path 7 in T
which agrees with z is labelled with f(x). The decision tree complexity of computing f, DT(f) is the
minimum depth of any decision tree computing f.

For a DNF D over variables {x1, ...z,}, let C(D) denote the covering number of D — the mini-
mum size of a set S C {x1,...x,} such that for every term T of D, S contains at least one variable in
T. The switching lemma is argued by showing that if the size of C'(D) is large, then many terms of D
are independent and thus D is set to 1 with high probability, and if C'(D) is small then we can build a
small decision tree computing D.

Lemma 6.3 ( [35]). Let sg,...,Sk_1 and pi,...,pr be positive numbers and let D set of partial
assignments such that for every i < k and every i-DNF D', if C(D') > s;_1 then Pr,p[D’ [ p # 1] <
pi. Then, for every k-DNF D,

Pr
p~D

k—1 k
DT(Dp) > Zs] <> pi- o(X5=tsi)
=1

=0

In the same paper, they showed that Res(k) refutations in which every line can be represented by a
short decision tree can be transformed into a low-width resolution refutation.

Lemma 6.4 ( [35]). Let F' be any unsatisfiable CNF formula. If 11 is a Res(k) refutation of F' such that
for every line D € 11, DT(D) < t then there is a resolution refutation I1* of F with

width(IT*) < kt,
depth(IT*) < kt - depth(II).

To prove the Res(k) Lifting Theorem, our strategy will be to show that for any small Res(k) refu-
tation of F' o XOR;, there is a restriction such that under this restriction every line in the proof can be
computed by a short decision tree.

Proof of the Res(k) Lifting Theorem. Let F' o XORY be defined over variables u, vy, . .., up, vpy. Let
D be the set of restrictions p € {0, 1,*}%" such that for every i € [n], p sets exactly one of u;, v; to
some value in {0, 1} and leaves the other unset. Note that for any p € D, F o XOR} | p = F. Fix
a Res(k) refutation IT of F' o XORY satisfying the assumption of the lemma. It remains to argue that
there exists a restriction p € D such that every line in II [ p can be computed by a short decision tree.

Fix any £-DNF D. By the pigeonhole principle, there is a set of at least C'(D)/k variable-disjoint
terms 11, ..., To(py/x € D. Denote by p ~ D sampling a restriction p from D uniformly at random,
and observe that the probability that p satisfies any term 7" is at most (1/ 4)’“. Therefore,

PriDip#1] < (1= (/9" < exp(=(1/4)"C(D) /k).
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Denote w := (logsize(IT) — log(2k))(4*+1k/loge)* and let s; := (w/2)(loge/47+1i)* and p; :=
2748 Observe that 5;_1 /4 < s;. Therefore,

k—1 k—1 o
ZS]‘ < Zsi/éljil < 2s;,
Jj=t Jj=t

and in particular, Z,’L:Ol si < 2sg < (w/2)loge < w. For any i-DNF D with C(D) > s;_1, we have

plig)[D [p# 1] < exp(—(1/4)'C(D) /i) < exp(—si—1pi/7)-

Therefore, for any k-DNF, it follows from the switching lemma (Lemma 6.3) that

k—1

k
DT(D) > sZ] Z ) < Zm?& (27181) < k2725,

=0 i=1

Pr [DT(D) > w] < Pr
p~D p~D

Finally, we can conclude the lemma by taking a union bound over all DNFs in II,
| v (e
PrD[EID €ll:DT(Dp) > w| < size(I1)k27*F = size(Il) - k2 ~\ak+1e) =1/2
p!\/

where the final equality follows by our setting of w. Thus, there exists some restriction p € D such
that every D € I1[p has DT(D) < w. Applying Lemma 6.4 we can conclude that there is a resolution
refutation of width at most kw and depth dkw. O

With this lifting theorem in hand, we are ready to prove Theorem 3.2.

Proof of Theorem 3.2. Set § > 0 such that § = (4**'k/loge)%/4k + log(4k)/r. Let IT* be any
Res(k) refutation of F' o XORY with logsize(IT*) < ¢ - r, and denote by t := (logsize(IT*) —
log(4k))(4*+1k/loge)*. By the Res(k) Lifting Theorem, there exists a resolution refutation IT with
depth(IT) < kt - depth(II*) and

4k+1k:
width(II) < kt < k(ér — log(4k)) ( og > =r/4.
e

Applying the Depth Condensation Theorem, we have that

depthRes(F)
2

which completes the proof.

< depth(I)size(TT) < (kt)?depth(IT*) = O(log2 size(H*)depth(H)),

6.3 Proof of the Semantic Cutting Planes Tradeoff
Finally, we establish Theorem 3.3.

Theorem 3.3. Let € > 0 be any constant, let F' be any CNF formula on N variables, and let G =
(IN]JU [n], E) be an (r,2)-boundary expander. There is a constant 6 > 0 such that if I1 is a semantic
CP refutation of F o XORg o INDy.. with log(size(II)) < & - rlogn, then

depth(IT) log? (size(IT)) = Q(depthges(F) log? n).
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This theorem follows almost immediately by applying the dag-like lifting theorem of Garg et
al. [20], with the improved parameters from [23], and observing that their proof also preserves depth.
We state this theorem next, specialized to semantic Cutting Planes.

Theorem 6.5 ( [20,23]). Let € > 0 be any constant and let F' be an unsatisfiable CNF formula on n
variables. For any semantic CP IL of F o IND}, . there is a resolution refutation I1* of F satisfying

width(IT*) = O (bg S'Ze(H)> ,
logn
depth(II) log size(II)
logn ’

depth(IT*) = O <

By combining this lifting theorem with the Depth Condensation Theorem, we can prove Theo-
rem 3.3.

Proof of Theorem 3.3. Let II be a semantic CP refutation of F' o XOR¢ o INDZHE. By Theorem 6.5
there is a semantic Cutting Planes refutation IT* of F'o XOR¢ with depth(IT*) = O(log size(IT)/ log n)
and width(IT*) = « - log size(II) / log n for some constant & > 0. Setting § > 0 so that ad = 1/4,

a - log size(IT)

width(IT*) = <ad-r=r/l

logn
By the Depth Condensation Theorem, it follows that

depth(II) log? size(II) = 2 (depthges(F) log®n) .

7 Conditional Supercritical Tradeoffs for Monotone Circuits

We end by recording a supercritical size/depth tradeoff for monotone circuits, assuming the following
conjecture which asserts a (quantatively) stronger supercritical size/depth tradeoff for Resolution.

Conjecture 1.4. There are families of unsatisfiable formulas { F},} with m = m(n) clauses such that
FE,, has Resolution refutations of size polynomial in m, but any polynomial-size (or subexponential-size)
refutation of F,, requires depth that is superlinear in m.

Denote by Search(F’) the canonical CNF search problem associated with a CNF formula F'. For
any k-CNF formula F' with m variables and n clauses, and any gadget g : [D] x {0,1}” — {0,1}, it
is known that the dag-like communication complexity of Search(F') o g™ is equivalent to the monotone
circuit complexity of computing an associated monotone function mCSP-SATg, on N = O(mD¥)
many variables [20,21]. Garg et al. [20] proved a dag-like lifting theorem, showing that there exists
a gadget g such that from a dag-like communication protocol for Search(F') o g”, one can extract a
Resolution proof of essentially the same size. We state this lifting theorem next, with the improved
parameters due to Lovett et al. [24].

Theorem 7.1 ([20,24]). Let F be any unsatisfiable k-CNF formula on n variables and m clauses and
let € > 0 be any constant. There is a monotone boolean function fr on mnk+e) gk
that any monotone circuit C' computing fr implies a resolution refutation I1* of F' satisfying
size(IT*) = O (size(C)),
depth(C') log size(C)
logn ) '

variables such

depth(IT*) = O (
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Note that Garg et al. [20] state the lifting theorem for Resolution width, rather than size; the state-
ment for size simply follows by the simple observation that there are at most n***! distinct clauses of
width at most w.

Now, suppose that there is an O(1)-CNF formula F' on m clauses such that any polynomial size
Resolution refutation of F' requires depth Q(m**€) for an arbitrarily small constant ¢ > 0. Then,
applying this lifting theorem we obtain a supercritical size/depth tradeoff for Resolution. We state this
formally for k-CNF formulas next.

Theorem 7.2. Let € > 0 be an arbitrarily small constant and let F' be an unsatisfiable 3-CNF formula
with m clauses on n variables and define N := 8mn3+e), If any polynomial size Resolution refutation
of F requires depth w(IN), then there is a size/depth supercritical tradeoff for monotone circuits.

Proof. Suppose that any polynomial size Resolution refutation of F' requires depth at least d for d =
w(N). Applying Theorem 7.1 completes the proof. O

Note that the assumption that F' is a 3-CNF formula is essentially without loss of generality. Indeed,
if F'is a k-CNF formula on m clauses and n variables, then by introducing additional “extension”
variables, we can transform it into an equivalent 3-CNF formula as follows: for each k-clause C' =
1V ...Vl with k > 3, introduce k — 1 new variables y1, ..., yr_1, and replace C by the following
k-clauses

y1 VL, “y1 Ve Vys ..., g1V .

The resulting CNF formula has at most n 4+ m#k variables and at most mk clauses. Finally, observe that
the original CNF formula can be derived from the extended formula in size at most O(mk) and depth
log(k) by simply resolving on the y-variables. Thus, for k-CNF formulas we obtain Theorem 7.2 with
N = O(mk(n + mk)3(+9),

Finally, note that a lifting theorems for a constant-size gadget would allow us to obtain supercritical
size/depth tradeoffs for monotone circuits from supercritical tradeoffs for Resolution that are barely
superlinear in m (in constrast with the Q(m?*) required by the current lifting theorem). We state this
next.

Observation 7.3. Let F' be any unsatisfiable k-CNF formula on n variables and m clauses and let
g : [D] x {0,1}P — {0,1} be any function such that any dag-like communication protocol for
Search(F) o g™ implies a Resolution refutation IT* of F' satisfying

size(IT*) = poly(size(C)),
depth(C') log size(C)
logn ) '

depth(IT*) = O (

If any polynomial size Resolution refutation of F' requires depth at least w(mD¥) then there is a super-
critical size/depth tradeoff for monotone circuits.

Proof. Recall from the beginning of this section that a dag-like communication protocol for solving
Search(F') o g™ is equivalent to a monotone circuit computing the monotone function mCSP-SAT g,
on N = O(mD¥) many variables. By the assumption that any polynomial-size Resolution refutation
of F requires depth w(m.D¥), and the assumed lifting theorem, we obtain a supercritical size/depth
tradeoff for monotone circuits. O
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