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Abstract Since their introduction by Erdés in 1950, covering systems (that
is, finite collections of arithmetic progressions that cover the integers) have
been extensively studied, and numerous questions and conjectures have been
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posed regarding the existence of covering systems with various properties. In
particular, Erdds asked if the moduli can be distinct and all arbitrarily large,
Erdds and Selfridge asked if the moduli can be distinct and all odd, and Schinzel
conjectured that in any covering system there exists a pair of moduli, one of
which divides the other. Another beautiful conjecture, proposed by Erdds and
Graham in 1980, states that if the moduli are distinct elements of the interval
[n, Cn], and n is sufficiently large, then the density of integers uncovered by the
union is bounded below by a constant (depending only on C). This conjecture
was confirmed (in a strong form) by Filaseta, Ford, Konyagin, Pomerance
and Yu in 2007, who moreover asked whether the same conclusmn holds if
the moduli are distinct and sufficiently large, and Zl 1 d < C. Although,
as we shall see, this condition is not sufficiently strong to imply the desired
conclusion, as one of the main results of this paper we will give an essentially
best possible condition which is sufficient. More precisely, we show that if all
of the moduli are sufficiently large, then the union misses a set of density at
least e =€ /2, where

C:Z%‘j")

i=1

and y is a multiplicative function defined by w(p’) = 1 + (log p)3t¢/p for
some ¢ > 0. We also show that no such lower bound (i.e., depending only
on C) on the density of the uncovered set holds when p(p') is replaced by
any function of the form 1 + O(1/p). Our method has a number of further
applications. Most importantly, as our second main theorem, we prove the con-
jecture of Schinzel stated above, which was made in 1967. We moreover give
an alternative (somewhat simpler) proof of a breakthrough result of Hough,
who resolved Erd6s’ minimum modulus problem, with an improved bound on
the smallest difference. Finally, we make further progress on the problem of
Erdés and Selfridge.

1 Introduction

A covering system is a finite collection Al, ..., A of arithmetic progressions
that cover the integers, i.e., that satisfy U - A = Z. The study of covering
systems with distinct differences (or moduli) di < --- < dy was initiated in

1950 by Erd6s [3], who used them to answer a question of Romanoff, and posed
anumber of problems regarding their properties. For example, Erdds [3] asked
whether there exist such systems with minimum modulus arbitrarily large,
Erdds and Selfridge (see, e.g., [S]) asked if there exists a covering system with
all moduli distinct and odd, and Schinzel [9] conjectured that in any covering
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system there exist a pair of moduli, one of which divides the other. In 1980,
Erd6s and Graham [4] initiated the study of the density of the uncovered set;
in particular, they conjectured that if the (distinct) moduli dy, ..., di all lie in
the interval [n, Cn], where n > no(C) is sufficiently large, then the uncovered
set has density at least ¢ for some ¢ = ¢(C) > 0.

The first significant progress on these problems was made by Filaseta, Ford,
Konyagin, Pomerance and Yu [6] in 2007, who proved (in a strong form) the
conjecture of Erd6s and Graham, and took an important step towards solving
Erd6s’ minimum modulus problem by showing that the sum of reciprocals
of the moduli of a covering system with distinct differences grows (quickly)
with the minimum modulus. Building on their work, and in a remarkable
breakthrough, Hough [7] resolved the minimum modulus problem in 2015,
showing that in every covering system with distinct moduli, the minimum
modulus is at most 10'%. The method of [7] was further refined by Hough
and Nielsen [8], who used it to prove that every covering system with distinct
differences contains a difference that is divisible by either 2 or 3. However,
Hough’s method does not appear to be strong enough to resolve the problem of
Erd6s and Selfridge, and it moreover gives little information about the density
of the uncovered set.

The main aim of this paper is to develop a general method for bounding the
density of the uncovered set. Our method, which is based on that of Hough, but
is actually somewhat simpler, turns out to be sufficiently powerful and flexible
to allow us to also make further progress on the problem of Erd6s and Selfridge,
and to prove Schinzel’s conjecture. Our starting point is the following natural
and beautiful question of Filaseta, Ford, Konyagin, Pomerance and Yu [6].

Question Is it true that for each C > 0, there exist constants M > 0 and
& > 0 such that the following holds: for every covering system whose distinct
moduli satisfy

1
di,....dy >M and Z—<c, (1)

the uncovered set has density at least ?

In Sect. 10, below, we will answer this question negatively for every C >
1, by constructing (a sequence of) families of arithmetic progressions with
arbitrarily large moduli for which the density of the uncovered set is arbitrarily
small, and Z i—1 d— < 1. However, this immediately suggests the following
question: what condition on the (distinct) moduli dy, . . ., dg, in place of (1),
would allow us to deduce a lower bound (depending only on C) on the density
of the uncovered set? Our main theorem provides a sufficient condition that is
close to best possible.
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Theorem 1.1 Let ¢ > 0 and let u be the multiplicative function defined by

; (log p)***
nphy =1+ == 2
p
for all primes p and integers i > 1. There exists M > 0 so thatif Ay, ..., Ak
are arithmetic progressions with distinct moduli dy, . ..,dy > M, and
wu(d;)
C = ,
y e

i=l

then the density of the uncovered set R :== 7.\ Ule A; is at least e=*€ /2.

Note that Hough’s theorem is an immediate consequence of Theorem 1.1.
Our proof of Theorem 1.1 was inspired by that of Hough [7], but is simpler in
various important ways (for example, we do not need to appeal to the Lovasz
Local Lemma, and do not need his notion of quasi-randomness), and as a result
we obtain a somewhat simpler proof of his theorem, with a better bound on
the minimum difference (less than 10%). Our method of sieving, which (as we
shall see) has a number of further applications, is outlined in Sect. 2.

We remark that the question of Filaseta, Ford, Konyagin, Pomerance and Yu
[6] corresponds to replacing u by the constant function 1. As noted above, we
will show that the conclusion of the theorem does not hold under this weaker
condition; in fact, we will prove that the theorem is close to best possible in
the following much stronger sense. We will show (see Sect. 10) that if (2) is
replaced by

: 3
nwpH =1+—
p

for any fixed A > 0, then there exists a constant C = C (1) > 0 such that the
following holds: for every M > 0 and ¢ > 0, there exists a finite collection
of arithmetic progressions, with distinct moduli dy, ..., d;y > M satisfying
ZLI %‘f") < C, such that the uncovered set has density less than ¢. It would
be extremely interesting to characterize the functions p such that, under the
conditions of Theorem 1.1, the density of the uncovered set is bounded from
below by a constant §(C) > 0 depending only on C.

Although our sieve was developed to control the density of the uncovered set,
it turns out that it can be used to prove a number of additional interesting results
about covering systems. We will focus here on the two classical examples
mentioned above: the question of Erd6s and Selfridge, and the conjecture of
Schinzel. Over 50 years ago, Erd6s and Selfridge (see [5] or [9]) asked whether
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or not there exist covering systems with distinct odd moduli.! Schinzel [9]
showed that if no such covering system exists, then for every polynomial
f(x) e ZIx] with f £ 1, f(0) # 0and f(1) # —1, there exists an (infinite)
arithmetic progression of values of n € Z suchthatx”+ f (x) isirreducible over
the rationals. He also showed that this would imply the following statement:
in any covering system, one of the moduli divides another. In Sect. 9 we will
prove this latter statement, known as Schinzel’s conjecture.

Theorem 1.2 [f A is a finite collection of arithmetic progressions that covers
the integers, then at least one of the moduli divides another.

Unfortunately, our method does not seem to be strong enough to resolve
the Erd6s—Selfridge problem (see the discussion in Sect. 6). However, it does
allow us to make some further progress towards a solution; in particular, we can
prove that no such covering system exists under the additional constraint that
the moduli are square-free. Since this application of our sieve requires several
additional (somewhat technical) ideas, we provide the details elsewhere [1].

Theorem 1.3 If A is a finite collection of arithmetic progressions with distinct
square-free moduli that covers the integers, then at least one of the moduli is
even.

A different strengthening of the condition in the Erd6s—Selfridge problem
was considered recently by Hough and Nielsen [8], who showed that in any
covering system with distinct moduli, one of the moduli is divisible by either
2 or 3. Their proof required careful optimisation of their techniques, and it
seems difficult to use it to strengthen their result. Using our methods, we will
give a short proof of the following strengthening of their theorem.

Theorem 1.4 Let A = {A; : d € D} be a finite collection of arithmetic
progressions with distinct moduli that covers the integers, and let Q = lcm(D)
be the least common multiple of the moduli. Then either 2 | Q, or 9| Q, or

15] Q.

In other words, either there is an even d, a d divisible by 32 =9, or there
are dy, dy € D (possibly equal) with 3 | d and 5 | d>. We remark that we are
unable to prove that a single d € D has 15 | d in this last case.

The rest of this paper is organized as follows: in Sect. 2 we outline the
sieve we will use in the proofs, and in Sect. 3 we state and prove our main
technical results, Theorems 3.1 and 3.2 . In Sect. 4 we complete the proof of
Theorem 1.1, and in Sect. 5 we prove a variant of the main result of [6]. In

1 Moreover, as recounted in [5], Erds (who thought that such coverings are likely to exist)
offered $25 for a proof that there is no covering with these properties, and Selfridge (who
expected the opposite) offered $300 (later increased to $2000) for a construction of such a
covering.
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Sect. 6 we explain how our sieve can be used to prove the non-existence of
coverings sets with certain properties, and in Sects. 7-9 we use this method to
improve Hough’s bound on the minimum modulus, and to prove Theorems 1.2
and 1.4 . Finally, in Sect. 10, we provide the constructions described above.

2 The Sieve

In this section we will outline the proof of Theorem 1.1. We consider a finite
set of moduli denoted by D C N and a finite collection A = {Ay : d € D}
of arithmetic progressions, where Ay = ag + dZ is an arithmetic progression
with modulus d. The goal is to estimate the density of the uncovered set

R:=7\ | Aa.

deD

Rather than considering the entire collection of progressions .4 all at once,
we expose the progressions ‘prime by prime’ and track how the density of the
uncovered set evolves. To be more precise, let py, p2, ..., pn be the distinct
prime factors of Q := lem(D) (usually, but not necessarily, listed in increasing
order) so that

n
o=[]r"
=1

for some integers y; > 1. Define, foreach 0 <i < n,

i
Vi
;= 1_[ pjj
j=1

and write
Di:={deD:d|Q;} and A :={A;:d € D}

for the set of differences and the corresponding arithmetic progressions whose
prime factorization only includes the first i of these primes. (In particular,
Qo = 1 and Dy = Ay = @.) Note that, although lcm(D;) | Q;, we do
not necessarily have lem(D;) = Q;, since earlier primes can occur to higher
powers in later moduli. Let

Ri=7\ | Aa=7\ | ] Aa.

deD; AGEA;
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be the set of elements not contained in any of the progressions of 4;, so that
Ry = 7Z and R, = R. We also write N; := D; \ D,_ for the set of “new”
differences at the ith stage, and define

B; := U Ay 3)

dEN,'

to be the union of the arithmetic progressions exposed at step i, so that R; =
Ri—1\ B;.

It will be convenient to consider R; as a subset of the cyclic group Zg,
(or of Zg), which is possible because for each d € D; the set A, is periodic
with period d | Q;. In particular, note that the density of R; in Z is equal to
the measure of the set R; in the uniform probability measure on the finite set
Z ¢, . During the proof we will in fact need to consider non-uniform probability
measures IP; on Zg, ; note that each such measure can be extended (uniformly
on each congruence class mod ;) to a probability measure on ZQ.2 We
will borrow (and abuse) terminology from measure theory by calling a subset
S C Zg (or a Q-periodic set S C Z) Q;-measurable if S is a union of
congruence classes mod Q;.

2.1 A sketch of the method

The basic idea is quite simple. We construct measures P; in such a way that
IP; (B;) is small, but without changing the measure of B; for any j < i. It
follows that the measure of Z \ R in the final measure P, is at most ) _; P; (B;),
and thus if this quantity is less than 1, it follows that the arithmetic progressions
do not cover Z.

To bound IP; (B;), we use the 1st and 2nd moment methods (see Lemma 3.3,
below). More precisely, we bound the expectation (in the measure IP; _) of the
proportion of the “fibre” F(x) = {(x,y) : y € Z i } of x € Zg,_, removed
in step i, and the expectation of the square of this quantity. Bounding these
moments is not too difficult, see Lemmas 3.6 and 3.7 , below.

Finally, to deduce a lower bound on the uncovered set in the uniform mea-
sure, [Pg, we shall need to bound the average distortion P, (x)/Po(x). We will
design the measures IP; so that the ‘average’ here (which we take in the P,-
measure) is enough (by a convexity argument) to give such a lower bound, see
Lemma 3.5.

2 To be precise, we can set Q - P;(x + QZ) = Q; - Pi(x + Q;Z). Note that, since
ged(Q;, O/0Q;) = 1, we can (via the Chinese Remainder Theorem) consider P; on Zg =
Zg; x Lo, @; as a product measure of P; on Z g, with the uniform measure on Zg g, -

@ Springer



384 P. Balister et al.

2.2 The probability measures PP;

We will next define the non-uniform probability measures P;, which are
inspired by (but different in important ways to) a sequence of measures used
in [7], and which will play a key role in the proof of Theorem 1.1. The rough
idea is that we would like to distort the space so as to ‘blow up’ the uncovered
set, but without increasing the measure of any single point too much. More
precisely, we will define the measures inductively, choosing P; so that it agrees
with P;_; on Q;_1-measurable sets, is not too much larger that P; _; anywhere,
and (subject to these conditions) is as small as possible on the set B;, the union
of the arithmetic progressions removed at step i.

First, let P be the trivial probability measure on Z g, = Zp, or (equivalently,
by the comments above) the uniform measure on Zg. Now fix d1,...,4, €
[0, 1/2],leti € [n], and suppose we have already defined a probability measure
P;_1 on Zg,_,. Our task is to define a probability measure ; on Z, .

In order to view R;_1 and R; as subsets of the same set, let us (by the Chinese
Remainder Theorem) represent Zg, as Zg, | X Z Pl and denote elements of

Zg; by pairs (x, y), where x € Zgp, , and y € Z Pl We may view R;_j as
a collection of ‘fibres’ of the form F(x) = {(x, y) y e Z y,} noting that

P;_1 is uniform on each fibre, and view R; as being obtamed from R;_; by
removing the points that are contained in the new progressions of A; \ A;_1.
Now, for each x € Zg,_,, define

P (FoynB) |1y ezt eBl
P;_1(x) B pl

oi(x) = ) €]

that is, the proportion of the fibre F'(x) that is removed at stage i. The proba-
bility measure IP; on Zg, is defined as follows:

max{O, Ll_i} Pii(x,y), if(x,y) € By;
Pi(x, y) i= =2 (5)
min l—ai(_x)’ 1_8i}'Pi1(x,)’)’ lf(an)¢Bl

This is an important (and slightly technical) definition, and therefore deserves
some additional explanation. First, observe that if or; (x) < §;, then P; (x, y) =
0 for every element of Q; that is covered in step i, and that the measure
is increased proportionally elsewhere to compensate. On the other hand, for
those x € Zg,_, for which «;(x) > 6;, we ‘cap’ the distortion by increasing
the measure at each point not covered in step i by a factor of 1/(1 — §;), and
decreasing the measure on removed points by a corresponding factor.
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The following simple properties of the measure P; will be useful in the
proof.

Lemma 2.1 P;(S) = P;_1(S) for any Q;_1-measurable set S.

Proof Letx € Zg,_,, and observe first that if o; (x) < §;, then

Pi(x) = (o500 - 0+ (1 = @i () - i1 (x) = Pr_y (),

1
l—ai(x))

where P; (x) = Z(x’y)eF(x) P; (x, y). On the other hand, if «; (x) > §; then

Pi(x) = (@ () - % + (1 - @) ﬁ) Pioi () = Pii (3).
Summing over x € §, we obtain P; (S) = P;_1(S), as claimed. O
Lemma 2.2 For any set S C Zg, we have
Pi($) < s Pi—1(9). (6)
Moreover, if S C B; then
Pi(S) < Pi—1(S). (7

Proof Both inequalities follow immediately (for each ‘atom’ S = {(x, y)},
and hence also in general, by additivity) from (5). O

Given a function f: Zg — R, let us define the expectation of f with
respect to P; to be

E[f)]:= > fPix).

XEZQ

By the observations above, we have

1
Ei[f 0] < 75 - Eia[f )],

and moreover E; [ f (x)] < E;_1[ f (x)]if f issupportedon B;, and E;[ f (x)] =
E;_1[f(x)]if fis Q;—_1-measurable.
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3 A general theorem

In this section we will prove our main technical results, Theorems 3.1 and 3.2,
below, which together imply Theorems 1.1, 1.2 and 1.4, and also Hough’s the-
orem. In each case the deduction involves little more than choosing a suitable
sequence (81, ..., &y).

Given a finite collection A = {A; : d € D} of arithmetic progressions,
let n be the number of distinct prime factors of Q = lem(D), and for each
sequence 41, ..., 8, € [0, 1/2], let the probability distributions P; and func-
tions «; : Zg, , — [0, 1] be as defined in (4) and (5). Set

MV =Eii[e (0] and M =B [ei(0)?],

and define a multiplicative function v, defined on factors of Q, by setting

vid) =[] ! (®)

1—36;
pjld /

foreachd | Q.

Theorem 3.1 Let A = {A; : d € D} be a finite collection of arithmetic
progressions, and let 1, ...,6, € [0, 1/2]. If

n 0 M@
= in{M;"’, ——— 1, 9
n me{ l 45i(1—5i)} < €))

i=1

then A does not cover the integers. Moreover, the uncovered set R has density
at least

2 d
Po(R) > (1 = n) exp < T %) (10)

deD

In order to show that (9) holds in our applications, we need to bound the
moments of «; (x). The following technical theorem provides general bounds
that are sufficient in most cases.

Theorem 3.2 Let A = {Ay : d € D} be a finite collection of arithmetic
progressions, and let 81, ..., 5, € [0, 1/2]. Then

(1) —j v(m) 1 ( 1 )
M < p:.’ - < 1+ ,
APV \pi—ljl.:[ (1=8))(p; = 1)

mp! eN;i, m|Qi_
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and

M.(z) < Z pf(j1+j2) ) U(lcm(ml, mz))
PR _ ) i lom(m 1. 1)
mypi', myp/>eN;
mi,ma| Qi1

1 3pj—1 )
<—T1( .
7 —DZE( T8, — 12

The proofs of Theorems 3.1 and 3.2 are both surprisingly simple. Let us
begin with the following easy lemma, which is the first step in the proof of
Theorem 3.1. We assume throughout this section that A = {A; : d € D}isa
given finite collection of arithmetic progressions such that O = lem(D) has
exactly n distinct prime factors, and fix a sequence 4, ..., §, € [0, 1/2], and
hence a function «; and measure [P; for each i € [n].

Lemma 3.3

Ei_1[ai (x)?] }

P; (B;) < min {Ei—l[ai(x)]’ 48;(1 — 8;)

Proof Observe first that
Pi(Bi) < Pi_1(B;) = Ei_i[ei (x)],

where the inequality holds by (7), and the equality by (4).

For the other upper bound, we will use the elementary inequality max{a —
d, 0} < a®/4d, which is easily seen to hold for all @, d > 0 by rearranging
the inequality (a — 2d)* > 0. By (4) and (5) (the definitions of ; and IP;), we
have

PiB)= Y. max{O M}.Pi_l(ﬂxm&)

o o () (1 = )
1
=— Z max {0, o (x) — &} - Pi_i(x)
! XEZQ571
- 1 Z o (x)? Pii(x) = Ei_1foi (x)?]
ST s 45, 45:(1—8;)
XGZQi71
as required. O

It is already straightforward to deduce from Lemma 3.3 and inequality (9)
that A does not cover the integers. In order to deduce the bound (10) on the
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density of the uncovered set, we will need to work slightly harder. First, we
need the following easy bound on the IP;-measure of an arithmetic progression.

Lemma 3.4 Foreach0 <i < n,andall b,d € 7Z such that d | Q, we have

(1D

1 1 v(ged(d, Q1)
I1 = .

Pi(b—FdZ)SE =5, 7

pjld, j<i

Proof The proof is by induction on i. Note first that Py is just the uniform
measure, so Po(b + dZ) = 1/d. So let i € [n], and assume that the claimed
bound holds for P; ;. Suppose first that p; | d. Then, by (6) and the induction
hypothesis, we have

Pi(b +dZ) < 7 18 Pi_1(b +dZ)
i

gl'ﬁ [1 115 -
d 0 pdj<i Y

[SHE

I 1
pild, j<i 1=3;

as required. On the other hand, if p; t d then we may write d = m¢{, where
m = ged(d, Q;) = ged(d, Q;i—1). It follows that

Pi(b+mZ) Pi_i(b+mZ)

P; (b +dZ) = =
1 l_[ 1 1—[ 1
h . 1-68; d 13
pjld, j<i pjld, j<i
as required. O

Let us define the distortion A;(x) of a point x € Zg, by

(12)

Aj(x) := max {O, log Fitx) }

Po(x)
The following bound on the average distortion will allow us to prove (10).

Lemma 3.5 Foreach 0 < i < n, we have
v(d)
Elaim]<2- ) —=

dGD,‘

@ Springer



On the Erd&s covering problem 389

Proof We claim first that

o P;(x)
P;_1(x)

<2-aj(x)

for every j € [n] and x € ZQj. Indeed, observe that P;_1(x)/P;(x) >
max{l — «;(x), 1 — §;}, by (5), and use the inequality —log(l — z) < 2z,
which holds for z < 1/2, and the fact that §; < 1/2. It follows that

Ei[Ai(x)] < ZEi[maX {0, log PPj(x) }] <2- ZIE,-[aj(x)]-
o j—1(x) o

Now, by (4) and Lemma 2.1, we have
Eiloj(0)] =Ej-i[ej()] =Pj-1(B))

for each j € [i], since the function «; is Q ;_j-measurable. Moreover, by (3)
(the definition of B;), the union bound, and Lemma 3.4, we have

dd, Q- d
Pi1(B) < Y Pii(A) < ) vige (de D) %

dENj dENj dENj

Hence we obtain

as claimed. O

Theorem 3.1 now follows easily from Lemmas 3.3 and 3.5 .

Proof of Theorem 3.1 We claim first that
n n
1 =Pu(R) <) Pu(B) =Y Pi(B) <. (13)
i=1 i=1

Indeed, the first inequality is just the union bound; the equality holds by
Lemma 2.1, since B; is Q;-measurable, so P;(B;) = Py 1(Bj) = --- =
P, (B;); and the final inequality follows from Lemma 3.3 and (9), the defi-
nition of n. It follows that P,(R) > 1 —n > 0 if n < 1, and hence R is
non-empty, i.e., A does not cover the integers.
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390 P. Balister et al.

To prove the claimed lower bound on the density of the uncovered set, we
will use Lemma 3.5. Indeed, by the definition (12) of A, (x), we have

Po(R) = EO[]lxeR] Z En[ﬂxeR exp ( - An(x))]

Now, by the convexity of e~%, and noting that P,,(R) - E,, [An x) | x € R] <
En[An ('x)]a

E[Lrerexp (= An(x))] = Pu(R) - Eq[exp (= An(0)) | x € R]
> P, (R) - exp ( - En[An(x) | x € R])

En[An(x)] )

>]P>n(R)'eXp(_ P (R)

Hence, by Lemma 3.5, and since P,(R) > 1 — n, by (13), we obtain

2 d
Po(R) > (1—n)exp<—m %)
deD

as required. O

3.1 Bounding the moments of o; (x)

The proof of Theorem 3.2 is also quite straightforward. First, recall that N; :=
D; \ D is the set of new differences at step 7, and note that any d € N; can

be represented in the form d = mpij, where m | Q;—1and 1 < j < y;. The
first step is the following general bound on the moments of «; (x).

Lemma 3.6 Foreachk € N,

Z 1 v(lcm(ml,...,mk))

. (x)k .
El—l[al(x) ] < . ' S+ lem(my, ....my) (14)
mip]l,.omeplken; !
mi,....mi | Qi—1
1 v(ilem(my, ..., m
< : Z (lem(m; k)). (15)
(pi —1 lem(my, ..., myg)

my,...mg | Qi—1

Proof. Recall the definitions (3) and (4) of the set B; and the function «;,
respectively. Applying the union bound, we obtain, for each x € Zg, ,,

w@) = Y p e[y eB]< Y Y p [k y) € Adl.

(x,y)eZQi (x.y)eZQi deN;
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Now, observe that if d = mpij € N;, where p; { m, then there are either zero
or p¥i~J valuesof y € Zpy,- with (x, y) € Ay.Indeed, (x, y) € Ay = ag+dZ

iff x = a4 mod m and y = a4 mod pij . It follows that

ai(x) < Z pl._j 1[x = ag mod m],
d:mpijeNi

and hence

Ei—1[eq (x)¥]

1
< Z Z ﬁp ~1(x = aq; mod mj for j € [k]).
di=m\p]'eN;  dy=mpl¥eN;

Now, note that the intersection of the events {x = ag; mod m} over j € [k]
is either empty (if the congruences are incompatible), or is equivalent to x =
b mod lem(my, ..., my) for some b. Therefore, by Lemma 3.4, we have

v(lcm(ml,...,mk))

Pi_l(x = ay; mod m; for j € [k]) < e

’

and hence

1 v(lcm(ml,...,mk))
>

. (x)k .
El—l[al(-x) ] g Jl++]k lcm(ml, o mk)

j Ji
mlpi1 ..... mkpikEN,-
mi,....mi | Qi—1

1 v(lem(my, ..., my))
Z JiF ik Z lem(my, . '

Jlseens Ji=1 pl miy,...mg | Qi—1 ’ k)

N

This proves (14); to obtain (15), simply note that

1
Z pJ1+ ik Z ) — Dk

I = li>1 pz O

To complete the proof of Theorem 3.2, it only remains to prove the following
bounds.

Lemma 3.7 Foreachi € [n],

v(m) 1
2 <g(”(1—3,-><pj—1>)

m|Q;—|
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and

v(lem@my, my)) 3pj—1
Z lem(my, m») S }:[l <1 + (1-=6)(pj— 1)2).

mi,m2| Qi1

Proof Recall from (8) that v is a multiplicative function. It follows that

Z v(m) _ 1—[2 V(PJ ’

m|Qi_1 j<i t=0 p]
and by (8), we have
M (32 ) < T+ )
et 18, =) (1=8)(pj—1)

To prove the second inequality, let us write x () for the number of ways of
representing a number m > 1 as the least common multiple of two numbers,
ie.,

x(m) := |{(m1, m2) : lem(my, my) = m}|,

so that

Z v(lcm(ml,mz)): Z X(m)v(m)'
m

Iem(my, m
my,m2|Q;—1 (m1, m2) m|Q;—|

Observe that the function x is multiplicative and satisfies x (p’) = 2t + 1 for
all primes p and integers ¢ > 0. It follows that

(m)v(m) x(p)v(p 0 241
ZM_HZ i 1\1—[< 21:1_5);7])

m|Qi_1 j<i t=0 j<i
(16)
Finally, note that for any p > 1, we have
2t +1 1 3 2 2
2 " Gt
1 3 1 3p—1
T (=p1p (E - ?) B (pp— n2 4
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This completes the proof of the lemma. O
Theorem 3.2 is an almost immediate consequence of Lemmas 3.6 and 3.7 .

Proof of Theorem 3.2 To bound Mi(l) we apply Lemma 3.6 with k = 1 and
the first inequality in Lemma 3.7. This gives

B[ ()] < Z Lj.V(m) ; Z v(m)

mopi= 1

1 1
< 1+ 9

as claimed. To bound Ml.(z) we apply Lemma 3.6 with k¥ = 2 and the second
inequality in Lemma 3.7. We obtain

T v(lcm(m1,m2))
B To (2] < —G1+i2)
i 1[ 1()]\ Z P lem(my, mj)
mip]', mapi?eN;
my,m2| Qi1

1 Z v(lem(my, my))

S 1)2 1
(pi =D =, lem(mi, ma)
3pj—1 )
<——[T(1+ :
(pi — 1)2 [1 ( (1=38;)(pj —1)?
j<i
as required. O

4 Proof of the Main Theorem

In order to deduce Theorem 1.1 from Theorems 3.1 and 3.2 , it will suffice to
show that there is an appropriate choice of M and 8y, 82, ..., &,.

Proof of Theorem 1.1 Let py, ..., p, be the primes that divide Q, listed in
increasing order, and fix an integer k*, to be determined later. We set §; = 0
fori < k* and

_u(p)— 1 (log pi)3*e (1 N (logpi>3+8)1
o oup) i pi

fori > k*. Note that we have 81, ..., 8, € [0, 1/2]if k* is chosen sufficiently
large.

@ Springer



394 P. Balister et al.

In order to apply Theorem 3.1, we will bound Mi(l) for each i < k*, and
Ml.(z) fori > k*. We will do so using Theorem 3.2.

Claim 1 For any choice of k*, if M is sufficiently large then
1
> oM <~
! 4
i <k*

Proof of Claim 1 Note first that v(d) = 1 for every d € Dy, by (8) and our
choice of 81, ..., §,. Thus, by Theorem 3.2, we have

i ) 1 1
SIUEES BB DL SRS DI ED I

i <k* i <k* i<k* deN; deDyx

mpijeN,'

Now, let S(g) denote the set of g-smooth numbers, i.e., numbers all of whose
prime factors are at most ¢, and note that D+ C S(pg+), and moreover

1 1
Z E = 1_[ (1 + F) <0
deS(q) P<q

for every ¢, where the product is over primes p < ¢g. Hence, by choosing M
to be sufficiently large, it follows that

Suls ¥

i <k* deS(pyx), d=M

IS

as claimed. O
Bounding M l_(2) fori > k* is only slightly less trivial.
Claim 2 If k* is sufficiently large, then

S M® <

i>k*

ENI

Proof of Claim 2 Recall from Theorem 3.2 that

1 3p;— 1
) Dj )
M~ — | | 1+
! (pi — 1)? i ( (1=38)(p;j —1)?

1 3p; — 1 )
<— .
(i — 12 %P (Z (1—8)(p; —1)2

j<i
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Now, by our choice of §y, ..., §,, we have

3pj—1 3 O ((log pj)***)
(1 =8)(pj —D* ~ p; P

for every j < i, and hence, using a weak form of Merten’s theorem to deduce
that ), _; pL < loglog p; + O(1), we obtain
J

Co(log p;)°
exp (3 loglog p; + 0(1)) < 0(0—%%)

i

MO < —
(pi—1D

for some absolute constant Cy > 0. It follows that, if i > k*, then

2
Mi() _ w(pi)? @ < C
48i(1=8)  4(up)—1) ' pi(log pi)¢’

for some absolute constant C; > 0. Now, using the prime number theorem
w(x) ~ x/logx to crudely bound the sum of the right-hand side over all
primes p, we obtain

2

p=>3

C Cy-m(eft! C
Y Y ey i)y o

t21el <pLett! 21 t>1

(log 128

for any & > 0. It follows that if k* is sufficiently large, then

mM? 1

— L -
= 45;(1 —=¢8;) 4
as claimed. O

By Claims 1 and 2 , it follows that n < 1/2, and hence, by Theorem 3.1,
the uncovered set has density at least

_exp ( 4 Z v(d))
deD

Finally, observe that ;(d) > v(d) for every d € N, since both functions are
multiplicative,

3+¢ 1
) =1+ L2 gl’j) = — =v(p)
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for p > prx,and u(p) = 1 = v(p) for p < py=. It follows that the uncovered
set has density at least

—4C

1 u(d) e
geo (-4 ER) =

deD

as required. O

5 The Erdés—Graham Conjecture

Asasimple consequence of Theorem 1.1, we will next give a new strengthening
of the conjecture of Erdds and Graham [4] mentioned in the Introduction.
Recall that in the original conjecture, which was confirmed by Filaseta, Ford,
Konyagin, Pomerance and Yu [6] in 2007, the lower bound M on n was allowed
to depend on K. The result proved in [6] required such a bound (of the form
n > K® for some w = w(K) — 0o as K — 00), but gave an asymptotically
optimal bound on the density of the uncovered set. Our result gives a non-
optimal bound on this density, but does not require n to grow with K.

Theorem 5.1 There exists M such that for any K > 1, there exists 6 =
8(K) > 0such that the following holds. If Ay, ..., Ag are arithmetic progres-
sions with distinct moduli dy, ..., d; € [n, Kn], n > M, then the uncovered
set R =17\ Ule A; has density at least 8.

Proof We apply Theorem 1.1 with ¢ = 1. In order to prove the corollary, it
will suffice to show that there exists a constant C > 0, depending only on K,
such that

> #gc (18)

de[n,Kn]

for all n € N. Indeed, if we set § := ¢~4C /2 then it follows from Theorem 1.1
that, if (18) holds and n > M, then the density of R is at least .

We will prove, by induction on ¢ > 0, that (18) holds for all n < 2. This is
clearly the case when ¢ = 0 (assuming that C = C(K) is sufficiently large),
so let 7 > 1, and let us assume that (18) holds for all n < 2!, We will
use the following telescopic series, which holds for any ip and d | Q by the
definition (2) of u:

pid) = u(ged(d, Qi) + Y (1(2od(@, 01) = (ged(d, 0i-1))

i>ip

= p(gedd, Qi)+ D (w(pi) — )pu(gedd, Qi-1)).

pild, i>ioy
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Summing over d € [n, Kn], we obtain

(d) (Qiy) (pi) —1 (d)
I D >

deln,Kn] de[n,Kn) i>ig pi de[n/pi,Kn/pil

Now, since nn/p < 2'~! for every prime p, it follows by the induction hypoth-
esis that

n(d) p(pi) —1
> — - < Qi) (logK +1) +C y o

de(n,Kn] i>io pi

Finally, note that the sum over all primes
u(p)—1 (log p)*
O o
p prime p prime
converges, and therefore
d C
Z % < u(Qip)(logK +1) + 5 s¢C
deln,Kn)

if ip and then C = C(K) are chosen sufficiently large, as required. O

6 A general method of applying the sieve

In this section we describe a practical method of applying our method to
problems involving covering systems, such as Schinzel’s conjecture and the
Erd6s—Selfridge problem. More precisely, we will show how one can choose
the constants §; sequentially and optimally via a simple recursion which may
be run on a computer. We will also give a simple criterion (see Theorem 6.1,
below) which we prove is sufficient to deduce that the collection .A does not
cover the integers. Combining these (that is, running the recursion until the
criterion is satisfied), we reduce the problems to finite calculations, which in
some cases are tractable. To demonstrate the power of this approach, we will
use itin Sects. 7-9 to prove Theorems 1.2 and 1.4, and to significantly improve
the bound on M in Hough’s theorem.

We begin by defining a sequence of numbers f; = fi(A), which will
(roughly speaking) encode how “well” we are doing after k steps of our sieve.
We remark that, from now on, we will perform a step of the sieve for every
prime, whether or not it divides Q. We will therefore write pi for the kth
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prime, i.e., p1 = 2, p» = 3, etc. Fix igp € N, and define

e i |
Je = fi(A) = 1_[ (1 + (1-=8)(pi — 1)2> 1

k io<i<k

for each k > ip, where

o= 1= Pi(By),

i<k

and ¥ > 0 and iy € N are chosen so that

@) K ( 3pi—1 ) Mk—1 fr—1
M7 — 1+ = (20)
T (k- 12 mﬂk (1 =8)pi—=D?)  (px—1)?

for every k > ip. For example, by Theorem 3.2,

_ 3pi — 1
«= 1 <1+<1_3,.>(p,._1)2) D

i<io, pilQ

is a valid choice, although in some cases we can prove a stronger bound. We
remark that, in practice, we will choose the constants « and §y, ..., §;,, and
show that (20) holds for any sequence (8;y+1, ..., 8,). We will then choose
each subsequent §; so as to minimize f;.

The following theorem gives a sufficient condition (at step k) for our sieve
to be successful. The bound we prove gives an almost optimal termination
criterion when £ is large.

Theorem 6.1 Let k > 10. If ux > 0 and fi(A) < (logk + loglogk — 3)%k,
then the system of arithmetic progressions A does not cover 7.

In this section, it will be convenient to define, for each i € N,

3pl'—1 1
PRI and bi:—4 —
(pi ) (pi )

The first step in the proof of Theorem 6.1 is the following simple (but key)
lemma.

(22)

a; =

Lemma 6.2 Leti > ig, and assume that pj—1 > 0. If b; fi—1 < 6;(1 — §;),
then w; > 0, and

(14 o _bifio o 23
/i \( +1—8i)( _si(l—a,-)) Jiz1: )
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Proof Recall from Lemma 3.3 and (20), that

2
M,-( ) o Wi—1 fi-1

1 — i = Pi(B;) < < . (24
it =i = WD S ATy S a2 Y
It follows that pu; > ,ui_l(l —bi fi—1/6i(1 — 8,')) > 0, and moreover
fi _ min (1 N 3pi—1 2)
fi—1 i (I=8)(pi— 1)
3pi— 1 - -1
(=) )
(I=68)(pi—1) 46;(1 = 8)(pi — 1)
as claimed. O

To deduce Theorem 6.1, we will use the main result (which is also the
title) of [2], which states that for each k > 2, the kth prime is greater than
k(logk + loglogk — 1).

Proof of Theorem 6.1 We are required to show that u,, > 0; to do so, we will
use Lemma 6.2 to show, by induction on i, that u; > 0 for every k < i < n.
As part of the induction, we will also prove that f; < kl.zi foreachk <i < n,
where A; = logi 4 loglogi — 3.

Note that the base case, i = k, follows from our assumptions, and set
8;i = 1/2 for each k < i < n. By Lemma 6.2, for the induction step it will
suffice to show that 4b; f;_; < 1 and

) 1+ 2a; )
)\1-2_1(1 — 1)<bell) < )\,l-zl,
1J1—

where @; and b; were defined in (22). We claim that, writing A = X;_1, we
have

C 6 +2)i+4 220 =1

2. .
P < ()\,—|—2)2i2 s 4b; fi—1 < ()\+2)2i2 <1 and )\il > AMi +2).

To see these inequalities, note that p; > (A; + 2)i for all i > k, by the result
of [2] stated above, and A; — A;j—1 > log(i/(i — 1)) > 1/i,so pi — 1 >
Aimr+1/i4+2)i — 1= +2)i.

It is therefore sufficient to show that

2 6(. +2)i +4 ) _,\2(1—1)>
A2 (i 1)(1+—(A+2)2i2 )g,\(,\wrz)(l oran)
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Table 1 Upper bounds on f that ensure that the system does not cover the integers

k Dk 8k =

2 1.260997
3 3.007888
4 5.860938
5 11 9.032082
6 13 13.30344
7 17 17.99687
8 19 23.90973
9 23 30.38722
10 29 36.72372
100 541 1691.365
1000 7919 42420.78
10000 104729 802133.7
51000 625187 5821999

All the bounds are rounded down in the last decimal digit. At each stage in the calculation,
fr was increased by a factor of 1 4 10~13 to account for rounding errors in the floating point
arithmetic. The choice of 51000 is needed to make p; > 616000, as used in Sect. 8, below

which (after multiplying by (A+2)?i% /A, expanding and rearranging) becomes
0 < 8i% + 2% +42% + 8Ai + 227 + 4h.

This clearly holds for all . > O and i € N, and so the theorem follows. O

Now, combining Theorem 6.1 and Lemma 6.2, we can deduce from (suf-
ficiently strong) bounds on fi, for any £k € N, that the uncovered set is
non-empty. To do so, observe first that, given f;_{, the bound on f; given
by Lemma 6.2 is just a function of a single ;. Elementary calculus shows that
the optimal choice of §; occurs when

1+ a;
5 = :
L+ 1 +ai(1+a)/(bi fi-1)

(25)

This expression for §; allows for very fast numerical computation of the bounds
on the f;.

Let us therefore, for each i € N, define g; to be the largest value of f;(A)
such that, by repeatedly applying the recursion (23) with §; given by (25),
we eventually satisfy the conditions of Theorem 6.1 for some £ > 10. In
Table 1 we list the bounds on g given by performing this calculation, which
was implemented as follows: starting with a potential value of f3, we ran
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the iteration given in (23) using the value of §; given in (25) until either the
conditions of Theorem 6.1 were satisfied, or the condition b; f;_1 < §; (1 —§;)
failed. The optimal value g3 of f3 was determined by binary chop, and the
other bounds g; were read off by taking the largest successful f3 and listing
the corresponding bounds on f.

Let us state, for future reference, the conclusion of this section.

Corollary 6.3 If fi.(A) < gk for some k € N, then the system of arithmetic
progressions A does not cover 7.

We remark that the bound on g; given by our sieve is less than 1, and for
this reason we are unable to resolve the Erd6s—Selfridge problem.

7 The Erdos—Selfridge Problem

In this section we will prove Theorem 1.4, which is a simple consequence of
the method described in the previous section. First, however, let us show how
to prove the following (only slightly weaker) theorem, which was first proved
by Hough and Nielsen [8].

Theorem 7.1 Let A be a finite collection of arithmetic progressions with dis-
tinct moduli, none of which is divisible by 2 or 3. Then A does not cover the
integers.

Proof Setip = 2 and k = 1, note that ;t1 = up = 1, since there are no moduli
divisible by 2 or 3, and recall from (21) that this is a valid choice of «, by
Theorem 3.2. Recalling from (19) that f, = k /7, and using Table 1, we see
that f» = 1 < 1.26 < g2, and hence, by Corollary 6.3, the system .4 does not
cover the integers. O

We remark that we did not actually need the full strength of Corollary 6.3 to
prove this theorem; in fact, we could have just run our sieve with §; = - - - =
3, = 1/4, say, and applied Theorems 3.1 and 3.2 , together with Theorem 6.1.
In order to prove Theorem 1.4, we will need a slightly more complicated
version of the proof above.

Proof of Theorem 1.4 By Theorem 7.1, we may assume that O = lcm(D)
satisfies Q = 3Q’, where Q' is not divisible by 2, 3 or 5. Observe that u; = 1,
and that u3 = uy > 2/3, by the (trivial) first moment bound Mél) < 1/3,and
since there are no moduli divisible by 2 or 5. Set ip = 3, §; = 62 = §3 = 0,
and x = 2. To see that this is a valid choice of k, we need to improve (21)
slightly, using the fact that 32 Q. To be precise, in the proof of Lemma 3.7,
in the last expression in (16), when j = 2 we only need to include the term
t = 1 in the sum. Keeping the rest of the proof of Theorem 3.2 the same, this
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implies that

MKQ)<;<1+L> (l—i- 3pj 1 )
' (pi —1? (I —=382)p2 l_[ (1—=38))(p; —1)?

3<j<i

and hence (20) holds with k = 1 + 3/p> = 2, as claimed. Using Table 1, it
follows that

fr=—<3<3007< g,
13

and therefore, by Corollary 6.3, the system A does not cover the integers. [

8 The Minimum Modulus Problem

In this section we improve the bound on the minimum modulus given in [7,
Theorem 1].

Theorem 8.1 Let A be a finite collection of arithmetic progressions with dis-
tinct moduli dy, . .., dy > 616000. Then A does not cover the integers.

Proof We apply Theorem 3.1, using the first moment Ml.(l) and setting §; = 0
for i < 51 (note that p5; = 233). After the first 51 primes we have

1
psi=1— > = > 0.654258 (26)
d>616000
p51-smooth

and

1 3p/'—1
< — 1+ 2P~ ) < 886.56.
£ l_[( T 1)2)

For 51 < i < 51000 we apply the second moment bound using

2 7 (2 . _ i v(lem(my, my))
M <M = 3 pik. o
j lem(my, my)
m1 p] ,mo pk>616000
my,my pj_1-smooth

The values of §; were not optimized, but instead defined by the following
equation

( 1 ) 1+ai
§;=1(1- : ’
vPi/ gy \/1 + 4 (1 +ap) /M7
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which is based on (25), but with b; f; | replaced by the bound on Mi(z) /(4 ui)
implied by (27). The (rather arbitrary) factor of (1 — 1/,/p;) was included
to improve the bounds obtained, and f[i; is the lower bound on u; defined
inductively by

n®
45:(1—8)

A

fi = i1

Finally, after processing ps51000 = 625187 > 616000 we calculated the bound
Sf51000 < 5589593 from (19) using ip = 0 and x = 1. This is less than the
bound gs1000 given in Table 1, and hence, by Corollary 6.3, the system A does
not cover the integers.

It only remains to describe an efficient way of calculating the expressions
(26) and (27). For (26) we note that the sum of 1/d over all p;-smooth d is

given by the product
Z 1 - 1
d =1

d pi-smooth j<i

and the sum in (26) can then be calculated by subtracting the finite sum of 1/d
over all p;-smooth d < 616000. For (27) the procedure is somewhat more
complicated. First we define

O;(s,t) := Z U(lCm(ml’mz)),

Iem(my, m
s et (my, my)

my,mp pi-smooth

which can be calculated inductively using the identity

R |
s pi " i (1s/p]1. 1/ 1),
L jk=0, j+k>0

Oi(s, 1) =0;_1(s, 1) +

which, despite its appearance, can be calculated as a finite sum. Indeed,

[s/ pl.j 1 = 1 for sufficiently large j, and so there are only finitely many terms
®;_1(s’, t") that occur, and these are multiplied (when s” or ¢ = 1) by geo-
metric series that can be summed exactly. Finally, the calculation of

2 —j—k ‘
MP <Y p T e (1K /P TK /1),
J.k=1

where K = 616000, can similarly be reduced to a finite sum. O
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9 Schinzel’s Conjecture

In this section we will use the method of Sect. 6 to prove Schinzel’s Conjecture
[9], which we restate here for convenience.

Theorem 9.1 If 1 < d; < dy < --- < di are the moduli of a finite collection
of arithmetic progressions that covers the integers, thend; | d; for somei < j.

We will argue by contradiction, assuming that we have a set {dy, ..., di}
of moduli of a covering system of the integers that forms an antichain under
divisibility. We call an antichain of natural numbers p-smooth if all its elements
are p-smooth, i.e., have no prime factor greater than p. In order to apply
our sieve, we will need the following three simple lemmas about 5-smooth
antichains.

Lemma 9.2 If D is a 5-smooth antichain containing no prime power, then

deD
with equality if and only if D = {6, 10, 15}.

Proof Suppose first that D’ is a 3-smooth antichain (possibly containing a
prime power), and observe that

D' = {2m3h 2%3b2  %3bk)

for some a; > ap > --- > a; and by < by < --- < br. We claim that
> deD’ % is maximized (over all such sets of size k) when D’ is ‘compressed’,
that is, when a; = a;+1 + 1 and b;; = b; + 1 forall i € [k — 1]. Indeed, if
a; > ajy1 + 1 then we can reduce a;, and if b; 1| > b; + 1 then we can reduce
bi+1, in each case increasing ),y % while maintaining the property that D’
is an antichain.

Now, let us write the 5-smooth antichain D as a union of sets of the form
(5!d : d € D;}, where each D; is a (possibly empty) 3-smooth antichain. Since
D contains no prime power, neither can Dy, s0 ) ;. Do é is maximized when
Dy = {29 - 3, pa—l.32 9. 34}. In this case a simple calculation shows
that 3 p, % = 27% — 37¢, which attains a unique maximum when a = 1.
Thus ), Do % < %, with equality if and only if Dy = {6}.

Next, observe that 1 ¢ D; for every i > 1, and therefore Zde D; % is
maximized when D; = {29, pa—lzl 34}, with a > 1. In this case we
have }_,p, % = 6(2717¢ — 37179) and the unique extremal case is a = 1,
50 Y gep, 4 < 2. with equality if and only if D; = {2, 3}. If we additionally
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assume that D; # (2,3}, then }_,p, é < % with the unique maximum
occurring for the (uncompressed) antichain D; = {2, 9}.
Finally, if D = {2, 3} then D; = ( for every i > 1, and therefore

1 1 1 1 1 1 5

— = — — _g_ - = = -,
Zd Zd+52d 6+5 6 3
deD de Dy deD

with equality only when D = {6, 10, 15}. On the other hand, if Dy # {2, 3}
then

1 > 1 1 11 Sl | 119 1
— = — - < -4 — - = < -,
Zd ZS’Zd 6+5-18+ZS’_1-6 360<3
deD i=0 deD; i=2

as required. O

Lemma 9.3 If A and B are two 3-smooth antichains, then

1 31
2.2, lem(a, b) S 36 28)

acAbeB
except in the cases A = B = {1} and A = B = {2, 3}.
Note that the sum in (28) is equal to 1 if A = B = {1}, and to 7/6 if
A=B=1{2,3}

Proof Suppose first that |A| < |B|, and that B = {2k=1 2k=231 3k=1j
for some k > 5. Then

: ! ! kA 31
sz S ZZE = |A|ZE = 6k(27* -37%) < =

acA beB acAbeB beB

However, if |B| = k > 5but B # {2K=1 2k=231 3k} ‘then by com-
pressing (as in the proof of Lemma 9.2) we may increase the left-hand side
of (28), so we are also done in this case. The lemma therefore reduces to a
finite check of families with max{|A|[, |B|} < 4, and in fact (using compres-
sion once again) it is sufficient to consider the antichains {1}, {2, 3}, {2, 9},
{3, 4}, {4, 6,9},and {8, 12, 18, 27}. The lemma now follows from a trivial case
analysis, which can be done by hand. O

Lemma 9.4 If A and B are two 5-smooth antichains, then

1
2 L ioman <

acA beB
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with equality if and only if A = B = {2, 3, 5}.

Proof We decompose A and B as a union of sets 5/ .A;and5/ - B j» Where A;
and B; are 3-smooth antichains, as in the proof of Lemma 9.2. Suppose first
that there is no pair (i, j) with A; = B; = {1} or A; = B; = {2, 3}. Then, by
Lemma 9.3 and (17), we have

2.2 e lcm(a by Zzsmax{u} 2D oma lcm(a b)

acAbeB =0 j=0 acA; beB

<31 1+3+5+7+ 31 15 1 1
= T 36 8 12°

Next, suppose that A; = B; = {1} for some pair (i, j), and observe that
Ay = Bjr = foreveryi’ > iand j' > j,so the pair (i, j) is unique. If there
is no pair (s, t) with Ay = By = {2, 3}, then the bound above increases by at
most (1 — %)S_max{i*j}, and this is less that % if max{i, j} > 1. On the other
hand, if Ag = By = {1}, then (since A; = B; = ¥ for all i > 0) we have
A=B={1},ands0 Y cs Y pep mmap = | < 1.7-

We may therefore assume that A; = B; = {2, 3} for some pair (i, j), which
implies that A;, Bj» € {1} for every i’ >iand j’ > j,and (as above) at most
one of the sets in each sequence is non-empty. The bound above increases by
at most

7 31 1 1 31 1 1 1 1
6 36)5mwian ! T 36 ) maiat © 3 smail < 12

if max{i, j} > 1. However, if Ag = By = {2, 3}, then it is easy to see that
D acA D beB m is maximized by taking A = B = {2, 3, 5}, and in that
case it is equal to 1.7. O

Having completed the easy preliminaries, we are ready to prove Schinzel’s
conjecture.

Proof of Theorem 1.2 We first observe that we may assume that none of the
moduli d; are prime powers. Indeed, we may assume that the covering is
minimal, so the removal of any Ag; results in a set of progressions that do not
cover Z. If d; = p’ for some prime p and j > 0, then the prime can appear at
most to the (j —1)st power in any other moduli. Thus the other progressions fail
to cover some congruence class mod Q/p, where Q = lem{dy, ..., d;}. But
this congruence class cannot be covered by Ay, as d; { Q/p, a contradiction.

We now apply our sieve with §; = d» = 63 = 0, so that [P; is equal to the
uniform measure when processing the primes p; = 2, p» = 3 and p3 = 5,
and claim that f3 < 2.55 < g3. Observe that, by Lemma 9.2, the total measure

@ Springer



On the Erd6s covering problem 407

of B| U B, U Bj3 is at most 1/3. Now we improve the bound on E[e; (x)?] for
i > 4 as follows. By Theorem 3.2, we have

2) 1 V(lcm(m],mz)) 1
ey oy M) e
i Jit7J

et PP s, temOmm2) ) beD .y M@ D)

where S; is the set of integers whose prime factors all lie between 7 and p;_1,
and for eachm € S; and j > 1, we define

D(m, j) = {a : mpija € Dandais 5—sm00th}.

Since D(m, j) is a 5-smooth antichain, it follows from Lemmas 3.7 and 9.4
that

Mi(z) < 17 Z 1 Z v(lcm(ml,mz))

St lem(my, m
jl’j2>1 pi mlstESi ( 1, 2)

i—1
1.7 3p; — 1 )
=——TJ[(1+ :
(pi — 1)? j:4< (1=8)(pj —1)?

Therefore, setting ip = 3 and ¥k = 1.7, it follows that (20) holds. Hence,
recalling from above that u3 > 2/3, we obtain f3 = 1.7 -3/2 = 2.55 < g3
(see Table 1), so, by Corollary 6.3, the system A = {A; : d € D} does not
cover the integers. O

10 Constructions

In this section we will provide constructions of families of arithmetic pro-
gressions that answer (negatively) the question of Filaseta, Ford, Konyagin,
Pomerance and Yu [6] mentioned in the Introduction, and show that Theo-
rem 1.1 is not far from best possible. To be precise, we will prove the following
two theorems.

Theorem 10.1 For every M > 0 and ¢ > 0, there exists a finite collection

of arithmetic progressions Ay, ..., Ax with distinct moduli dy, ...,dy > M,
such that
Xk: ! <1 29)
il

and the density of the uncovered set R = 7.\ Ule A; is less than e.
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Note that the bound (29) is (obviously) best possible; we remark that the
moduli in our construction will moreover be square-free. Our second theorem
shows that the function (log p)3*¢ in the statement of Theorem 1.1 cannot be
replaced by a constant.

Theorem 10.2 For every A > 0, there exists C = C(A) > 0 such that the
following holds. Let u be the multiplicative function defined by

l‘ )\4
p(p) =1+~
p
for all primes p and integers i > 1. For every M > 0 and ¢ > O, there
exists a finite collection of arithmetic progressions Ay, ..., Ax with distinct
square-free moduli dy, . .. ,dy > M, such that
wn(d;)
- < Cv
Z di

i=1

and the density of the uncovered set R = 7, \ Ule A; is at most ¢.

The proof of Theorem 10.1 is relatively simple, while the proof of Theo-
rem 10.2 will require somewhat more work.

Proof of Theorem 10.1 We will choose acollection Py, ..., Py of disjoint sets
of primes, and define

Qi=[[[[r ad Di:={p-Qi1:pePr}

Jj<i peP;

for eachi € [N], where Q¢ := 1. We will show that, for a suitable choice of
Pi,..., Py,theset D = Dy U---U Dy has the following properties:

1
— <+, 30
E:d - (30)

deD

and there exists a collection of arithmetic progressions, with distinct moduli
in D, such that the uncovered set has density at most ¢/3. By removing a few
of the progressions from this family, we will obtain the claimed collection
Al, ..., Ar.

We construct the sets P, ..., Py of primes as follows. First, let us fix some
positive constants cg, ¢ and § such that

)
1—e$

co :=1+§, and c¢= € (1, cp).
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Indeed, §/(1 — e?) is a continuous increasing function of § which tends to
1 as § — 0, so for sufficiently small § we have 1 < §/(1 — e %) < ¢p.
Assume (without loss) that M > 3 /¢, and choose N sufficiently large so that
e N < £/3. Now let P be any set of primes such that p > M for every
p € P1,and

pEP!

In general, if we have already constructed Py, ..., Pj, thenlet P; be any set
of primes (disjoint from Py U --- U P;) such that p > M forevery p € Pjq,
and

sel < Y <se ¥ 4 CO}; < 31)
PEPj41 p- Qj
Asthe sum ) 1/p over prime p diverges, it is clear that sets Py, ..., Py exist
with these properties. It follows that
1 N 1 Nl co—cC 3
g —dj _ — hd
IFEDIDMET RS M e EE e
deD Jj=0 pePjiy j=0

where in the final inequality we used the identity Z?O:O se7¥ = ¢ (1 —
e_‘s)_l =c.

Now, to construct the arithmetic progressions, simply choose (for each d €
D in turn) any arithmetic progression with modulus d that has at least the
expected intersection with the (as yet) uncovered set. To be more precise, for
each j € [N]let A; denote the collection of arithmetic progressions whose
modulus lies in D}, and write ¢; := [Po(R}) for the density of the uncovered
set Rj :=Zg; \ Uyep, A, where Bj := A; U--- U A;. Now observe that if
d =p-Q; € Djy, then there are p - |R;| congruence classes mod d that
completely cover R;. Hence there is a congruence class that covers at least a
fraction 1/(p - |R;|) of the as yet uncovered set. It follows that

1 1 1
s T (=) <ovon(- 2 )

IR,
pePisi P IRl perHP

foreach 0 < j < N — 1 (where g¢ := 1), and hence, by (31),

Qj s §e %
8-+1<8--exp<——-86 T)=¢;-exp| — .
j j R;| j y
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It now follows immediately by induction that &; < e % for every j € [N],
and in particular ey < e %N < &/3, by our choice of N.

We have therefore constructed a collection of arithmetic progressions whose
set D of (distinct) moduli satisfies (30), and whose uncovered set has density
at most ¢/3. To complete the construction, simply choose a maximal subset
D’ C D such that Y, é < 1, and observe that the density of the set
uncovered by {Ad :d € D/} is at most

>

deD\D’

1
<33+

+ <e,

W ™
Q| =
W[ ™
W] ™

as required. O

The proof of Theorem 10.2 is similar to that of Theorem 10.1, but the details
are somewhat more complicated.

Proof of Theorem 10.2 We will again choose a large collection of disjoint sets
of primes, but this time we will arrange them in a tree-like structure, and our
common differences will be formed by taking products of certain subsets of
the primes along paths in the tree. To begin, let us choose ¢ > 2 sufficiently
large so that t* < ¢/73, and let P; be a set of primes such that p > M for
every p € Py, and

t—1< ]_[ (1+l)<z.

peP p

This is possible as the product [ | p(1+1/p) over all primes is infinite, and by
taking only primes greater than ¢ we can ensure that some finite product lands
in[t —1,t]. Set

lezl_[p and Dj:={d>1:d| 0},
P

epP;

and choose a collection of arithmetic progressions Ay = {ay + dZ : d € D}
s0 as to minimize the density of the uncovered set Ry := Zg, \ Uac4, A- As
in the previous proof, this can be done (greedily) so that

Po(R) < [] (1—$)<exp(— > é)

deDg deDg

1 _
<exp<1— 1_[ (1+;)><e2 ’.

peP
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Now, for each x| € Ry, let P; ! be a set of new primes (i.e., disjoint for each
choice of x1, and disjoint from P;) such that p > M forevery p € P;', and

1
t—1< 1+—><t.
11+,
pEP,)
Set

peP;]

and choose a collection of arithmetic progressions A5' = {ag+dZ : d € D;'}
0 as to minimize the density of the uncovered set

R;l = {(xl, y):yE€ ZQEI} \ U A,
Aedy!
where (as usual) each A € A3' is viewed as a subset of Zg, x Z ol Note that

]P)()(RXI)gl l_[ (1_1)<Lexp<l_ l_[ (1—|—l>)<ez—t’
2 0, d 0. p 01

X1

dQieD; peP,

and hence, setting R := | R; ! and summing over x| € Ry, we have

X1ER|
2—t

¢ — —
Po(R2) < |Rq] - =Py(Ry) - e2 ! < 62(2 f)‘
1

To describe a general step of this construction, suppose that we have already
defined the tree of primes and progressions to depth i — 1, and foreach x| € Ry,
X2 € R, ..., xi—1 € R;"/7"7? chooseaset P! of new primes (disjoint
from all previously chosen sets) such that p > M for every p € Pixl il

and

1
t—1< (1 + —) <t
)]:sti—l p
pEP;

1

Set

XlyeonXi—1
0; = l_[ p
X1 5eeesX,
PEP;
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and

pleeticl {d- 01 - Q;l "'Qfl_’i"’xi_z :d>1landd | Q?l """ xi_l},

1

and choose a collection of arithmetic progressions .Afl""’x"’l ={aq +dZ :
d € D;"""7'} 50 as to minimize the density of the uncovered set

R;Cl ..... Xi—1 = {(xl—l7 y) Ly = ZQ".CI""'Xi—l } \ U A,
AGA;CI,....XI-_I

Xi

X{yenns 1 . .
where, as before, each A € Ai1 ! is viewed as a subset of Lo, % -+ X

. X1yeees Xi—
ZQfl""~Xi—1. Setting R; := U, g, “.Ux,‘flGRXi’l.NXi_z R} ', and repeat-
ing the calculation above, we obtain

. 1 1
PQ(R;CI""’X’J) < o Q).Cl ,,,,, ST | | (1 — E)
: X1 seens X1

and therefore
PO(RI') < IP)O(Ri—l) . ez_t < e(z—l)i,

by induction. Hence, defining A; to be the union of all A7""""*~" and A =
A1 U---UA,, it follows that the uncovered set R has density

Po(R) = Po(R,) < e®™" — 0

asn — 00.
It remains to show that

for every n € N, where D is the set of moduli of progressions in .A. To prove
this, observe first that

A
e =1] (1+5)< 1 (1+1) <t

peP p PEP
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and, assuming (as we may) that M > A,

MO [ (14 2)

/N
—
—
+

| —
+

| >
SN—

deD peP; p PEP p p
1\,
<J](1+=) <2
PEP p
Similarly, we have
d d tk+2
pd) _ p(Q1) Z M()<
e 0i o o
deD, dQi€D,

for each x; € Ry, and, more generally,

=142

X1yeees Xji—2
I
d 0,--- 0" ., d O1---0;

dep; i ajg;t
Hence, summing over i € [n] and sequences x; € Ry, ..., Xj_1 € Rfi’l’"’xi_z,
we obtain
n—1 n—1
pu(d) : 2 oni
Z y < thﬁz.PO(Ri) < Ztm+2.e(2 i _ 92,
deD i=0 i=0
since * < e'73, as required
, quired. O
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