On the Reliability of Frequency-Domain Features for fNIRS BCIs in the Presence of Pain
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Abstract— In this paper, we study the effects of the
presence of pain on the classification accuracy of mental
arithmetic tasks in functional near infrared spectroscopy
(fNIRS)-based brain computer interfaces (BClIs). fNIRS
recordings from prefrontal and motor -cortices are
obtained during the execution of two mental arithmetic
tasks in the presence and absence of external pain
stimuli. Various frequency-domain parameters of the
fNIRS signals, under pain-free and pain conditions, are
extracted for each task and used as features. A support
vector machine with a quadratic kernel (QSVM) is used
as the classifier. Four scenarios for training and testing the
classifier are considered: (1) train and test using pain-free
data, (2) train and test using under-pain data, (3) train
using pain-free data and test using under-pain data, and
(4) train using under-pain data and test using pain-free
data. Results show that the classification accuracy of the
model trained on pain-free data is significantly reduced
when the model is tested on data obtained in the presence
of pain. Similarly, the accuracy drops when the model is
trained on data obtained in the presence of pain but tested
on pain-free data. These results highlight the importance
of considering pain-induced changes in cortical activity
when developing BCIs for patients in need of them.

I. INTRODUCTION

Functional near infrared spectroscopy (fNIRS) is
a non-invasive neuroimaging technique that detects
hemodynamic changes in the cerebral cortex in response
to external stimuli. In fNIRS, light sources and
detectors are placed on the scalp. By measuring
changes in the received light intensities at two
different wavelengths, changes in the concentrations of
oxygenated hemoglobin ([AHbO;]) and deoxygenated
hemoglobin ([AHbBR]), associated with the underlying
brain activities, can be estimated using the modified
Beer-Lambert’s law [1]. Compared to other modalities,
fNIRS offers a better temporal resolution than functional
magnetic resonance imaging (fMRI), and a better spatial
resolution than electroencephalography (EEG) [1].

A brain computer interface (BCI) converts the signals
acquired from the brain pertaining to the user’s
intentions into commands that can be used to
control peripheral devices. EEG has been the most
commonly-used neuroimaging modality for acquiring
signals from the brain in BCIs [2]. Recently, fNIRS,
due to its portability and other advantages, has also
been emerging as a non-invasive modality in BCIs for
acquiring signals from the brain [3]-[9].
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A promising application for BCIs is the development
of assistive devices for patients with motor and
communication disabilities [10]. Patients with motor
disabilities may not be able to use their limbs to perform
certain tasks. Voice activated assistive devices will not
be helpful when the motor disability is accompanied by
the absence of communication abilities. However, such
patients may still retain their cognitive abilities. For
these patients, a BCI can be used to convert the brain
signals corresponding to mental processing of a given
task into commands for controlling peripheral devices.

Pain is among the secondary conditions that is prevalent
in patients with motor or communication disabilities.
The pain could be chronic (i.e., it may last for a long
duration), or acute (i.e., it has a sudden unpredictable
onset with a relatively short duration). The presence of
pain is expected to influence cortical activities [11]-[18].
The influence of pain on cortical activity suggests that
if the subject does not experience pain during the
training process of the BCI, but later experiences pain
while using the device for assistive purposes, the device
could potentially fail to function as intended. A similar
outcome is expected when the patient experiences pain
during the training stage of BCI, but does not experience
pain during the application stage.

This paper aims to investigate the impact of the presence
of pain on the classification accuracy of fNIRS-based
BCIs when frequency-domain parameters are used as
features. Cortical activities are recorded during two
mental arithmetic tasks under two conditions: pain-free
and under-pain. Thermal stimulation is used to induce
pain of acute nature. A support vector machine classifier
with a quadratic kernel (QSVM) is used to classify
the two mental arithmetic tasks under four training
and testing scenarios. As will be shown, when the
classifier is trained using pain-free data and tested using
under-pain data, or when it is trained using under-pain
data and tested using pain-free data, the classification
accuracy significantly drops. Our results suggest that
it is essential to consider the presence of pain in
developing BCI algorithms for patients.

The remainder of this paper is organized as follows.
Experimental procedure and data analysis are described
in Sections II and III, respectively. Results and
discussions are presented in Section IV, and the
conclusions are presented in Section V.
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Figure 1. (a): Placement of optodes and channel configuration:
red circles indicate light sources, blue circles indicate
light detectors and green lines indicate the channels. (b):
Experimental setup
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Figure 2. Visual illustration of a single trial

II. EXPERIMENTAL PROCEDURE

Data was collected from three healthy subjects in
the Neurolmaging Laboratory at Rutgers University.
Written consents approved by the Rutgers’ Institutional
Review Board (IRB) were obtained from subjects prior
to performing the experiments.

fNIRS signals were recorded using NIRx system
(NIRScout, NIRx Medical Technologies, LLC) at
wavelengths of 760 nm and 830 nm, and at a sampling
frequency of 10.41 Hz. 16 sources and 24 detectors were
placed over the prefrontal (PF) and the motor cortices,
resulting in a total of 50 channels. Figure 1 shows the
experimental setup and the location of channels on one
side of the brain. The same configuration was used on
the other side.

The experiment included 5 pain-free and 5 under-pain
blocks that were presented to the subjects in a random
order. In each block, subjects were shown a screen
where the instruction for executing one of the two
considered mental arithmetic tasks was displayed. In
one task, the subjects were asked to perform a mental
subtraction of two displayed numbers (i.e., subtracting
a 2-digit number from a 3-digit number). The other task
was a countdown task, during which the subjects were
asked to count backward starting from the displayed
2-digit number. Each trial of the experiment consisted
of a mental arithmetic task interval lasting 6 seconds,
followed by a rest inter-trial interval of 10-12 seconds.
Figure 2 visually illustrates the timing of each trial.
Each block consisted of 13 trials of each task, resulting
in a total of 65 trials per task and per condition
(pain-free or under-pain).

For the pain-free block, subjects performed the tasks
based on the instruction shown on the screen. For the
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Figure 3. Placement of thermode for inducing pain

under-pain blocks, subjects were exposed to thermal
pain while they performed the tasks. Pain was induced
by applying heat to the dorsum of the left hand via a
standard 30 x 30 thermode from TSA-II from Medoc
(see Figure 3). For each subject, temperature points
related to pain threshold and tolerance were measured
prior to fNIRS recording sessions, using the procedure
described in [18]. Briefly, for each subject, the pain
threshold was measured by increasing the temperature
from the baseline of 32°C at the rate of 1°C/s. The
temperature that became painful for the subject was
noted as the threshold point. The tolerance temperature
was noted as the temperature where the pain became
intolerable. For each subject, the mean of the threshold
and the tolerance temperature points was considered
as the pain temperature, which was applied during
fNIRS recording sessions for the under-pain blocks. For
pain-free blocks, the temperature of thermode was set
to baseline. During the experiment, the position of the
thermode was slightly changed on the dorsum to avoid
habituation to heat.

III. DATA ANALYSIS

The interval from [-1-6] seconds, where O indicates
the onset of stimulus, was selected from each trial.
Pre-processing of the recorded signals was performed
using nirsLAB. Signals were first corrected for drifts
and artifacts. Next, a bandpass filter with a passband
range of 0.01 to 0.2 Hz was applied to remove the
cardiac signal and low-frequency oscillations. Using
the modified Beer-Lambert’s law [1], the filtered
optical intensity signals were converted to [AHbO;| and
[AHbR]. For each trial, baseline correction was done by
subtracting the average of 1 second of the signal before
the onset of the stimulus from the signal. Only [AHbO;]
was used for further analysis, as it is known to have a
better signal to noise ratio compared to [AHDR)].

Table 1 lists the parameters from the frequency-domain
representation of the pre-processed [AHbO,| signal
that were used as features for the classifier in this
study. Features were extracted during the [0-6] seconds
interval from all the channels. To obtain sufficient
number of samples to train the classifier and avoid
underfitting, the [0-6] seconds interval was divided into
0.5 second segments. Features were extracted from each
segment. This resulted in a total of 12 features from
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each 0.5-seconds segment of the considered interval,
per channel and per trial. The segments were made
non-overlapping to avoid data leakage between the
training and testing sets. Extracted features from all
trials were split into two randomized groups, one for
training (75%) and the other for testing (25%). The
training step is representative of the customization
step of BCI for the patients and the testing step is
representative of the application phase of the BCI.

Table 1. List of frequency-domain features used in this study
obtained from discrete Fourier transform (DFT) and power
spectral density (PSD)
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pain during both the customization and the application
phases. Using features from all 50 channels, the
maximum value of the real part of the discrete Fourier
transform (DFT) delivers the maximum classification
accuracy (88.65%), while the frequency corresponding
to the maximum power gives the lowest classification
accuracy (see Table 2). The achieved classification
accuracy results for this scenario match that of prior
work that have used frequency-domain features in their
classification algorithms [13].

Table 3. Classification accuracy results (%) for scenario 2

A support vector machine with a quadratic kernel was
used as the classifier. Since the data was not linearly
separable, a linear kernel function was not used. No
substantial difference in results were observed in using
a more complex kernel such as the radial basis function
(RBF) that yielded a more complex decision boundary
at the cost of increased processing time. For this reason,
the QSVM was chosen as a good compromise over
the slower RBF kernel. 10-fold cross validation was
employed to avoid overfitting the model.

IV. RESULTS

Classification of the two mental arithmetic tasks of
subtraction and backward counting were performed
under four scenarios. In scenario 1, the SVM classifier
was trained and tested using pain-free data. In scenario
2, the classifier was trained using pain-free data but
tested using the data obtained in the presence of pain. In
scenario 3, the classifier was trained and tested using the
data obtained in the presence of pain, and in scenario 4,
the classifier was trained using the data obtained in the
presence of pain but tested using pain-free data. The
results for classification accuracy, averaged across all
subjects, are tabulated in Tables 2-5.

Table 2. Classification accuracy results (%) for scenario 1

Features Scenario 1
All PF Motor
Max PSD 84.87+£2.2 | 71.08+2.2 83.26+2.1
Med PSD 85.09+2 71.56+1.9 83.91+2.1
Var PSD 76.60+2.6 56.81+4.8 75.60£2.3
Max Real{DFT} 88.65+1.9 | 7224422 86.60+2
Freq of Max Real{ DFT} 81.47+£1.9 | 63.01£2.3 | 77.41+1.9
Freq of Max PSD 50.43+2.4 | 49.36+2.1 49.74+2.2

In scenario 1, not much difference in the [AHDO;]
signals from the training and testing phases is expected,
and therefore, a high accuracy is achieved. This scenario
resembles cases in which the patient does not experience
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. Features Scenario 2
Feature Notation All PF Motor
Maximum value of power spectral density Max PSD

Median value of power spectral density Med PSD Max PSD 50.72+2.5 54.1342.4 50.364+2.3
Variance value of power spectral density Var PSD Med PSD 51.09+2.3 54.7242.3 50.2242.3
Maximum value of real part of DFT Max Real{DFT} Var PSD 50.46+2.4 51.63+2.7 50.27+2.6
Frequency corresponding to Max Real{DFT} Freq of Max Real{DFT} Max Real{DFT} 52.6842.6 | 524426 | 523242.6
Frequency corresponding to maximum value of power Freq of Max PSD Freq of Max Real{DFT} 505127 31.8313 50.63L2.4

Freq of Max PSD 50.71£2.2 49.67+2.1 51+2.1

In scenario 2, where the classifier was trained using
pain-free data but tested using under-pain data, is akin
to the situation where the patient does not experience
pain during the customization phase but experiences
acute pain during the operating phase of the BCL
The presence of pain is expected to influence cortical
brain activities and thus, the [AHbO,| signals [11].
In this scenario, the average classification accuracy
significantly drops to almost the chance level (see Table
3), suggesting the influence of pain on brain activity.
The results suggest that a model that is trained on
pain-free data will fail to perform in the presence of
pain, and the BCI-controlled peripheral device is certain
to not perform as intended.

Table 4. Classification accuracy results (%) for scenario 3

Features Scenario 3
All PF Motor
Max PSD 85.09+2.3 | 72.49+2.2 | 82.754+2.3
Med PSD 85.02+2.2 72.68+2.4 83.07+2.3
Var PSD 76.02+£2.3 | 60.294+3.2 | 73.69+2.6
Max Real{DFT} 89.91+1.7 73.65+2 87.09+£1.9
Freq of Max Real{DFT} 83.14+2.7 | 65.54+2.3 80.13+£1.9
Freq of Max PSD 49.96+2.1 48.80+2 50.82+2.4

Scenario 3 is representative of a case where the patient
experiences pain of similar nature during both the
customization and the operating phases of the BCL
Once again, the maximum value of the real part of
the DFT delivers the maximum classification accuracy
(89.91%), while the frequency corresponding to the
maximum power gives the lowest classification accuracy
result (see Table 4).

Scenario 4 presents a situation where the patient
experiences acute pain during the customization phase
but does not experience pain during the operating phase
of the BCI. As can be seen in Table 5, the average
classification accuracy for all cases of using various
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features in this scenario drops to the chance level again,
suggesting that a model that is trained on the data
obtained in the presence of pain, will not be a suitable
one in the absence of the pain.

Table 5. Classification accuracy results (%) for scenario 4

Features Scenario 4
All PF Motor
Max PSD 50.63+£2.6 53.75+£2.2 | 50.92+2.4
Med PSD 50.54+2.5 54.05+2.4 | 50.57+2.3
Var PSD 50.72+2.7 50.78+2.6 | 50.95+2.6
Max Real{DFT} 53+2.3 53.5242.5 51.60+2.7
Freq of Max Real{DFT} | 50.52+2.3 | 50.69+2.2 | 50.13+2.5
Freq of Max PSD 50.85+2.4 | 49.22424 | 50.47+2.4

In addition, we investigated the question of how the
classification accuracy results change if instead of
considering all 50 channels, channels from only the
motor cortex or from only the prefrontal (PF) cortex are
considered. The accuracy results for all four scenarios
are shown in Tables 2-5. It can be seen that for scenarios
1 and 3, the use of data from all channels results in
an improved accuracy of 1% to 4% compared to using
data from the motor channels alone. The improvement
in the classification accuracy while using data from
all channels ranged from 13% to 20% compared to
using data from the prefrontal channels alone. Thus, the
classification accuracy is enhanced when data from all
channels are used collectively.

V. CONCLUSIONS

In this work, the use of frequency-domain features
for classifying mental arithmetic tasks for fNIRS-based
BCIs in the absence and the presence of pain was
explored. The performance of the classifier model
was investigated under four scenarios: 1) the model
was trained and tested using pain-free data, 2) the
model was trained using pain-free data and tested using
under-pain data, 3) the model was trained and tested
using under-pain data, and 4) the model was trained
using under-pain data and tested using pain-free data.
The classification accuracy of the model was taken as
the measure of performance. Results indicated that the
presence of pain significantly affects the classification
accuracy of the model due to its impact on cortical
activity.

It was also established that while frequency-domain
features of fNIRS signals provide high accuracy results
for the classification of the mental arithmetic tasks, they
cannot yield a model that is immune to the sudden
occurrences of pain. Thus, it is essential to consider
the presence of pain in developing BCIs for assistive
devices for patients. Additionally, our results indicated
that features extracted from both the prefrontal and
motor cortices of the brain collectively yield more
accurate results as opposed to using features extracted
from these areas individually.
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Future work will involve exploring features in other
domains to identify a set of features that are immune to
the presence of pain.
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