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ABSTRACT
We introduce chroma subsampling for 3D point cloud attribute com-
pression by proposing a novel technique to sample points irregularly
placed in 3D space. While most current video compression stan-
dards use chroma subsampling, these chroma subsampling methods
cannot be directly applied to 3D point clouds, given their irregular-
ity and sparsity. In this work, we develop a framework to incorpo-
rate chroma subsampling into geometry-based point cloud encoders,
such as region adaptive hierarchical transform (RAHT) and region
adaptive graph Fourier transform (RAGFT). We propose different
sampling patterns on a regular 3D grid to sample the points at dif-
ferent rates. We use a simple graph-based nearest neighbor interpo-
lation technique to reconstruct the full resolution point cloud at the
decoder end. Experimental results demonstrate that our proposed
method provides significant coding gains with negligible impact on
the reconstruction quality. For some sequences, we observe a bitrate
reduction of 10-15% under the Bjontegaard metric. More generally,
perceptual masking makes it possible to achieve larger bitrate reduc-
tions without visible changes in quality.

Index Terms— chroma subsampling, compression, interpola-
tion, attributes.

1. INTRODUCTION

Thanks to advances in sensor technology and faster acquisition pro-
cesses, point clouds are becoming increasingly popular means to
represent 3D scenes. Therefore, compression of point clouds has re-
ceived considerable attention and the Moving Picture Experts Group
(MPEG) is currently developing compression standards specifically
for point clouds [1]. A 3D point cloud is a list of unordered points in
RN⇥3, X = {(xi, yi, zi)}, along with their corresponding attributes
{(ri, gi, bi)}. Attributes can be color, intensity or surface normals.
In order to effectively store and transmit point clouds, both geome-
try and attributes have to be compressed. In this work, we focus on
compression of point cloud color attributes.

Geometry-based point cloud compression (G-PCC) and video-
based point cloud compression (V-PCC) are the two approaches
standarized by MPEG. G-PCC methods exploit geometry informa-
tion to encode the associated attributes, while V-PCC is a projection-
based method wherein 3D points are projected onto a 2D image so
that the existing image/video encoding methods can be used [2].
The region adaptive hierarchical transform (RAHT) [3], a multi-
resolution orthogonal transform, has been evaluated as a G-PCC
codec by MPEG [1, 2]. In addition to RAHT, various alternative
transforms have been proposed for attribute compression [4, 5, 6, 7].

For color attribute compression, the RGB values are first trans-
formed to a YUV space where the Y, U and V components are
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encoded. Given that the human visual system is more sensitive to
the changes in luminance (Y) than to the changes in chrominance
(U and V) [8, 9], in image and video coding chroma components
are often encoded at a lower resolution than luminance compo-
nents, without significant perceptual degradation [10, 11, 12]. Most
current video compression standards, including H.264/AVC and
H.265/HEVC, provide different sampling rates for the luminance
and chrominance components [13]. These perceptual observations
are also valid for point cloud color attributes [14, 15].

On regular 2D grids, sampling at different rates can be per-
formed by selecting pixels using specific regular patterns in both
horizontal and vertical directions [16]. As a result, V-PCC meth-
ods can leverage directly the effectiveness of chroma subsampling
for video by sampling pixels after they have been projected onto a
2D image. However, G-PCC methods compress the attributes by us-
ing the geometry information and the irregular placement of points
in 3D space means that chroma subsampling is not as straightfor-
ward as for 2D images. In fact, to the best of our knowledge, none
of the existing G-PCC methods use chroma subsampling.

In this paper, we propose a new approach to leverage the per-
ceptual redundancies and smoothness of the chroma signals on the
point cloud in order to improve the performance of G-PCC methods
for attribute compression. We also propose low complexity sampling
patterns for different sampling rates. Our approach is based on in-
tersecting a regular sampling pattern on the complete 3D grid with
the point cloud geometry. The proposed 3D sampling method is fast
and can be implemented with few bitwise operators. We use a sim-
ple graph based filter for interpolation, which can be implemented
by K-nearest neighbor graph construction and sparse matrix-vector
product. Thus, the proposed sampling method has a low complexity
overhead for G-PCC encoders while providing significant gains.

The rest of the paper is organized as follows. Section 2 describes
proposed sampling and interpolation methods. Experimental results
and complexity analysis are shown in Section 3 and we conclude the
paper in Section 4.

2. PROPOSED METHOD

2.1. Chroma subsampling in Images/Videos

In chroma subsampling the chroma signals (U and V) are encoded at
a lower resolution to reduce bitrate, which allows more bandwidth
to be allocated to the luma signal. These approaches are motivated
by perceptual studies showing that the effect of chroma subsampling
is masked by the presence of full resolution luminance [14, 9].

Chroma subsampling is used in most video coding standards in-
cluding the recent Versatile Video Coding (VVC) [13]. The main
components of chroma subsampling are, sampling and interpola-
tion. There are different schemes to sample the chroma components
on a 2D grid as shown in Table 1. The most commonly used for-



Fig. 1: Point cloud attribute compression pipeline using G-PCC encoders with chroma subsampling. The luminance signal (Y) will be directly
passed to the G-PCC encoder, whereas chrominance signals (U and V) will be downsampled at a given sampling rate before encoding. At the
decoder side, we interpolate the downsampled chrominance signal values and reconstruct the attributes of the full resolution point cloud.

mat is 4:2:0, where the horizontal and vertical resolutions of both
the chroma components are halved. In all these sampling formats,
2 ⇥ 2 blocks are considered, where either the upper-left U and V
component of the block are selected, or the sampled U and V com-
ponent are obtained by averaging all the U,V components of a 2⇥ 2
block. Note that interpolation/upsampling is carried out by copying
the same sampled value to all the 4 respective locations of a 2 ⇥ 2
U, V block. A more sophisticated and widely used method is bilin-
ear interpolation, where upsampling is done by computing weighted
average of nearest pixels.

subsampling
scheme

luma resolution chroma resolution
V H V H

4:4:4 Full Full Full Full
4:2:2 Full Full Full 1/2
4:2:0 Full Full 1/2 1/2

Table 1: Different chroma subsampling schemes in images/videos,
where V and H correspond to vertical and horizontal resolutions,
respectively.

2.2. Challenges in point cloud chroma subsampling

Unlike in images, defining a sampling pattern and formats for dif-
ferent sampling rates is not straightforward for point clouds. The
main challenges with point clouds are that 1) points are irregularly
placed in 3D space, 2) there is a lack of spatial correlation, and 3)
there is variation in spatial point density. Because of these chal-
lenges, classical image and video processing techniques cannot be
applied directly to point clouds. In order to use chroma subsampling
for G-PCC encoders, we have to design sampling and interpolation
techniques for 3D points with desirable properties, including com-
putational efficiency. The complete pipeline of chroma subsampling
for G-PCC encoders is shown in Figure 1.

2.3. Proposed sampling

We propose a computationally fast sampling method for irregular
points in 3D. Let V = {vi = (xi, yi, zi)}, 8i 2 RN⇥3 represent
the 3D coordinates of N points. We assume that the points are vox-
elized and represented as integer coordinates. We define a sampling

pattern on a regular 3D grid for a particular sampling rate. Then, the
defined sampling pattern is overlapped onto the irregular 3D points
of the point cloud to generate the sampling set. For a sampling rate
of 0.5, we sample every second point in the x, y and z directions.
Similarly, for a sampling rate of 0.33 and 0.25, we sample every
third and fourth point respectively in the x, y and z directions. The
sampling patterns for 0.5, 033 and 0.25 sampling rates are shown in
Figure 2a, 2b and 2c, respectively. To mathematically formulate the
sampling rule, let us define a function fk(vi) such that,

fk(vi) =

⇢
1, if xi + yi + zi = 0 (modk)

0, otherwise.
(1)

The function fk(vi) maps every point in V to {0, 1} i.e., fk : V !

{0, 1}. Therefore, the sampling set can be defined as,

S = {i : fk(vi) = 1}, (2)

and the sampling rate for fk(·) is 1/k. The proposed sampling
method has a low overhead on G-PCC encoders since it can be im-
plemented with O(N) operations.

2.4. Proposed interpolation

After the sampled points of chroma signal are encoded, we use inter-
polation to reconstruct chroma signal at the decoder end. Note that
the full resolution geometry has to be encoded, since it is needed to
represent the full resolution luma information. In our comparisons
we assume that the point cloud geometry is available at both the
encoder and decoder side and focus only on the cost of encoding at-
tributes. We use graph based filters with K-nearest neighbor (K-NN)
graph construction for interpolation.

Let Ûs = {ui, 8i 2 S} be the low resolution, reconstructed
chroma signal and Usc = {ũj , 8j 2 Sc

} be the chroma values to be
interpolated. The interpolated value at node j 2 Sc is,

ũj =
1
dj

X

i2N(j)
wij ûi; (3)

where the sum is over K-nearest neighbors of node j and di =P
j wij is the degree of node j. We use a Gaussian weighting func-

tion for K-NN graph construction ,

wij = e�
kvi�vjk

2
2

2�2 , (4)



(a) 50% sampling (b) 33% sampling (c) 25% sampling

Fig. 2: Sampling pattern for different sampling rates on a 3D grid. Red points represents the sampling set. The attributes of blue points should
be interpolated using the attributes of red point at the decoder end.

where � = (
P

i,j kvi � vjk
2
2)/N , j 2 Sc, i 2 N(j) and N(j) ⇢

S, vi, vj are the 3D coordinates of points i and j respectively. As
the distance between the points in S and Sc change for different
sampling rates, we choose mean distance between the points in these
two sets for the parameter �. The proposed interpolation method can
be implemented by a sparse matrix-vector product.
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ũ1

ũ2

...
˜u|Sc|

1

CCCA
=

0

BBB@

w11 . . . w1|S|
w21 . . . w2|S|

... . . .
...

w|Sc|1 . . . w|Sc||S|

1

CCCA

0

BBB@

û1
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The chroma signal of the full resolution point cloud can be obtained
by combining the interpolated and decoded chroma signal,

Û = {ûi [ ũj , 8i 2 S and j 2 Sc
}. (6)

The proposed interpolation method can be implemented with
O(KNlog(N)) operations for graph construction and O(KN)
operations for matrix-vector multiplication.

3. EXPERIMENTS

In this section, we present an end-to-end evaluation of the effec-
tiveness of chroma subsampling on attribute compression for two
G-PCC encoders – RAHT and RAGFT. We evaluate the proposed
method on the “8iVFBv2” point cloud dataset1 [17]. The dataset
consists of four sequences: longdress, redandblack, soldier and loot.

We compare the performance of the proposed method against RAHT
and RAGFT without chroma subsampling. We use the Bjontegaard
metric [18] to compare the rate-distortion curves of attribute coding
with and without chroma subsampling. We report results of chroma
subsampling at a sampling rate of 50%. Even though the prelimi-
nary results for 25% and 33% sampling rates are promising, due to
lack of space we are not including them, as they also require a more
thorough evaluation of perceptual quality of the reconstructed point
cloud, which is left for future work.

In all the experiments, we perform uniform quantization and en-
tropy code the coefficients using the adaptive run-length Golomb-
Rice algorithm (RLGR) [19]. For the RAGFT encoder, the block
size of 16 was used in all the experiments [5]. We use K = 10 for
K-NN interpolation. The distortion PSNR for the attributes is calcu-
lated in both the RGB and the YUV space. In the RGB space, we
use pixel-wise PSNR which is given by,

PSNRrgb = �10 log10 (MSErgb) (7)

1http://plenodb.jpeg.org/pc/8ilabs/

where,

MSErgb = (kR� R̂k
2
2 + kG� Ĝk

2
2 + kB � B̂k

2
2)/(3N2552)

and N is the total number of points in the full resolution point cloud.
Along with the pixel-wise PSNR value in RGB space, we use

color-sensitive-based combined PSNR (CS-PSNR), a video quality
assessment metric which takes into account the sensitivity of the hu-
man visual system to different color components [20],

CS-PSNR = �10 log10 (PY MSEY + PUMSEU + PV MSEV ) ,
(8)

where PY = 0.695, PU = 0.130, PV = 0.175 are the weighting
coefficients. The total rate is reported in bits per point [bpp] B =
(BY + BU + BV )/N where, BY , BU and BV represent the bits
required to encode Y, U and V components respectively.

3.1. Results of attribute compression

The rate-distortion curves for four point cloud sequences in the RGB
space and the YUV space are shown in Figure 3 and Figure 4 respec-
tively. There is a considerable gain in attribute coding using chroma
subsampling for both RAHT and RAGFT encoders. Tables 2 and 3
show average PSNR gain and percentage bitrate saving for RAHT
and RAGFT respectively at a sampling rate of 50%. The bitrate sav-
ings for longdress and redandblack sequences is around 10-12%, and
for soldier and loot sequences it is around 2-3%. From our own qual-
itative comparison of reconstructed point clouds with and without
chroma subsampling in Figure 5, we have observed that these signif-
icant reductions in bitrate for attribute coding are achieved with little
or no impact on perceived quality of the reconstructed point cloud.

sequence RGB space YUV space
avg. psnr
gain(dB)

bitrate
saving(bpp)

avg. psnr
gain(dB)

bitrate
saving(bpp)

longdress 0.59 9.61% 0.85 14.24%
redblack 0.56 11.09 % 0.81 17.12%
soldier 0.09 1.9% 0.15 3.0%

loot 0.1 3.13% 0.18 5.63%

Table 2: Average PSNR gain and percentage bitrate savings in RGB
and YUV space using the RAHT encoder at a sampling rate of 50%

3.2. Complexity analysis

We compare the run-time of both RAHT and RAGFT, with and with-
out chroma subsampling. We performed experiments on the first



Fig. 3: Distortion rate curves for color attribute compression in RGB space

Fig. 4: Distortion rate curves for color attribute compression in YUV space using CS-PSNR

(a) Original (b) RAHT: 2.46bpp (c) RAGFT: 2.01bpp (d) S+RAHT: 2.12bpp (e) S+RAGFT: 1.77bpp

Fig. 5: Qualitative comparison of reconstructed point clouds. Figures 5b and 5c shows the reconstructed point clouds from RAHT and
RAGFT without chroma subsampling. Figures 5d and 5e shows the reconstructed point cloud from RAHT and RAGFT respectively with
chroma subsampling at a sampling rate of 50%.

sequence RGB space YUV space
avg. psnr
gain(dB)

bitrate
saving(bpp)

avg. psnr
gain(dB)

bitrate
saving(bpp)

longdress 0.23 4.23% 0.63 10.39%
redblack 0.13 2.64 % 0.53 10.70%
soldier 0.12 1.03% 0.26 3.25%

loot 0.05 1.45 % 0.21 2.74%

Table 3: Average PSNR gain and percentage bitrate savings in RGB
and YUV space using the RAGFT encoder at a sampling rate of 50%

20 point cloud frames of longdress sequence and compute encoder
and decoder run-times. From the results in Table 4 we observe a
very small overhead at the encoder but considerable overhead at the
decoder. This can be attributed to the interpolation process, which
involves graph construction and filtering, whereas the sampling al-
gorithm is implemented in O(N) complexity. However, we expect
that the complexity can be reduced by constructing sparser graphs
by limiting the number of nearest neighbors. We will address the
issue of interpolation complexity in our future work.

time/frame
(in seconds) RAHT RAHT +

sampling RAGFT RAGFT+
sampling

encoding time 0.47 0.72 27.99 34.26
decoding time 0.42 2.53 26.75 35.61

Table 4: Comparison of encoding and decoding time (per frame) for
RAHT and RAGFT encoders on 20 longdress point cloud frames.

4. CONCLUSION

In this work, we have presented chroma subsampling for 3D point
cloud attribute compression in G-PCC based encoders. We have pro-
posed a novel sampling method for 3D points at different sampling
rates. Graph-based filters with K-nearest neighbors graph is used for
interpolation. We evaluated, both qualitatively and quantitatively,
the effectiveness of chroma subsampling on RAHT and RAGFT en-
coders. We observed significant bitrate savings with little or no im-
pact on the perceived quality of reconstructed point cloud. We also
performed complexity analysis and observed that the proposed sam-
pling algorithm is fast and incurs low complexity overhead compared
to interpolation at the decoder end as it involves graph construction.
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