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The interpretation of observations of cooling neutron star crusts in quasipersistent x-ray transients is
affected by predictions of the strength of neutrino cooling via crust Urca processes. The strength of crust
Urca neutrino cooling depends sensitively on the electron-capture and f-decay ground-state-to-ground-
state transition strengths of neutron-rich rare isotopes. Nuclei with a mass number of A = 61 are predicted
to be among the most abundant in accreted crusts, and the last remaining experimentally undetermined
ground-state-to-ground-state transition strength was the # decay of ®'V. This Letter reports the first

experimental determination of this transition strength, a ground-state branching of 8.1f§‘_‘?%, corresponding

to alog ft value of 5.5 i(())zz This result was achieved through the measurement of the f-delayed y rays using
the total absorption spectrometer SuN and the measurement of the f-delayed neutron branch using the
neutron long counter system NERO at the National Superconducting Cyclotron Laboratory at Michigan
State University. This method helps to mitigate the impact of the pandemonium effect in extremely neutron-
rich nuclei on experimental results. The result implies that A = 61 nuclei do not provide the strongest
cooling in accreted neutron star crusts as expected by some predictions, but that their cooling is still larger
compared to most other mass numbers. Only nuclei with mass numbers 31, 33, and 55 are predicted to be
cooling more strongly. However, the theoretical predictions for the transition strengths of these nuclei are
not consistently accurate enough to draw conclusions on crust cooling. With the experimental approach
developed in this work, all relevant transitions are within reach to be studied in the future.

DOI: 10.1103/PhysRevLett.125.262701

X-ray observations of the cooling of transiently accreting
neutron stars provide insights into the properties of the star.
In quasipersistent systems where accretion turns off for
years, long-term observations reveal the thermal profile of
the crust, which probes heat capacity and heat-transport
properties of dense matter (see [1] for a recent review). The
crust, an outer layer where the nuclei are arranged in a
lattice, is built up from the hot ashes of thermonuclear x-ray
bursts that occur on the surface of the neutron star during
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the accretion phase [2,3]. These ashes are incorporated into
the neutron star crust by ongoing accretion and are
converted into increasingly neutron-rich species through
electron captures that occur when the Fermi energy of the
degenerate electrons exceeds the electron-capture energy
thresholds [4—10]. It has been shown that, under realistic
crust conditions at nonzero temperatures, the thermal
elevation of electrons above the Fermi surface allows, in
some cases, the reverse f-decay reactions to occur in
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addition to the electron-capture reactions [11]. The result-
ing cycle of alternating electron captures and £ decays
between the same pair of nuclei can lead to rapid neutrino
cooling. If efficient, such a crust Urca process can impact
the cooling behavior of the neutron star and has to be taken
into account when interpreting x-ray observations of cool-
ing neutron stars [12,13].

Within an electron-capture sequence along an isobaric
mass chain, strong Urca cooling occurs when there are
strong ground-state-to-ground-state electron-capture and
p-decay transitions and when the subsequent electron
capture to the A,Z —2 nucleus is blocked [11]. The
abundance of nuclei with a certain mass number in the
nuclear ashes of the x-ray bursts determines which mass
chains are populated in the neutron star crust of a given
system. Significant cooling is expected from Urca pairs in
the A = 31, 33 mass chains, due, in part, to their significant
abundance in rapid proton-capture process ashes [14];
however, the composition of the burst ashes in this mass
region is uncertain as it depends on freeze-out conditions
and residual helium burning [15]. An important question
addressed here is whether there is any significant cooling
from the ashes of the rp process, which predominantly
produces nuclei in the A = 56-72 mass range [14-16]. The
theoretical model to predict electron capture and S-decay
transition strengths used in current crust models is the
QRPA-fy [17,18] owing to its ability to make consistent
predictions for all relevant nuclei [19,20]. QRPA-fy pre-
dicts A = 56 to be the strongest cooling isobaric chain, but
recent experimental and theoretical results have shown that
this mass chain does not, in fact, cool at all [21]. Based on
the composition of the rp-process ashes, this leaves the odd
A chains A = 55, 57, 59, 61, 63, 65 (the most abundant
odd-A ashes) as predicted candidates for Urca cooling
transitions. In order to ascertain whether the most common
accreted neutron star crusts from mixed H/He bursts
exhibit significant crust Urca cooling, and to quantify
the neutrino cooling rates, it is important to experimentally
constrain the ground-state-to-ground-state transitions in
these mass chains. Here, we present an experimental
approach to provide such constraints and apply it to the
A = 61 mass chain for the first time.

Of all the relevant odd-A nuclides in x-ray burst ashes,
A = 61 nuclei are second most abundant (after A = 65).
It has also been shown that, within the uncertainty of the
%1Ga(p, y)%Ge reaction rate in x-ray burst models, A = 61
could even be the most dominant constituent in the
rp-process ash [14]. Of the four relevant electron-capture
transitions in this mass chain that are located in the outer
crust, experiments in the f-decay direction have established
ground-state-to-ground-state transitions for the first three,
with strengths of log f15(®'Fe) > 7.1 [22], log f14(®'Mn) =
5.02(3) [23], and log f15(°'Cr) = 5.1(2) [24]. Given these
transition strengths and the smaller electron-capture Q
values, Urca cooling in the A = 61 chain occurs, but is

relatively weak. However, for the fourth electron capture
from ®'Cr to 'V, an allowed ground-state-to-ground-state
transition is also possible when considering selection rules
and the estimated ground-state spins for °!Cr (5/27) and
61V (3/27). QRPA-fy theory does not predict a ground-
state-to-ground-state electron-capture transition (the low-
est-lying transition from the ground state is predicted to a
state with 3 MeV excitation energy in ¢'V). However,
QRPA-fy does predict a strong transition (log ft = 4.35) in
the f-decay direction from °'V to a low-lying state with an
excitation energy of just 10 keV in ®'Cr. Within the
theoretical uncertainties, this excitation energy would be
consistent with the ground state. Indeed, if there were a
strong ground-state-to-ground-state transition with log
ft=4.35, A=061 would become the most important
Urca cooling chain for rp-process ashes, even without a
larger A = 61 abundance from a lower than predicted
%1Ga(p, y)%*Ge reaction rate in x-ray bursts. In the -decay
direction, such a strong transition would still be compatible
with the experimentally determined 48.3 ms half-life [25]
within the relatively large Q-value uncertainties of
120+ 0.9 MeV [26] but would require a > 65%
ground-state-to-ground-state branching for the decay.

Previous f-delayed y-spectroscopy studies of ®'V using
an array of high-purity germanium detectors deduced an
upper limit for the f-decay branch to the ground state of
®ICr of 40% [27]. This corresponds to a lower limit on the
log ft value of 4.6, still a very strong Urca cycle. This limit
was obtained from identifying transitions to 12 excited
states and determining the corresponding f-decay feeding
intensities. This level scheme is incomplete, as only states
up to 2.26 MeV were identified, while the -decay Q value
is 12 MeV, and it is likely that the deduced p-decay
feeding intensities reported were subject to the pandemo-
nium effect [28]. Here, we report the first determination of
the p-decay branch of 'V to the ground state and use an
experimental approach that combines use of the total
absorption y spectrometer SuN [29] and the neutron
detector NERO [30]. With its high summing efficiency,
SuN is capable of detecting even very weak y-emitting
transitions in %'Cr fed by the f# decay of ®'V. This avoids the
pandemonium effect and enables accurate determination of
all feeding intensities. NERO was used to determine the
total f-delayed neutron emission branch, including the
transition to the ground state of ®Cr that cannot be
determined through y-ray detection. The ground-state-to-
ground-state branch is extracted from the total number of
decays by accounting for the f-delayed y branchings to all
exited states above and below the neutron separation
energy in ®'Cr and the $-delayed neutron branch to ®Cr
measured with NERO.

The experiment was performed at the National
Superconducting Cyclotron Laboratory (NSCL) at
Michigan State University. ®'V was produced as part of
a mixed secondary beam (36% °'V) by impinging a °Se
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primary beam (140 MeV/u, 35 pnA) on a 352 mg/cm? Be
target and purifying the ensuing fragment beam with the
A1900 fragment separator [31]. The secondary beam was
transported to the experimental end station where it was
implanted into a double-sided Si strip detector (DSSD) at a
total rate of ~80 pp s. An Si PIN detector upstream of the
DSSD was used to characterize incoming beam particles by
recording energy loss and the time of flight from the A1900
scintillator.

The experiment was carried out in two parts: In the first
part, 160000 ®'V ions were implanted into a DSSD that
was part of the NSCL Beta Counting System [32] located
in the center of the NERO neutron detector to detect
p-delayed neutrons in coincidence with f particles detected
by the DSSD following an ion implantation. In the second
part of the experiment, approximately one million ®'V ions
were implanted into a mini DSSD located at the target
position of the SuN y-ray detector to detect #-delayed y rays
in coincidence with g particles. The measured half-life of
1V was 48 £ 1 ms, in agreement with previously measured
values [27,33-37].

A branching for $-delayed neutron emission P, = 14.5 &
2.0% was determined from the number of neutrons detected
in delayed coincidence with an implantation of a ®'V beam
particle. This is consistent with P, > 12% independently
determined from the SuN data, which contains peaks from
the y decay of the -delayed neutron daughter ®Ccr.

For the SuN measurement, the energies deposited by all
p-delayed y rays emitted in coincidence with each detected
p decay were summed together to create the total absorp-
tion spectrum shown in Fig. 1. The S-feeding intensity to
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FIG. 1. Experimental (black) and fitted (red) total absorption

spectrum (top), singles spectrum (bottom), and multiplicity
distribution of the detector segment (inset). The 1-¢ error band
of the fit is shown in blue. The high-energy tail in the total
absorption spectrum is due to a combination of the high-energy
particles from low-energy entry states entering SuN and y-decay
cascades from high-energy entry states.

each state in ¢!Cr is related to the background corrected area
of the total absorption peak at the excitation energy of the
state. The total absorption spectrum shows peaks for all
previously identified states [27], but no additional isolated
states were identified owing to the limited resolution of
SuN and background from summing with f particles.
Nevertheless, the total absorption spectrum records the
feeding of all additional states. To extract this information,
we followed the analysis described in [38,39]. Templates of
the total absorption spectra for  decays to states in 9'Cr and
p-delayed neutron emission to states in %Cr are generated
using GEANT4 simulations. In addition to transitions to
individual states, transitions to unknown levels above
2.26 MeV are treated as a quasicontinuum, with pseudo-
levels inserted every 50 keV up to 3.2 MeV, every 100 keV
up to 3.95 MeV, and every 200 keV up to the Q value of
12.0 (0.9) MeV [26], following the resolution of the SulN
detector.

Because the y-ray summing efficiency is less than 100%,
there is a remaining dependency of the total absorption
spectrum on the detailed y-ray cascade emitted following
the f-decay feeding of a state. For the individual states in
the known level scheme, the cascade branchings were
determined using spectra of individual segments of SulN.
For the quasicontinuum states, the statistical code DICEBOX
[40] was used, with input parameters for the nuclear level
density and y-ray strength functions taken from the RIPL-3
database [41]. The measured total absorption and y-ray
singles spectra were then simultaneously fitted as a linear
combination of all templates. The pf-decay transition
strengths, including the f$-delayed neutron emission feed-
ing, are then the normalized fit coefficients. Figure 1 shows
the good agreement of the template fit with the measured
spectrum as well as the y-ray multiplicity distribution. The
x* values per degree of freedom are 1.26, 3.53, and 1.31 for
the total absorption spectrum, the singles spectrum, and the
combined data, respectively. The resulting f-feeding inten-
sities are listed in Table I. The inferred feedings of low
lying states from [25,27] (right column in Table I) are
systematically larger because of missed transitions from
higher-lying states. The significant feeding to states above
the previously highest-known 2.26 MeV state inferred from
our measurement also allows us to deduce a value, instead
of an upper limit, for the feeding of the ground state.

To assess the error in the f-feeding intensities extracted
from the fit, a Monte Carlo bootstrap study [42] was
performed with 100 000 drawn samples of synthetic data
[greater than the validity sample number metric nIn(n) ~
18 000 in this case] which were then refit to the same set of
templates as the data using the same y> minimization
procedure. The resultant distribution for each of the
parameters was then used to determine the error in each
parameter. Additionally, the impact of the uncertainty in the
p-decay Q value on the extracted f-feeding intensities was
investigated by repeating the fit over the range of the
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TABLE 1. List of f-feeding intensities from this work (left
column) to the identified states in the ®'Cr excitation scheme from
[27], and the corresponding apparent f feedings deduced by [25]
from [27] (right column). The errors given here reflect both the
statistical and systematic errors.

State (keV) This work (%)  Suchyta et al. [25,27] (%)

0 8.1°32 <40
65 2.9504 6.0 (1.2)
97 21794 10 (6)
224 2.0103 7.1 (1.1)
402 0.1779%% 1.7 (0.5)
451 3.0903 5.7 (0.7)
564 0.267937 1.5 (0.4)
632 0.0 1.7 (0.7)
716 44706 6.1 (0.8)
774 3.0002 3.2 (0.7)
1028 8.970¢ 8.4 (0.8)
1233 45102 1.4 (0.3)
2055 4.0104 2.2 (0.7)
2262 58707 2.5 (0.8)
Quasicontinuum 367

P, 1543

uncertainty of the Q value by varying the maximum energy
of the pseudolevels included. The impact of Q-value
uncertainties was found to be negligible compared to
the error from the fit, as the feeding of the states with
the highest excitation energy is relatively weak. Finally, the
systematic uncertainty associated with uncertainties in the
input parameters for DICEBOX (such as the chosen models
for the y-ray strength function or level density), was
assessed by repeating the y?> minimization procedure with
new pseudolevel templates generated when using different
DICEBOX inputs. About 50% of the final uncertainties are
due to this systematic error.

Since the ft values also depend on the Q value
through the Fermi integral, the Q-value uncertainty was
also incorporated into the total uncertainties in the ft
values using Gaussian error propagation. The (Q-value
uncertainty is dominated by the mass uncertainty of %'V
(AM = -30506.429 4 894.234 keV [26]). If this uncer-
tainty were reduced to 100 keV, reasonably achievable by
Penning trap measurements at radioactive beam facilities
[43] in the future, it would reduce the deduced log ft
uncertainties from 0.2 to +0.1.

Figure 2 compares the deduced Gamow-Teller Strengths
B(GT), from our work (assuming that all transitions
are allowed) below the ®!Cr neutron separation energy
S, =3.940.2 MeV [26] with the strength distribution
predicted by QRPA-fy. The calculations use the moderate
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FIG. 2. B (GT) strength for the # decay of °'V as a function of
excitation energy in the daughter nucleus, deduced from the y-ray
data from this work (solid black line) and predicted by QRPA-fy
(red, dashed line). Note that y-ray data can only provide the
strength function up to the neutron separation energy of 3.9 MeV.

oblate deformation of €, ~ —0.1 predicted by the finite-
range droplet model for ®'V [44]. This would imply a
v[321]3/2 ground state for ®!Cr and a #[303]5/2~ ground
state for %'V (e.g., [45]). Previous work had tentatively
assigned ground-state spins and parities of 5/2~ for ®!Cr
and 3/2~ for %'V and explained these with a moderate
prolate deformation [27]. Either scenario results in an
allowed transition and, thus, is consistent with our data.

QRPA-fy correctly predicts a transition to around the
ground state. However, this transition is to an excited state
at 10 keV in °!Cr and, therefore, is not included in the
predicted electron-capture transitions on the ®'Cr ground
state. Therefore, current crust models that only consider
ground-state electron captures [10] do not include a
61Cr—%V Urca cooling pair. This shows the importance
of including low-lying excited parent states in electron-
capture transitions. Overall, theory predicts significant
strength at low excitation energies in line with experimental
results, though the measured strength is more spread out
than predicted, resulting in less strength near the ground
state. The strength function above the neutron separation
energy is probed by the measured P, value. Here, the
predicted value from QRPA-fy of 19% is in good agree-
ment with our measured value of 14.5 & 2%. One reason
for the more fragmented distribution of transition strengths
seen in the experimental data is the contribution from
different deformations. These contributions are not
included in the QRPA-fy calculations, where it is assumed
that the structure of the nucleus can be calculated at a
precise single deformation. No standard, tested procedure
to use superimposed states of different shape in the theory
has yet been developed. This is consistent with previous
work pointing out the importance of shape coexistence in
describing nuclei in this region [46].

With our result we can now calculate the neutrino
cooling from A = 61 nuclei in neutron star crusts solely
using experimental data (The experimentally deduced log
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FIG. 3. The neutrino cooling contribution from individual mass

chains for a neutron star crust made from rp-process ashes [14].
Predictions based on QRPA-fy (blue filled diamonds) are shown
for the strongest cooling chains. For A = 61, we also show the
QRPA-fy prediction when assuming the predicted 10 keV
daughter state in ®'Cr populated by the 8 decay of 'V is in fact
the ground state (red open square, see text for more discussion).
The A =61 cooling rates based on experimental transition
strengths are shown without the contribution from the ¢'Cr-*'V
Urca pair Letter (orange circle) and with the new data on °!Cr-'V
from this Letter (red error bar). Results shown are for a neutron
star radius R = 12 km and a temperature 7 = 0.5 GK and will
scale with R?>T" for different physical parameters.

ft values for the ground-state-to-ground-state transitions in
the other Urca pairs along the A = 61 mass chain may
have, unlike our measurement, significant additional
systematic uncertainties from the Pandemonium effect.
Therefore, the cooling contribution estimated from these
other Urca pairs is an upper limit.). To determine crust
cooling for accreting neutron stars that exhibit rp-process
bursts, we folded the calculated cooling rates in individual
mass chains with the rp-process ash abundances from [14].
The result is shown in Fig. 3. Our deduced ground-state-to-
ground-state log ft value of 5.5’_“8.'22 from this Letter is
significantly higher than the theory value of 4.35 predicted
for the lowest-lying transition by the QRPA-fy model and
results in an Urca cooling rate slower by a factor of 14. It is
consistent with the lower limit of 4.6 implied by the 40%
upper limit of the ground-state-to-ground-state branch from
[27]. Our most important conclusion is that our result
clearly rules out the large cooling contribution from A = 61
ashes predicted when employing the QRPA-fy 6V
p-decay log ft value for the transition to the 10 keV state
in %!Cr. Nevertheless, we find that neutrino cooling from
A = 61 is significantly larger than predicted when taking
QRPA-fy ground-state-to-ground-state transitions at face
value.

We also find that, based on our results, the ®'Cr-°'V Urca
pair still makes the A = 61 mass chain one of the strongest
cooling chains in accreted neutron star crusts (Fig. 3). Only
A =31, 33, and 55 nuclei are predicted to provide stronger
neutrino cooling than A = 61. Reliable experimental data
are still lacking for ground-state-to-ground-state transitions
within those other isobaric chains. We note it was recently
pointed out that neutron transfer reactions may alter the

distribution of abundances across mass chains from
the initial burst ashes distribution [47]. This may alter
the relative weight of the individual mass chains in the ash
composition. Taking this effect into account would require
a significantly expanded reaction network with detailed sets
of realistic ashes, which is under development but beyond
the scope of this experimental Letter. Our data on the
61Cr-81V Urca pair will be an important input in such future
calculations.

In summary, we have developed an experimental
approach to infer f-decay ground-state-to-ground-state
transition strengths for neutron-rich nuclei, and demon-
strated the importance of such measurements to obtain
reasonably accurate data on Urca cooling in accreted
neutron star crusts. The Urca cooling from A = 61 nuclei
can now be determined based on experimental data. It will
also be important to investigate the strong predicted cooling
in the A=31, A=233, and A =55 mass chains. In
particular, A = 55 is now the strongest predicted cooling
mass chain within the mass range of the rp-process ashes.
All relevant transitions in these mass chains are within
reach for future studies with the experimental approach
developed in this work.
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