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Abstract—Controlled interacting particle systems such as the
ensemble Kalman filter (EnKF) and the feedback particle filter
(FPF) are numerical algorithms to approximate the solution
of the nonlinear filtering problem in continuous time. The
distinguishing feature of these algorithms is that the Bayesian
update step is implemented using a feedback control law. It has
been noted in the literature that the control law is not unique.
This is the main problem addressed in this paper. To obtain
a unique control law, the filtering problem is formulated here
as an optimal transportation problem. An explicit formula for
the (mean-field type) optimal control law is derived in the linear
Gaussian setting. Comparisons are made with the control laws for
different types of EnKF algorithms described in the literature.
Via empirical approximation of the mean-field control law, a
finite-N controlled interacting particle algorithm is obtained. For
this algorithm, the equations for empirical mean and covariance
are derived and shown to be identical to the Kalman filter. This
allows strong conclusions on convergence and error properties
based on the classical filter stability theory for the Kalman filter.
It is shown that, under certain technical conditions, the mean
squared error (m.s.e.) converges to zero even with a finite number
of particles. A detailed propagation of chaos analysis is carried
out for the finite-N algorithm. The analysis is used to prove weak
convergence of the empirical distribution as N — <. For a certain
simplified filtering problem, analytical comparison of the m.s.e.
with the importance sampling-based algorithms is described. The
analysis helps explain the favorable scaling properties of the
control-based algorithms reported in several numerical studies
in recent literature.

I. INTRODUCTION

The subject of this paper concerns Monte-Carlo methods
for simulating a nonlinear filter (conditional distribution) in
continuous-time settings. The mathematical abstraction of any
filtering problem involves two processes: a hidden Markov
process {X;};>0 and the observation process {Z;};>o. The
numerical problem is to compute the posterior distribution
P(X; € -|Z) where % := 0{Z;;0 <s <t} is the filtration
generated by the observations. A standard solution approach
is the particle filter which relies on importance sampling to
implement the effect of conditioning [3], [4]. In numerical
implementations, this often leads to the particle degeneracy
issue (or weight collapse) whereby only a few particles have
large weights. To combat this issue, various types of resam-
pling schemes have been proposed in the literature [5], [6].

In the past decade, an alternate class of algorithms has
attracted growing attention. These algorithms can be regarded
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as a controlled interacting particle system where the central
idea is to implement the effect of conditioning using feedback
control. Mathematically, this involves construction of con-
trolled stochastic process, denoted by {X;},>0. In continuous-
time settings, the model for the X, is a stochastic differential
equation (sde):

dX, = u,(X,)dt + K, (X,)dZ, + [additional terms], Xo = X,

(1
where the [additional terms] are pre-specified (these terms
may be zero). The control problem is to design mean-field
type control law {u;(-)};>0 and {K;(-)};>0 such that the
conditional distribution of X; (given 25) is equal to the
posterior distribution of X;. If this property holds, the filter
is said to be exact. In a numerical implementation, the mean-
field terms in the control law are approximated empirically
by simulating N copies of (1). The resulting system is a
controlled interacting particle system with a finite number of
N interacting particles. The particles have uniform importance
weights by construction. Therefore, the particle degeneracy
issue does not arise. Resampling is no longer necessary and
steps such as rules for reproduction, death or birth of particles
are altogether avoided.

The focus of this paper is on (i) formal methods for design
of control laws (u/(-) and K,(-)) for (1); (ii) algorithms for
empirical approximation of the control laws using N particles;
and (iii) error analysis of the finite-N interacting particle mod-
els as N — co. The main problem highlighted and addressed
in this paper is the issue of uniqueness: one can interpret the
controlled system (1) as transporting the initial distribution
at time t = 0 (prior) to the conditional distribution at time
t (posterior). Clearly, there are infinitely many maps that
transport one distribution into another. This suggests that there
are infinitely many choices of control laws that all lead to exact
filters. This is not surprising: The exactness condition specifies
only the marginal distribution of the stochastic process {X; };>0
at times ¢ > 0, which is not enough to uniquely identify a
stochastic process, e.g., the joint distributions at two time
instants are not specified.

Although these issues are relevant more generally, the scope
of this paper is limited to the linear Gaussian problem. A
motivation comes from the widespread use of the ensemble
Kalman filter (EnKF) algorithm in applications. It is noted
that the mean-field limit of the EnKF algorithm is exact only
in linear Gaussian settings. The issue of non-uniqueness is
manifested in the different types of EnKF algorithms reported
in literature. Some of these EnKF types are discussed as part
of the literature survey (in Sec. I-B) and in the main body of
the paper (in Sec. II-B).



A. Contributions of this paper

The following contributions are made in this paper:

1) Non-uniqueness issue: For the linear Gaussian problem,
an error process is introduced to help explain the non-
uniqueness issue in the selection of the control law
in (1). The error process helps clarify the relationship
between the different types of control laws leading to the
different types of EnKF algorithms that have appeared
over the years in the literature.

2) Optimal transport FPF: To select a unique control
law, an optimization problem is proposed in the form
of a time-stepping procedure. The optimality concept
is motivated by the optimal transportation theory [7],
[8]. The solution of the time-stepping procedure yields
a unique optimal control law. The resulting filter is
referred to as the optimal transport FPE. The procedure is
suitably adapted to handle the case, important in Monte-
Carlo implementations with finitely many N particles,
where the covariance is singular. In this case, the optimal
(deterministic) transport maps are replaced by optimal
(stochastic) couplings. The general form of the optimal
FPF includes stochastic terms which are zero when the
covariance is non-singular.

3) Error analysis: A detailed error analysis is carried out
for the deterministic form of the optimal FPF for the fi-
nite but large N limit. For the purposes of error analysis,
it is assumed that the linear system is controllable and
observable, and the initial empirical covariance matrix
is non-singular. The main results are as follows:

(1) Empirical mean and covariance of particles is
shown to converge almost surely to exact mean and
covariance as t — oo even for finite N (Prop. 2-(i));

(ii)) Mean-squared error is shown to be bounded by
Ce Mt where the constant C has polynomial depen-
dence on the problem dimension (Prop. 2-(ii));

(iii) A propagation of chaos analysis is carried out
to show that empirical distribution of the particles
converges in a weak sense to the exact filter poste-
rior distribution (Cor. 1).

4) Comparison to importance sampling: For a certain
simplified filtering problem, a comparison of the m.s.e.
between the importance sampling and control-based
filters is described. The main result is to show that using
an important sampling approach, the number of particles
N must grow exponentially with the dimension d. In
contrast, with a control-based approach, N scales at most
as order d? in order to maintain the same error (Prop. 4).
The conclusions are also verified numerically (Fig. 1).

This paper extends and completes the preliminary results
reported in our prior conference papers [1], [2]. The optimal
transport formulation of the FPF and the time-stepping proce-
dure was originally introduced in [1]. However, its extension
to the singular covariance matrix case, in Sec. III-D, is original
and has not appeared before. Preliminary error analysis of
the deterministic form of optimal FPF appeared in our prior
work [2]. The current paper extends the results in [2] in

two key aspects: (i) The error bounds for the convergence
of the empirical mean and covariance, in Prop. 2-(ii), reveal
the scaling with the problem dimension (see Remark 3-(ii)),
whereas previous results did not; (ii) The propagation of
chaos analysis is carried out for the vector case (Cor. 1),
whereas previous result was only valid for the scalar case.
These improvements became possible with a proof approach
that is entirely different than the one used in [2]. Finally, the
analytical comparison with the importance sampling particle
filter, in Sec. V, is new.

B. Literature survey

Two examples of the controlled interacting particle systems
are the classical ensemble Kalman filter (EnKF) [9]-[12] and
the more recently developed feedback particle filter (FPF) [13],
[14]. The EnKF algorithm is the workhorse in applications
(such as weather prediction) where the state dimension d is
very high; cf., [12], [15]. The high-dimension of the state-
space provides a significant computational challenge even in
linear Gaussian settings. For such problems, an EnKF imple-
mentation may require less computational resources (memory
and FLOPS) than a Kalman filter [15], [16]. This is because the
particle-based algorithm avoids the need to store and propagate
the error covariance matrix (whose size scales as d?).

An expository review of the continuous-time filters in-
cluding the progression from the Kalman filter (1960s) to
the ensemble Kalman filter (1990s) to the feedback particle
filter (2010s) appears in [17]. In continuous-time settings,
the first interacting particle representation of the nonlinear
filter appears in the work of Crisan and Xiong [18]. Also
in continuous-time settings, Reich and collaborators have
derived deterministic forms of the EnKF [12], [19]. In discrete-
time settings, Daum and collaborators have pioneered the
development of closely related particle flow algorithms [20],
[21].

The technical approach of this paper has its roots in the op-
timal transportation theory. These methods have been widely
applied for uncertainty propagation and Bayesian inference:
The ensemble transform particle filter is based upon com-
puting an optimal coupling by solving a linear optimization
problem [22]; Polynomial approximations of the Rosenblatt
transport maps for Bayesian inference appears in [23], [24];
Solution of such problems using the Gibbs flow is the subject
of [25]. The time stepping procedure of this paper is inspired
by the J-K-O construction in [26]. Its extension to the filtering
problem appears in [27]-[30].

Closely related to error analysis of this paper is the recent
literature on stability and convergence of the EnKF algorithm.
For the discrete-time EnKF algorithm, these results appear
in [31]-[35]. The analysis for continuous-time EnKF is more
recent. For continuous-time EnKF with perturbed observation,
under additional assumptions (stable and fully observable), it
has been shown that the empirical distribution of the ensemble
converges to the mean-field distribution uniformly for all time
with the rate O(ﬁ) [36]. This result has been extended
to the nonlinear setting for the case with Langevin type
dynamics with a strongly convex potential and full linear



observation [37]. The stability assumption is recently relaxed
in [38]. Under certain conditions, convergence and long term
stability results appear in [39].

In independent numerical evaluations and comparisons, it
has been observed that EnKF and FPF exhibit smaller sim-
ulation variance and better scaling properties — with respect
to the problem dimension — when compared to the traditional
methods [40]-[44]. The error analysis (in Sec. IV) together
with the analytical bounds on comparison with the importance
sampling (in Sec. V) provide the first such rigorous justifica-
tion for the performance improvement reported in literature.
The analysis of this paper is likely to spur wider adoption of
the control-based algorithms for the purposes of sampling and
simulation.

C. Paper outline

Sec. II includes the preliminaries along with a discussion of
the non-uniqueness issue. Its resolution is provided in Sec. III
where the optimal FPF is derived. The error analysis appears
in Sec. IV and comparison with importance sampling particle
filter is given in Sec. V. The proofs appear in the Appendix.

Notation: For a vector m, ||m||, denotes the Euclidean norm.
For a square matrix X, ||Z||r denotes the Frobenius norm, ||X||»
is the spectral norm, Tr(X) is the matrix-trace, Ker(X) denotes
the null-space, Range(X) denotes the range space, and Spec(X)
denotes the spectrum. For a symmetric matrix X, Amax(X) and
Amin(X) denote the maximum and minimum eigenvalues of X
respectively. The partial order of positive definite matrices is
denoted by > such that A > B means A — B is positive definite.
A (m,L) is a Gaussian probability distribution with mean m
and covariance X.

II. THE NON-UNIQUENESS ISSUE
A. Preliminaries
The linear Gaussian filtering problem is described by the
linear stochastic differential equations (sde-s):
dX; = AX,dt + opdB;,
dZ, = HX,dt +dW;,

(2a)
(2b)

where X, € R? and Z, € R™ are the state and observation at
time 7, {B;}>0,{W:};>0 are mutually independent standard
Wiener processes taking values in R? and R”, respectively,
and A, H, op are matrices of appropriate dimension. The
initial condition X is assumed to have a Gaussian distribution
A (mg,Xp). The filtering problem is to compute the posterior
distribution,

m() == P(X, €| %), 3)

where 2 :=0(Z;; 0 <s<t1).

Kalman-Bucy filter: In this linear Gaussian case, the posterior
distribution m; is Gaussian .4 (m,,X;), whose mean m, and

variance ¥; evolve according to the Kalman-Bucy filter [45]:
dm; = Am,dt + K, (dZ, — Hm,dt), (4a)

d
52, =Ricc(X,) := AL, + LA + X3 —XH'HY,,  (4b)

[ Variable [ Notation | Equation ]

State of the hidden process X Eq. (2a)

State of the i particle in finite-N sys. X/ Eq. (8), (21)

State of the mean-field model X Eq. (5), (19)

Kalman filter mean and covariance me, Xy Eq. (4a)-(4b)
Empirical mean and covariance m,(N),)_:,(N) Eq. (9)

Mean-field mean and covariance e, Xy Eq. (5)-(19)
Conditional distribution of X; I Eq. (3)
Conditional distribution of X; I Eq. (6)
Empirical distribution of particles {X/} n,(N) Eq. (10)

TABLE I: Nomenclature.

where K, :=X,H" is the Kalman gain and X5 := o0 .

Feedback particle filter: The stochastic linear FPF [14, Eq.

(26)] (and also the square-root form of the EnKBF [12, Eq

(3.3)]) is described by the Mckean-Vlasov sde:

HX, + Hm,
2

FPF control law

dX[ == AXtdt + GBdB[ + Kt (dZt - d[),

&)

where K, :=%,H " is the Kalman gain, B, is a standard Wiener
process, m; = E[X;|Z]], L := E[(X; —m,) (X, — ;)" | 2] are
the mean-field terms, and Xo ~ .4 (mg,Zo). We use

7() = P(% € 2) (6)
to denote the conditional distribution of mean-field process X;.

The FPF control law is exact. The exactness result appears
in the following theorem which is a special case of the [14,
Thm. 1] that describes the exactness result for the general non-
linear non-Gaussian case. A proof is included in Appendix A.
The proof is useful for studying the non-uniqueness issue
described in Sec. II-B.

Theorem 1: (Exactness of linear FPF) Consider the linear
Gaussian filtering problem (2a)-(2b) and the linear FPF (5). If
o = 7y then

T = ﬁta Vt 2 0
The notation nomenclature is tabulated in Table 1.

B. The non-uniqueness issue

In the proof of Thm. 1 (given in Appendix A), it is
shown that (i) the conditional mean process {/ };>0 evolves
according to (4a); and (ii) the conditional variance process
{£,}+>0 evolves according to (4b).

Define an error process & := X, —m, for t > 0. The equation
for & is obtained by subtracting the equation for the mean, (38)
in Appendix A, from (5):

1. _
d&t = (A —_— EZtHTH)gt + GBdBt

This is a linear system and therefore, the variance of &, easily
seen to be given by X;, evolves according to the Lyapunov
equation

d. 1. .- 1.
$2, =(A- 5Z,HTH)):, +5(A— EthTH)T +%p
= Ricc(i,)



which is identical to (4b).

These arguments suggest the following general procedure
to construct an exact X; process: Express X, as a sum of two
terms:

)_(t =+ é,

where /1, evolves according to the Kalman-Bucy equation (4a)
and the evolution of & is defined by the sde:

dé[ = G[é[dt + thEt + O't’dV_V,

where {W },>0 and {B},>0 are independent Brownian motions,
and Gy, 0;, and o] are solutions to the matrix equation

GL + %G + 0,0, +0/(c))" =Ricc(E,) (7)

By construction, the equation for the variance is given by the
Riccati equation (4b).

In general, there are infinitely many solutions for (7). Below,
we describe three solutions that lead to three established form
of EnKF and linear FPF:

1) EnKF with perturbed observation [19, Eq. (27)]:
(;t:.IA_itI-ITH7 O-t:itHT, Gt/:GB

2) Stochastic linear FPF [14, Eq. (26)] or square-root form
of the EnKF [12, Eq (3.3)] :

1-
G =A— EZ,HTH, 6, =0p, 0/ =0
3) Deterministic linear FPF [2]:
1. 1-
G =A— 5z,HTH+ 5>:,-123, 6,=0, 0/=0

Given a particular solution G;, one can construct a family
of solutions G; + X, IQt, where Q, is any skew-symmetric
matrix. For the linear Gaussian problem, the non-uniqueness
issue has been discussed in literature: At least two forms of
EnKeF, the perturbed observation form [19] and the square-root
form [12], are well known. A homotopy of exact deterministic
and stochastic filters is given in [46]. An explanation for the
non-uniqueness in terms of the Gauge transformation appears
in [47].

C. Finite-N implementation

In a numerical implementation, one simulates N stochastic
processes (particles) {X/ : 1 <i < N},>0, where X/ is the state
of the iM-particle at time ¢. The evolution of X/ is obtained
upon empirically approximating the mean-field terms. The
finite-N filter for the linear FPF (5) is an interacting particle
system:

HX; + Hm")
2
(N) ._ N gT. rpilN : :

where K"/ := X, "H'; {Bj}}., are independent copies of

B X} i N (mo,Xo) for i =1,2,...,N; and the empirical
approximations of the two mean-field terms are as follows:

:iixi
N =

dX! = AX/dr + opdBi + KN (dz, — ) (8

9

We use the notation

vy 1Y
= 6 i 10

N l; X (10
to denote the empirical distribution of the particles. Here, O
denotes the Dirac delta distribution at x.

III. OPTIMAL TRANSPORT FPF

The problem is to uniquely identify an exact stochastic
process X;. The solution is based on an optimality concept
motivated by the optimal transportation theory [7], [8]. The
background on this theory is briefly reviewed next.

A. Background on optimal transportation

Let uy and py be two probability measures on R? with
finite second moments. The (Monge) optimal transportation
problem with quadratic cost is to minimize

min E[(7(X) - X)?] (11)

over all measurable maps T : RY — R? such that
T(X) ~ fy (12)

If it exists, the minimizer T is called the optimal transport
map between Ly and Uy. The optimal cost is referred to as
L>-Wasserstein distance between py and py [8].

Theorem 2: (Optimal map between Gaussians [48, Prop. 7])
Consider the optimization problem (11)-(12). Suppose tx and
Uy are Gaussian distributions, .4 (my,Xx) and A (my,Xy),
with Xy, Xy > 0. Then the optimal transport map between Ly
and Uy is given by

XN“X?

T(x) =my+F(x—mx) (13)

1
where F:Z (ZZZXZY) 72,%.

B. The time-stepping optimization procedure

To uniquely identify an exact stochastic process X;, the
following time stepping optimization procedure is proposed:
1) Divide the time interval [0, 7] into n € N equal time steps
with the time instants 1o =0<t; < ... <t,=T.
2) Initialize a discrete time random process {X; }7_, ac-
cording to the initial distribution (prior) of X,

Xl() ~ Ty

3) For each time step [f,f;1], evolve the process X;
according to

%y =T(X,), for k=0,..n—1 (14)

where the map T is the optimal transport map between
the probability measures 7, and 7, .
4) Take the limit as n — o to obtain the continuous-time

process X; and the sde:
dX[ :M[(X[)dt+K[(X[)dZ[ (15)

The procedure leads to the control laws u, and K, that
depend upon 7. Since m; is unknown, one simply replaces



it with T; — the two are meant to be identical by construction.
The resulting sde (15) is referred to as the optimal transport
FPF or simply the optimal FPF. A definition is needed to state
the main result.

Definition 1: For a given positive-definite matrix Q > 0,
define v/Ricc(Q) as the (unique such) symmetric solution to
the matrix equation:

VRice(Q)Q + QVRice(Q) = Rice(Q)

Remark 1: The symmetric solution to the matrix equa-
tion (16) is explicitly given by:

VRice(Q) = / ) e *Ricc(Q)e *Cds
0

The solution can also be expressed as:

(16)

VRice(Q) =A— SO H+ 33,07 +Q07 (17)

where Q is the (unique such) skew-symmetric matrix that
solves the matrix equation
Q0 '+o'Q=(A"T-A)+1(QH"H-H"HQ)
+ 3(ZsQ7' ~ 07 '%p)

The main result is as follows. Its proof appears in the
Appendix B.

(18)

Proposition 1: Consider the linear Gaussian filtering prob-
lem (2a)-(2b). Assume the initial covariance Xy > 0. Then the
optimal transport FPF is given by

where K, := &HT, m, = E[X,|Z], £ = E[(X; — m,) (X, —
ﬁ’lt)T|%], X() ~ N(mo,Zo), and G; = v RiCC(i[)

The filter is exact: That is, the conditional distribution of X,
is Gaussian N(im;,%,) with m, =m, and £, = X,.

Using the form of the solution (17) for G; = v/Ricc(%;), the
optimal transport sde (19) is expressed as

_ _ 1 - _
dX, =AX,dr + 5232,—1 (X, —m, )dt

n %K,(dZ, _HX, ;Hmt
Compared to the original (linear Gaussian) FPF (5), the
optimal transport FPF (20) has two differences:

1) The stochastic term opdB; is replaced with the de-
terministic term $Xp%, ' (X; — %, )dr. Given a Gaussian
prior, the two terms yield the same posterior. However,
in a finite-N implementation, the difference becomes
significant. The stochastic term serves to introduce an
additional error of order O(ﬁ)

2) The sde (20) has an extra term involving the skew-
symmetric matrix ;. The extra term does not effect the
posterior distribution. This term is viewed as a correction
term that serves to make the dynamics symmetric and
hence optimal in the optimal transportation sense. It
is noted that for the scalar (d = 1) case, the skew-
symmetric term is zero. Therefore, in the scalar case,
the update formula in the original FPF (5) is optimal. In
the vector case, it is optimal iff Q; = 0.

(20)
dr) + Q51 (X, — iy )dr

C. Finite-N implementation in non-singular covariance case

The finite-N implementation of the optimal transport
sde (19) is given by the following system of N equations:

ax! =am™dr + K™ (dz, — Hm™dr)

21

+vRice(EM) (xF — m™)dr .
fori=1,...,N, where Kt(N) ::Z,(N)HT; X} l'rl\ldL/V(mo,Zo); and
empirical approximations of mean and variance are defined
in (9).

The matrix \/Ricc(Z,(N)) is not well-defined if ZI(N) is a
singular matrix. This is a problem because in a finite-N
implementation, it is possible that ng # 0 even though ¥, > 0.
In particular, when N < d, the empirical covariance matrix is
of rank at most N and hence singular. Note that this problem
only arises for the optimal and deterministic forms of the FPF.
In particular, the stochastic FPF (8) does not suffer from this
issue. It can be simulated for any choice of N. In Sec. III-D,
we extend the optimal transportation formulation to handle
also the singular forms of the covariance matrix.

D. The singular covariance case

The derivation of the optimal FPF (19) crucially relies on
the assumption that £y = 0 which in turn implies that, in the
time-stepping procedure, i,k >0 for k=0,1,...,n—1. In the
proof of Prop. I, the assumption is used to derive the optimal
transport map 7. In general, when the covariance of Gaussian
random variables X, or X, is singular, the optimal transport
map 7; may not exist.

In the singular case, a relaxed form of the optimal trans-
portation problem, first introduced by Kantorovich, is used
to search for optimal (stochastic) couplings instead of (de-
terministic) transport maps [8]. The following example helps
illuminate the issue:

Example 1: Consider Gaussian random variable X and Y
with distributions, A4 (my,Xx) and A4 (my,Ly), respectively.
Suppose

0 1 0 1 0
mX:mY:|:0]a ZX:[O 8], EY:[O 1]

where € > 0 is small. If € > 0, the optimal transportation map
exists, and is given by

If € =0 then there is no transport map that satisfies the
constraints of the optimal transportation problem.

The Kantorovich relaxation of the optimal transportation
problem (11) is the following optimization problem:

mﬂin Ecxy)oullX = Y1% (22)

where i is a joint distribution on R? x R with marginals fixed
to Uy and Uy.



Although a deterministic map does not exist for the € =0
problem, a (stochastic) coupling that solves the Kantorovich
problem (22) exists and is given by

Y:X-l—[ﬂB

where B ~ .47(0,1) is independent of X.

In Appendix C, the Kantorovich relaxation is used to
motivate an optimization problem whose solution yields the
following extension of the optimal FPF:

dX, = Am, +K,(dZ, — Hm,dt) + G, (X, — m,)dt + 0,dB;, (23)

with o; := Pxop where Px is the projection matrix into the
kernel of the matrix ¥,, and G; is any symmetric solution of
the matrix equation

G:Z; + %G, =Rice(E,) — 0;(0;) " (24)

Remark 2: When %, is singular, the solution to the matrix
equation (24) is not unique. It is shown in Appendix C that
the solution is of the following general form:

e+ 1 _ .
G, =A— =YX, HH'" + —PplpEt + PkXpEt + X XP,
t ok +2RB;+KB;+;BK(25)
+ PRQWEF 4 Pe(Q©) —A) P

where &, is the pseudo inverse' of £, Py is projection matrix
onto the range of £, and Q) € R¥*? js a skew-symmetric
matrix that solves a certain matrix equation (46) and QO s
an arbitrary symmetric matrix.
Using the formula (25), the optimal FPF (23) is expressed
as follows:
_ _ 1 - _
dX, =AX,dr + (o +07)op £ (X, — my)dt + 0,dB,
HX, + Hin, (26)

+K,(dz, — dt) + [additional terms]

The formula (26) allows one to clearly see the relationship
between the deterministic and stochastic forms of the opti-
mal FPE. In particular, when the covariance matrix is non-
singular, &7 = £!, and 6; = Pxog = 0. This results in the
deterministic form of the optimal transport FPF (20). When
the covariance matrix is singular, then the effect of the linear
term 3Yp%; Y(X, — m;)dr in (20) is now simulated with the
two terms %(Gg-i- o;1)og & (X, —m,)dt + 6;dB, in (26). This is
conceptually similar to the Example 1, where the deterministic
optimal transport map is replaced with a stochastic coupling.
The [additional terms] in (26) do not affect the distribution.

E. Finite-N implementation in the singular covariance case

The finite-N implementation of the optimal transport
sde (23) is given by the following system of N equations:

dx! =am™dr + k™ (az, — Hm)

oM dBl,  X§ ~ N (mo,Z0)

)+ GV (x1 — m™)dr+

27)

I'The pseudo inverse of matrix Q is the unique matrix QT that satisfies
0t00t =0, 00T =0, 0T Q is symmetric, and QQ" is symmetric [49].

where KI(N)

B, G,(N) = op —ZI(N) (Z,(N))Jrcg, G,(N) is a symmetric matrix

solution to the matrix equation

=xMyT, {Bi}Y | are independent copies of

MM Ly gl

and mt(N) and ZZ(N) are empirical mean and covariance defined

in (9). Note that the stochastic term is zero when op €
Range(\")), which is true, e.g., when o3 € span{X, ..., X"}.

(V) (N) (V) (V)T

= Rice(z™) - 6!V g

IV. ERROR ANALYSIS

This section is concerned with error bounds in the large but
finite N regime. Given that N is large, we restrict ourselves to
the non-singular case. For the purposes of the error analysis,
the following assumptions are made:

Assumption (I): The system (A, H) is detectable and (A, op)
is stabilizable.

Assumption (II): Assume N > d and the initial empirical
covariance matrix ZE)N) > 0 almost surely.

The main result for the finite-N deterministic FPF (21) is
as follows with the proof given in Appendix D.

Proposition 2: Consider the Kalman filter (4a)-(4b) initial-
ized with the prior .4 (mg,Xo) and the finite-N deterministic
form of the optimal FPF (21) initialized with X} "% 4" (mo, %)
fori=1,2,...,N. Under Assumption (I) and (II), the following
characterizes the convergence and error properties of the
empirical mean and covariance (m,(N) , E,(N)) obtained from the
finite-N filter relative to the mean and covariance (my,%;)
obtained from the Kalman filter:

(1) Convergence: For any finite N > 1, as t — oo:
lim eMHmt(N) —my|l2=0 as
t—o0
lim e 5™ — % |p =0 as
t—>oo

for all A € (0,4) where A is a fixed positive constant
(see (48) in Appendix D).

(i) Mean-squared error: For any ¢ > 0, as N — oo:

N
—4At Tr(20)2

N

for all A € (0,A). The constant depends on A, and
spectral norms ||Zo||, |Zw||2 and ||H]|2, where X is the
solution to the algebraic Riccati equation (see Lemma 2).

E[lm™ — m, )] < (const. (28a)

E[Iz™ — %, |12] < (const.)e (28b)

Remark 3: Two remarks are in order:

1) Asymptotically (as ¢ — o) the empirical mean and
variance of the finite-N filter becomes exact. This is
because of the stability of the Kalman filter whereby
the filter forgets the initial condition. In fact, for any
(not necessarily i.i.d Gaussian) {X/}Y |, that satisfy the

assumption Z(()N) > 0, the result holds.
2) (Scaling with dimension) If the parameters of the linear
Gaussian filtering problem (2a)-(2b) scale with the di-

mension in a way that the spectral norms ||Zg||2, || Ze||2,



||H]|2, and Ao do not change, then the constant in the
error bounds (28a)-(28b) do not change. The only term
that scales with the dimension is Tr(Xy). For example,
with Xy = G&Idxd, Tr(Xp) =d Gg. Therefore, the bound
on the error typically scales as d” in problem dimension.

A. Propagation of chaos

In this section, we study the convergence of the empirical
distribution of the particles n,(N) for the finite-N system (21) to
the exact posterior distribution 7;. Derivation of error estimates
involve construction of N independent copies of the exact
process (19). Consistent with the convention to denote mean-
field variables with a bar, the stochastic processes are denoted
as {X/:1<i<N} where X/ denotes the state of the i" particle
at time ¢. The particle evolves according to the mean-field
equation (19) as

dX! = Am,dt + K, (dZ, — Him,dt) + vRice(Z,)(X] —m;)  (29)

where K, =%,H " is the Kalman gain and the initial condition
X{ =X, the right-hand side being the initial condition of the
i" particle in the finite-N FPF (21). The mean-field process
X/ is thus coupled to X! through the initial condition.

In order to carry out the error analysis, the following event
is defined for an arbitrary choice of a fixed matrix Ag > 0:

Say = {ZV) = Ao} (30)
The following proposition characterizes the error between X,
and X}, when the event Sy, is true (the estimate is key to
the propagation of chaos analysis). The proof appears in the
Appendix E.

Proposition 3: Consider the stochastic processes X/ and X/
whose evolution is defined according to the optimal transport

FPF (21) and its mean-field model (29), respectively. The

initial condition X} A4 (mg,%o) for i = 1,2,...,N Then,
under Assumptions (I) and (II):
i Sin 1/2 _ (const.)
E[lX/ - X/|31s,,]'/* < I (31)

The estimate (31) is used to prove the following important
result that the empirical distribution of the particles in the
linear FPF converges weakly to the true posterior distribution.
Its proof appears in the Appendix E.

Corollary 1: Consider the linear filtering problem (2a)-(2b)
and the finite-N deterministic FPF (21). The initial condition
X'~ i ~ A (mg,Xg) for i =1,2,...,N. Under Assumptions (I)
and (II), for any bounded and Lipschitz function f : RY 5 R,

1 1/2

N
Z [f(X:)| 2] <

(const.)

VN

V. COMPARISON TO IMPORTANCE SAMPLING

For the purposes of the comparison of the optimal FPF with
the importance sampling-based particle filter, we restrict to

the static filtering example with a fully observed observation

model:
dXt - 0

dz,

XU ~ ‘/V(Oa Ggld)

(32)
= X[dl + O-deVt

for t € [0,1], where ow,ocp > 0. The posterior distribution at
time t = 1 denoted as mgxacT, is @ Gaussian A (mp,X;) with

2
Z] and 21 O

2 2 o2
+ W o3 +07

Let {X(’) L, be N 11d samples of Xy. The importance
sampling- based particle filter yields an empirical approxima-
tion of the posterior distribution Zgxact as follows:

m) =

Il -x4 13
N - 202
(N) o e w
Ty = Y Wi Oyir Wi= =T (33)
i=1 L e L3
Zi\i e 202

In contrast, given the initial samples {Xo}z 1> the FPF approx-
imates the posterior by implementing a feedback control law
as follows:

=

1 o1 xi+m™
Toee = 3 0 aX = X0z - T

=1 w

dr) (34)

(V)

where the empirical mean m;,
approximated as (9).

The m.s.e in estimating the conditional expectation of a
given function f is defined as follows:

m.s.e.(f) = E[||7F4EN> (f)—

where the subscript * is either the PF or the FPF.

For f(x) = ﬁlTx, a numerically computed plot of the
level-sets of m.s.e, as a function of N and d, is depicted in
Figure 1-(a)-(b). The expectation is approximated by averaging
over M = 1000 independent simulations. It is observed that,
in order to have the same error, the importance sampling-
based approach requires the number of samples N to grow
exponentially with the dimension d, whereas the growth using
the FPF for this numerical example is O(d %) This conclusion
is consistent with other numerical studies reported in the
literature [43].

For the purposes of the analysis, a modified form of
the particle filter is considered whereby the denominator is
replaced by its exact form:

(™)

and covariance X,/ are

mexact(f)]13]

N _Hzl—);g;u%
205
AV _ Ly ; e
==Y w6, W= . 35
PF N; Xy szl—z()n% (35)
Ele 2% [2Z]

The proof of the following result on the scaling of the m.s.e.
with the state dimension d appears in the Appendix F:

Proposition 4: Consider the filtering problem (32) with

state dimension d. Suppose 6y = 6, =6 >0 and f(x) =a'x

where a € RY with ||a||, = 1. Then:
(i) The m.s.e. for the modified form of the importance
sampling estimator (35) is given by

%2 <3(2d) - ;) >

o2 i
m..epp(f) = —2 (36)
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Fig. 1: Level sets of the m.s.e. for the filtering problem (32): (a) importance sampling algorithm (33) and (b) the FPF (34)

algorithm.

(ii)) The m.s.e for the FPF estimator (34) is bounded as

2
m.s.empr(f) < - (3d> +2d) (37)

Remark 4: In the limit as d — oo, the performance of the
importance sampling-based particle filters has been studied in
the literature [50]-[53]. The main result in these papers is
concerned with the particle degeneracy (or the weight collapse)
issue: it is shown that if W — 0 then the largest weight
maxj<;<yw' — 1 in probability. Consequently, in order to
prevent the weight collapse, the number of particles should
grow exponentially with the dimension. This phenomenon is
referred to as the curse of dimensionality for the particle filters.

Remark 5: The scaling with dimension depicted in Fig-
ure 1 (b) suggests that the O(d?) bound for the m.s.e in the
linear FPF is loose. This is the case because, in deriving the
bound, the inequality |- |2 < ||-||r was used. The inequality
is loose particularly so as the dimension grows. Also, it is ob-
served that the m.s.e for the particle filter grows slightly slower
than the lower-bound 2¢. This is because the lower-bound is
obtained for the modified particle filter (35), while the m.s.e is
numerically evaluated for the standard particle filter (33). The
correlation between the numerator and denominator in (33)
reduces the m.s.e error.

VI. CONCLUSIONS & DIRECTIONS FOR FUTURE WORK

In this paper, a principled approach is presented for design
of the EnKF algorithm. The approach is based upon a reformu-
lation of the filtering problem into an optimal transportation
problem. Its solution is referred to as the optimal transport
FPF. Empirical approximation of the mean-field terms in
the control law yield a finite-N form of the algorithm as a
controlled interacting particle system. Detailed error analysis
is presented for the finite-N algorithm including a comparison
with the importance sampling-based approach. Taken together
with numerical comparisons in recent literature, the analysis
of this paper is likely to spur research and application of
controlled interacting particle algorithms for filtering and data
assimilation. There are many directions for future work:

1) Apart from the optimal transportation formulation
stressed in this paper, one may consider alternative
approaches for control design. One possible direction
is based on the Schrodinger bridge problem [54], [55].
It is an interesting question whether such an approach
can lead to stochastic forms of FPF, in contrast to the
deterministic form obtained using the optimal transport
formulation.

2) An important research direction is to extend the stability
and error analysis to the class of finite-N stochastic
EnKF and FPF algorithms. The results in this paper
serve as baseline, in terms of assumptions and order
scalings, for the analysis of the stochastic algorithm.

3) It will be of interest to construct optimization formu-
lations that directly yield a finite-N algorithm without
the need for empirical approximation as an intermediate
step. Such constructions may lead to better error prop-
erties by design.

4) Finally, it is extremely important to understand the curse
of dimensionality (CoD) for general types of controlled
interacting particle systems. The result in Prop. 4 is very
exciting because it suggests that CoD is avoided in the
linear Gaussian case. Whether such a property also holds
for the non-Gaussian case remains an open question.

APPENDIX A
PROOF OF THM. 1

Proof: Tt is first shown that the conditional mean and
variance of X; evolve according to Kalman filtering equations.
Express the sde (5) in its integral form,

HX, + Hing
i B i

t t t
%, = %o+ / AX,ds + / opdB, + / R,(dZ, — )
0 0 0 2



Upon taking the conditional expectation of both sides

t t
— E[R| 2]+ E[ | X 2)+E[ | 0108,|2)

HX +H A&+ Hms
el Rz, " 45) 2
=E[Xo|ffo]+/ E[K,| %4z
+/ AX, — K@\%]ds

I -
— o+ / Amgds + [ R(az— Hing)
0 0

where we used the fact that X, is adapted to the filteration
Z; to obtain the second identity (see [56, Lemma 5.4]). As a
result, the sde for the conditional mean is

dm; = Am,dt + K, (dZ, — Hm,dt) (38)

Define the error & according to & := X, —im,. The equation
for & is obtained by simply subtracting (38) from (5):

LH'H _
d& = (A—=5—)& + opdB
By application of the 1t6’s rule
1. _
d(&&") =(A— S5 H H)&& i + opdB,&|

+EET(AT -

which, following the same procedure as for the conditional
mean, leads to the sde for the conditional covariance ¥, =
E[&ET|2]). Tt is given by

1 ) _
5HTHz,)dr + & (opdB;) " + Zpdt

d_ .. B} _
EZ’ =AY, + S AT + 35— 5,HTHE,

identical to the Ricatti equation (4b). Hence, because £y = Xy,
¥, =% for all + > 0. This also implies K, = K,, which in
turn implies that the sde for conditional mean (38) is identical
to the Kalman filter equation (4a). Therefore, again because
my = mg, m; = my for all t > 0.

Given ¥, = ¥, and m, = m;, the mean-field terms in the
McKean-Vlasov sde (5) can be treated as exogenous pro-
cesses. Therefore, the McKean-Vlasov sde (5) simplifies to a
Ornstein-Uhlenbeck sde. Because the distribution of the initial
condition Xy is Gaussian, the distribution of X; is also Gaussian
given by 4 (my,%,) which is equal to the posterior distribution
given by Kalman filter and concludes the proof.

|

APPENDIX B
PROOF OF PROP. 1

The key step in the proof is the following Lemma:
Lemma 1: Consider the ode (4b). Let X, be its solution for
t €[0,T]. Then

1
5 (B AT ) TR =T+ GO (39)
where G; is the solution to the matrix equation
GL +%G =AY, + AT + 35— S HTHY, (40)

and the O(Ar?) in (39) is uniformly bounded for all ¢ € [0, T].

Proof: From the theory of dynamic Riccati equations,
the solution is bounded over any finite time horizon [57].
Moreover, because X > 0, X, = 0. Fix 7 € [0,T], and define

1 1 o1
F(S) = thJrs(Zta»leZtZJrs) ZZtZJrs

Equation (39) is obtained by considering the Taylor series of
F(s)ats=0

F(A1) = I+ F(0)Ar + %F’(r)Atz

and showing that '(0) = G;; here 7 € [0,At]. The second order
term is uniformly bounded for all ¢ € [0,7] because X, is
positive definite and bounded. In order to verify F(0) = G,
express

F(s)LF(s) =

ZtJrs
Evaluating the derivative with respect to s at s =0

F(0)Z, +%,F(0) =A%, + AT + X5 — S, H'HY,
By the uniqueness property of the solution to the Lyapunov
equation (40), F(0) = G;. [

Proof: (Prop. 1) The proof of exactness is similar to the
proof of Thm. | and is omitted. In order to obtain the optimal
transport sde, the time stepping procedure is used. The key
step in the procedure is to obtain the optimal transport map
Ti. The optimal map is between two Gaussians, A" (m;,,X;)
and A (my,_ %, ). By Thm. 2, the optimal map is,

ka+1 = my,, +Fi (ka —my)
!
where F, = ka+1 ():,iHZth,iH) fE,kH Using Lemma 1,
th+l = m[k+1 + (X_lk — m[k) + Gk(Xlk - mtk)At + O(Atz)

To obtain the sde, take a sum over k=0,1,...,.n—1,

n—1
X, =Xy +my, —my + Y [Gi(Xy, — my )At + O(AF?)]
k=0
In the limit as Ar — 0,

_ _ t _
X1y = Xig -y, — myy + /0 G(Xy —my)ds

where the uniform boundedness of the second order term is
used. The associated sde is,

dX[ dm[ + Gl( t)dt
where dm, is given by (4a). Finally one obtains (19) by
replacing m; and X, with /7, and £, respectively. [ ]



APPENDIX C
DERIVATION OF OPTIMAL FPF IN SINGULAR COVARIANCE
CASE

Consider the following general form of the controlled pro-
cess:

d)_([ = G[ (}_([ — ﬁ’lt)dt +dV[ + Gldét (41)

The problem is to choose G;, v; and 6; such that the stochastic
map X; — X,;.n, is optimal in the limit as Ar — 0. The
optimality criterion is the Kantorovich form (22) of the optimal
transportation problem. The particular choice (41) of the sde
for {X;};>0 is motivated by the optimal transport sde (19)
derived in Prop. 1. We expect to recover the deterministic form
of the filter (o; = 0) for the special case when the covariance
is non-singular.
The stochastic map X; — X, ; is given by

t+At

_ _ t+At _
Xevar =X + / Gs(Xs —mg)ds + (viyar — i) Jr/ 0,dB;
! t

=X, + NG (X, — )+ viea —vi + VA6 L + o(Ar)

where { ~ .4#°(0,1). The stochastic map is optimal if (i) the
marginals X; ~ A (m;, %) and X,y ar ~ A (a1, Ze1ar), and
(ii) the transport cost E[|X; s, — X;|?] is minimized.

Now, given X; ~ .4 (m;,%;), the marginal constraint is
satisfied by the following choice:

My +VepAr — Vi = My Ar
(I+AtG)E (I +AtG,) + Ato;0," +0(At) =% o

The first constraint simply means that the increment of v; must
be chosen according to

dv, = dmt = Amtdt + K; (dZt — Hmtdt)

Dividing the second constraint by Ar and taking the limit as
At — 0 gives

G:Z + %G, + 0,0, =Ricc(X) (42)

which means that, in the limit as At — 0, G; and o; must satisfy
the constraint (42). Clearly, there are infinitely many possible
choices for G; and o; which accounts for the non-uniqueness
of the control law as discussed in Sec. II.

A unique choice is obtained by minimizing the optimal
transportation cost

E X a — X|*] = Imysar — mi|> + At Te(0,0,")
———
fi(or)
+ (A1) Tr (GG ) +o(Ar)
_/_/
£(Gr)
Taking the limit as Ar — 0 suggests the following sequence
of problems: (i) Choose o; to first minimize fi(o;); and (ii)
Choose G; to next minimize f>(G,). These formal considera-
tions lead to the following optimization problem:
Optimization problem: Define fi(c) :=Tr(coc "), £(G) :=
Tr(GEG") together with the sets
5 :={(0,G) e R4 x R4, GL 432G + 66" =Rice(Z)}
Ds|o :={G e R, GE+3XG" +6*6* " =Ricc(L)}

The pair (6*,G*) € 9y are said to be optimal if

Tr(6*(6*) )= min o),

(6"(c%) ") (jS)engl( ) w
Tr(G*XG") = i

H(GEGT) = min /2(0)

Let Pz and Px be the orthogonal projection matrices onto
the range and kernel space of X.

Proposition 5: Consider the optimization problem (43). Its
optimal solution (c*,G*) is as follows: 6* = Pxop and G* is
the (unique such) symmetric solution of the matrix equation

G*L+XG* =Ricc(Z) —o*(c)" (44)
solve the optimization problem (43).

These choices yield the formula (23) for the optimal FPF
described in Sec. III-D. It remains to prove the Proposition.

Proof: (of Prop. 5) For any (0,G) € 95, multiply both
sides of constraint (42) from left and right by Px to obtain
PKGGTPK = PxopopPx
where PxYX = XPx = 0 is used. Therefore,
fi(6)=Tr(cc ") =Tr(Pxoo ' Px)+Tr(Proo ' PR)
= TI'(PKGBGBTPK) + TI'(PRGGTPR)
=Tr(c*(6*)") + Tr(Proo ' PR)
The second term is non-negative and zero iff ¢ = o*. There-
fore, 6* minimizes fi(0).
It remains to show that G* minimizes f»(G) over all G €
Ds|s+. We begin by showing that any symmetric solution of

the Lyapunov equation (44) exists and is well-defined. The
formula for the solution is given by

G = / e_tZ(RiCC(Z) —PKGBGBPK)e_del +PKQ<O>PK
0

where Q) is any symmetric matrix. The integral is well-
defined because

G* — PcQO Py = (Px + PR)(G* — PcQ ) Pe) (P + Pg)
= / (PK + PR)eitz(RiCC(Z) — PKGBGBPK)eitZ(PK + PR)dl‘
JO

:/ eitZPR(RiCC(Z)—PKO'BGBPK)eitZdl
0

+ / eilEPK(RiCC(Z) —PKO'BGBPK)PReitZdt
JO

where Pk (Ricc(X) — PxopopPx)Px = 0 is used. The integral is
bounded because |e FPz||> = ||Pre "F |2 = ¢ " where u >0
is the smallest non-zero eigenvalue of X.

It remains to show that G* thus defined is optimal. Express
an arbitrary G € Px|s+ as G = G*+ V. Since G,G* € Dx |5+,
it is an easy calculation to see that

VE+IVT =0
Now,
£(G) =Tr(GEG") = Tr((G* +V)E(G* +V) )
=Tr(G*'EG") + Tr(G*'EV ") + Tr(VEG*) + Tr(VEV ")
= Tr(G*ZG") + Tr(G*(VE+ZV ")) +Tr(VZV ')
=Tr(G*'EG*) + Tr(VEV ")



Therefore, the choice G = G* minimizes f>(G).

|
Justification for formula (25): The goal is to show that
any symmetric solution to the matrix equation (24) is of the
form (25). Without loss of generality, express the solution as

1. 1 - - - ~
G, =A— EZtHHT + EPRZBZ;F +PKZBZ;L + Z:FZBPK + Gy

where G, is the new variable. Because G, is symmetric, G,
should satisfy

~ ~ 1 _ _

G —G =A" ~A+ - (L,HH" —~H'"HYL,)
L2 (43)

- 5(PRZBZ,+ — 5 2pPR)

Inserting this form of the solution for G, to the matrix
equation (24) yields:

- = - - 1 S 1- -
AL, +5AT -5, HH'E, + 5JJRZ,;zjz, + Ez,z,*zBPR

+PKZBit+it +iti[+ZBPK + Gtil‘ +ité;r = RiCC(it) — GthT

Using £'%,
cludes:

=5 = Pr, 0, = Pxop and Py + Pr = I con-

Gtit + Z_:[ GIT == 0
All the solutions to this linear matrix equation can be ex-

pressed as:
G, = PcQO) Py + PRQVEF

Rdxd Rdxd

where Q) ¢ is arbitrary and ol ¢ is skew-
symmetric. Next, conditions for QO and QU are obtained
so that the constraint (45) is true. For Q(©), multiply (45) by
Px from left and right to obtain

PxQO Py — Pk QO P = P (AT — APy

This condition is satisfied when Q© +A is symmetric. For
Q0 multiply (45) by P from left and right to obtain

PROWET + 50V pp = Pr(AT —A)Pg

| - - 1 - -
+ 5PR(Z,HHT - HTHZ,)PREPR (PRIpE — £ %p, Pr)Pr
(46)
This is the condition that is satisfied by Q(!).

APPENDIX D
PROOF OF THE PROP. 2

The proof of the Prop. 2 relies on the stability theory of the
Kalman filter. The following results are quoted without proof:
Lemma 2: Consider the Kalman filter (4a)-(4b) with initial
condition (mg,Xy). Then, under Assumption (I):
(i) ( [58, Thm. 4.11]) There exists a solution Y. > 0 to
the algebraic Riccati equation (ARE)

AYe+ XA 40305 —ZoH HZ.=0  (47)

such that A — X H " H is Hurwitz. Let

0 < 29 = min{—Real A : A € Spec(A —X.H H)}
(48)

(i) ([57, Thm. 1.1]) If the initial covariance matrix Xq > 0,
then there exists matrices Amin, Amax = 0 such that the
solution X, satisfies

Amin = Zf = Amax

(i) ([59, Lem. 2.2]) The error covariance ¥; — Y. expo-
nentially fast for any initial condition ¥ (not necessarily
the prior): for all A € (0,A), there exists a constant ¢,
such that

—2At — O

lim [|X; — X||r < cpe

f—oo

(iv) [59, Thm. 2.3] Starting from two initial conditions
(mo,Xo) and (g, o), the means converge in the follow-
ing senses:

21t

tlim E[||m; —,||3] < (const.) e 2 — 0
—yo0

lim ||m, — iy ||2¢ = 0 ass.

f—yo0

for all A € (0,4).

In the remainder of this paper, the notation X is used to
denote the positive definite solution of the ARE (47) and A
is used to denote the spectral bound as defined in (48).

Proof of Prop. 2: Consider the finite-N filter (21) for the
deterministic FPE. The empirical mean and covariance are
defined in Eq. (9). The error is defined as

&l ::Xt"fmfN) for i=1,2,...,.N

The evolution equations for the mean, covariance, and the error
are as follows:

dm™ = Am™dr + K™ (dz, — Hm{M 1) (49a)
(N)

dx,
dtt = Ricc(Zt(N)) (490)
d
N “

Eq. (49a) is obtained by summing up Eq. (21) for the
b particle from i = 1,...,N. Equation (49b) is obtained by
application of It6 rule

dE'E") = VRiceEM)EE T dr +&E T VRice(EM )t

and summing over i =1,...,N and dividing by (N — 1). Equa-
tion (49c) is obtained by subtracting (21) for Xli from (49a)
for mt(N)

Because the equations for the empirical mean (49a) and
the empirical covariance (49b) are identical to the Kalman
filter (4a)-(4b), the a.s. convergence of mean and variance
follows from Lemma 2 on the filter stability theory. It remains
to derive the mean-squared estimates. This is done in the
following steps:

1) Denote Fo. := A —XooH H. In the step 1, an estimate

for the spectral norm of the transition matrix e/™= is
obtained. From Lemma 2, the eigenvalues of F. have
negative real parts smaller than —Ay. Consider the Jor-

dan decomposition J = P~ F..P to bound

tk
ey < ! L) e ot
el < UIPH2llP~ 12 { max o e, ¥ >0



where n the largest multiplicity of the eigenvalues of

F... As a result, for all A < Ay, there exists a constant
_ _ _ k

¢, = [Pl IP~ "l supy g™ A) (maxocuzy f) such

that

tFe At

%= l2 < che™

2) Denote F, :=A—X,H " H and consider the linear system
d

ax; = F[x, = Fooxl + (Zoo — Z[)HTHXI (50)
Therefore

x = eFox, + /[ e F (3, — ¥ )H " Hx.dt
5
Upon taking the norm and using the triangle inequality
bl <eae™™Ixsll2
+ [ cae O — 2T Ha e e

The Gronwall inequality is then used to conclude that

A GIHTHlp [} [Er—Eee]|2d7

2 < h e xs l2e

This shows that the transition matrix ®; ; for the linear
system (50) is bounded as follows:

1Dr || < e P I Hll2 fy [Ze e ade

Now, because of the exponential convergence ||X, —
Yooll2 < cpe?* from Lemma 2,

3 o IHTH, AZ0-E=l
[ 52 < e M=)l HIb= 0

and therefore ||®, |2 < cpe %) for some constant c; .
3) Consider the empirical counterpart of the linear sys-
tem (50) defined using E(N> = A— Z,(N)H TH. Denote
the associated transition matrix as (Dt(f\sl). Then, because

Z,(M also evolves according to the Riccati equation and
converges exponentially to Y., by repeating the steps
above, we also obtain ||d>,(ﬁ’> |2 < cpe i),

4) We are now ready to derive an estimate for the error

ZSN) —2,. From the Riccati equation,
d
&Y -z =(a-zHE)EY - 1))

+ M sy A-sMHET)T
whose solution is given by
2 % = (2" —Zo) (@)

t

Therefore,
(N)
N y x N
1= =il < 197 2019 12155 — ol
< e ?M|zg” —Xor
Upon squaring and taking the expectation of both sides
N _ N
EZ 217 < e QI — Zoll}]
a1 ieiT
= cpe M UEITH((EE) — o))

< Cie—4lt E[II}%SHZ‘] Yy 3tf(§0)2

_ 4
—Cle

5) Finally, a bound for the mean-squared error in estimating
the mean is derived. Subtracting (4a) for the conditional
mean from (49a) for the empirical mean yields:

dm,(N) —dm, =(A— Z,(N)HTH) (mt(N) —my)dt

+=™ —x)HHdL,
where dI; = dZ; — Hm,dt is the increment of the inno-

vation process. Its solution is given by

N) (. (N)

mt(N) —m; =P, (mo - mo)

t
+ / o (z™) —x,)H Hdl
b b
The norm of the first term is bounded by:

N N _ N
E[ @ (m" —mo)|3] < e ME[Im") —mol13]
<2 efzmTr(ZO)
= l N

The norm of the second term is bounded by:

\ J-

t T
/ E [Tr (@,{ﬁ’) N —soHTHEY —x)0) )] ds
A ,

1
el [ o —zmTa
[ @

t
< [CENel e —x) ] Bas

t
< A3 [ e ete el - Flds

3tr(Zo)? e 2
<SIHIE=7— 53

where we used the fact that the innovation process is a
Brownian motion [56, Lemma 5.6] and It6 isometry in
the first step. Adding the two bounds,
20263 Tr(Zo)
N
6¢3 I1H3tr(%o)”
2AN

N
Ellm, —m™|3] <e

—2At

APPENDIX E
PROOFS OF THE PROP. 3 AND COR. 1

Proof: In the proof § is used to denote Su,. Use the
decomposition

th = mt(N) + étia th‘ =m; + éti
to bound the error as
S N R
B[/ — X/ |31]"/2 < Em™ — m 3] + E[l1& — & 315)"/2
(const.) ey
< SO g g1
where we have used the exactness property 7, = m; and the

bound (28a) derived in Prop. 2-(ii). The hard part of the proof
is to establish the following bound:

i Ei 1
E[I& — &/|[315)2 <

(const.)

VN

619

This is done next.



The two processes evolve as follows:

ag/ = VRice(zV)gfar, & =X§—my"
dE,i:lecc(Z,) idr, gé:Xé—

To express the solution, define the state transition matrix
according to

%‘Pﬁ%’:Vch(Qt) &, e =1

Using this definition,
& -& = (éo 56)
(52)
+ / el VRice(z{"))Eids

We claim: There exists c¢i,c; > 0 and a matrix Apj, > 0
such that for all r > s> 0:

(VRice(Ey) —

PUEN = Apin}NS) =1 (53a)
P({H‘Pfﬁwllz <cpns) =1 (53b)
E[[|vRice(%) — VRice(5V)315)2 < Fe M (530)

Assuming the claim is true, the bound (51) is obtained as
follows:

. _. 1 . - l
Ellg/ - &/315)* < ciEllIg - & I315)}
+clf/ e HE[IElIP) as
< E _ 721[ 1
€1 [Hmo mUH 2+C1\F s)2ds

Tr(20)7
VN

where we used the identity 50
Amax from Lemma 2-(ii).

It remains to prove the claim. The three bounds (53b)-(53a)

are obtained in the following three steps:

1) (Bound (53a)): On the event S, £§") = Ao. Let A, be
the solution of the Riccati equation initialized at Ag. By
Lemma 2-(ii), 3 Apin > O such that A; > Ann. Because
Zém > Ao, by the monotonicity property of the solution
to Riccati equation (see [57, prop. 4.1]), Zt(N) = A
Therefore, Zt(N) > Amin-

2) (Bound (53b)): We begin by deriving a bound for
H‘Pl(%‘”)ﬂz Consider the linear system:

= tr(Amax ) 2

AYUN T 2

fo—mo—m(() ) and ¥ =

>

d -
= Ricc(Z..) " x;
and a function V(x) := x" Ze.x. Then,
d
d—tV(xt) = x, VRicc(Zeo) Zeoks + X, ZeoVRiCC(Eee) T x
where we used the definition (16). As a result, for all
t>s5s>0,
T T 2 Hmax(Zen)
Yookt = X ooXy =
Xy TeoXy = Xy TeoXs [l |2 < o (T )H x5
Teo
= 1) w2 < sl
oo
= (@) < e

3)

where the constant ¢3 := P (Feo)

A’min<z‘°°) ’
(N)
To obtain a bound for ||‘I’,()§’ )||2, consider the linear
system
g.xt = RICC(E(N) )x,
dr '

Rice (S )x; + (VRice(ZM) — vRice(Ee0) )x:

whose solution is given by
!
X = ‘Pt(%’")xo +/ ‘Pg‘”) (v Ricc(ZgN)) — VRice(Xa))x,ds
; b b
Therefore, using the bound ||‘I’,(§N) Il <3,

t
sl < esllsolla+ea | [VRiea(=™) = VRice(E..) ol lads
Now,
[VRice(Z™) — VRice(E0)||
1 _ _ 1
= 3z -2 - 55

o

—X.)H ' H|>
1 _ Ny — N
< Szl ™)+ 1T H] )

1 T —21
< (IZslallZ2 oAl + 1H T H2)e, e

c4

where we used Lemma 2-(iii) (because Zt(N)

tion of the Riccati equation (49b)) and ||(Z,(
AL, from (53a). Therefore,

is a solu-
) <
min
sl < esliol+cxca [ e 2 ads
By an application of the Gronwall inequality
Il < exexes e gy < e3¢5 o 2
——
=]

(N)
which implies | || < ¢ for all 1 > s > 0. This is

the bound (53b).
(Bound (53c)): We have

[VRice(z™) — VRice(E,)||» = ||VRicc(ZV)) —
1 _ —1
<f<HzB||z||z Yall=™ |+ | H T H|2) 2N

VRice(%)]|2
—Z2

(Hzﬂllzlll\mmllz+IIHTHHz)IIE —XlF

where we used ¥, = Z, (by the exactness prop-
— %2 < NEY ~ %7, and M), <
||Amm|\2 from (53a). Taking the squared expectation and
using (28b) in Prop. 2-(ii) gives (53c).

Proof of the Corollary 1: Consider the event S =S Iz

We derive the following bounds:

- 5 1/2
1 ¥ . t.
§ L 06 ~ ELr ) 2] <C Gy
- B 5 1/2 ( :
. const.
— ) f(X))—E[f(X)|Z]| Lse < (55)
_Nl; (X))~ ELF(x)| 20| 1s N




1) (Bound (54)) Using the triangle inequality,
5 1/2

1N
1s

~ 2 f(X) —Elf(x)| Z]

| AR
Y r(X) —E[f(X:)| 2]

+ El|~
Ni:l

Now, because X! are i.i.d with distribution equal to the
conditional distribution, the second term on the right-
hand side

172
_ Var(f(%)|%)

VN

1 N

N LX) -

i=1

E E[f(X)| 2]

The first term on the right-hand side is bounded as
follows:

5 1/2
| AP (L
E N;f(xf)_ﬁgf( 1) Ls
< Ly e[lroe) - sl
_Ni:1 1 1
(const.) N (const.)

1/2
X —X/|21 } <
[H ||2 S =N
where we used triangle inequality in the first step, the
Lipschitz property of f in the second step, and the
estimate (31) from Prop. 3 in the final step.
2) (Bound (55)) The function f is assumed bounded. So,

5 1/2

—Elf(x)|Z]| s

The probability of the event S¢ is bounded as follows:

1
P(59) =P(Zo— 2" = ~%y)

2
N 1
< P18 —Zoll} = 7 IZol})
B[z ~%ol3] _ 12Tr(z3) _ 12
T Il T NImlF N
|
APPENDIX F

PROOF OF THE PROP. 4

Proof: Part (i) Express the m.s.e as:

N
m.s.epn(f ; i (X)| 23]

< (const)P(S")%

where we used 7(f) = E[w;f(X()|Z1]. The expectation sim-

plifies to:

Ellw:/(X5)[?] — E[IEDw:(X)| 21 ]

1st term

1
m.S.epp = N

2nd term
The two terms are simplified separately:
1) (2nd term) Note that E[w;f(X})|21] = E[aTX0|Qﬁ] =
2
% a'Zy = 1a"Z; where we used 02 = 62 = 0>
62+62
the last step. Therefore, the (2nd term) is evaluated as

62

2
20621,.

1 1
Ellig™ 72 = LT
[\20 1]7] i

where we used E[Z,Z]] =
2) (1st term) We have

E[Z1Z]]a=

EXoXy | + 021, =

o laexgs
[f(XD)Pe o
12, —x13

E[e: 207

Ellw:/(X5)*) = E

2

| 2]

The denominator

i 2
Iz -x3113

Ele 20%

112,13
2(op+07)

B (2mo2)4/? -
" | er(oz+ o)

1 _lzl3
= 202
2d

The conditional expectation of the numerator

EA

o lmexi3
Ellf(X5)17e o8 |24]
Iz 112
(ﬂcv%)d/z 720.2 G%/ 5
= (”(62+20-2))d/2€ 0" ECN,/V(%Z[-,GTZId)[If(C” ]
1 HZHIZ L o2
=zap¢ ( la Zi"+ =)

Using the tower property of the conditional expectation

od 11z 12

WE['? (5 |aTZI|2
24 (12m02)4? 4 ., o2
_3{1/2W §~,//(0,6021(,)[§\a q 7]

=21(36?)

2
Ellmif () = +5)

The two terms are combined to obtain the formula (36).

(N)

Part (ii) The FPF estimator is 7ppr(f) =a'm| ~ where

dm™ = kK™ (dz, —m™adr)

where K,(N) = éZ;N). The exact mean evolves according to:

dml Kl (dZt ni; dt)
where K, = ﬁZ,. Therefore, the difference m§N> — m; solves
the sde: !
dm™ —dm, = —K™ (m™ —my)de + (KN =K, )dr,



where dI; = dZ, — m,dr is the increment of the innovation

process. Let @, ; be the state transition matrix for the linear

system %x, = —K,(N)xt. In terms of this matrix

1
mEN) —my = q)170(m(()N) — m()) +/(; cDLz(K[(N) — K;)d[t
Taking an inner product of both sides with a yields
angm —a'"my :aTCIDLO(m(()N) —myg)
: (™)
+A aTé]J(Kt - Kt)dlt
Therefore,
E[|aTm(lN> —a'm \2} <

1
2E[|a" @ o(ml) — mo) 2] + 2E[( /0 a' @, (KN —K,)d)2

The formula (37) follows by showing the following bounds
for the two terms:

2do?
Ella’ @10(mf” —mo) | < == (S60)
1 3d*c?
E[( /O a @, (KN —K)dl)? < (56b)

1) (Bound (56a)) The spectral norm ||®;|[2 < 1 because

K,(N) = éZI(N) > 0. Therefore, aTCIJLO(m(()N) —mp)| <
(N)

lall2|®1.0ll2ll(mS" —mo)l2 < | (m§" —mo)|> and
2

N N osd

Ella’ ®10(mg" —mo) ] < EfJmy"” —moll3] = =0=

2) (Bound (56b)) By the Itd isometry, because the innova-
tion process is a Brownian motion [56, Lemma 5.6],

! T (N) 2
Bl [ " @u, (K ~Ko)dh )]
2 ! T (N) 24T
:GWE[/O " @, (KY — K,)?®] ad]

1 1
< o2 ) Bl =) e

where we used ||®;,[2 <1 and |a|, =1 to derive the
inequality.
Next, we bound the spectral norm ||Zt(N) —2XJ|,. We have

e O

a™ a2 a” ol
and thus
d N 1 N N
E(Z’( —%)=- E(Zt( ) "’_Et)(zt( -%)
1 N N
- E(Zt( ) —Zz)(zt< >+Zt)
w
Its solution is obtained as
=y, =@,z —x0)®,
where @ solves &, = — 1 (%, + =)@, with @y =1.
Because X, +Zt(N) = 0, the spectral norm |®|, < 1.
Therefore,

1= — %2 < 128V — 2o
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