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Abstract

We construct a new compact convex embedded ancient solution of the «“ flow in R2,
o € (%, 1) that lies between two parallel lines. Using this solution we classify all convex
ancient solutions of the ¥ flow in RZ, for o € (%, 1). Moreover, we show that any non-
compact convex embedded ancient solution of the % flow in R2, o € (%, 1) must be a
translating solution.

Mathematics Subject Classification 53 - 53E10

1 Introduction

A smooth one-parameter family {I';};c; of connected, immersed, planar curves I'; C R2
evolves by the k® flow, a > 0, if

Oy O, 1) = —k*@,t)v(,t) foreach (0,1) € ©® x I (1)

for some smooth family y : ® x I — R? of immersions of I'y, where (0, t) and v(-, t) are
the curvature and the unit normal vector of y (-, ¢). Our sign convention is that ¥ = —«v is
the curvature vector.

We refer to a solution as compact if ® = S! and convex if each of the timeslices I';
bounds a convex domain, in which case the immersions y (-, ¢) are proper embeddings. Both
compactness and convexity are properties that are preserved under the flow and it is known
that, if the initial curve I'g is compact and convex, the family converges to a single point
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in finite time [2]. Moreover, if the initial surface is convex then it will immediately become
strictly convex and smooth [2]. The solution {I'; };¢; is called ancient if I contains the interval
(—o00, tg) for some ty € R. In the compact case, by a time translation, we will assume that
I = (—o0, 0). The goal of this paper is to construct and study convex ancient solutions for
a € (1/2, 1] as well as provide certain classification results.

When o = 1, the flow is the famous curve shortening flow and such a classification is
already known. Daskalopoulos, Hamilton and Se¥um showed that the shrinking circles and
the Angenent ovals are the only compact examples [13]. Their arguments are based on the
analysis of a certain Lyapunov functional. Recently, in [4], a new proof of this result was given
which removes the compactness hypothesis by adding two more solutions: the stationary line
and the self-translating grim reaper.

This proof uses in an essential way X.J. Wang’s dichotomy, which states that a convex
ancient solution {I";};c(—o0,0) must either be entire (i.e. sweep out the whole plane, in the
sense that U, 02, = R2, where Q, is the convex body bounded by I';) or else lie in a
strip/slab region (the region bounded by two parallel lines) [15, Corollary 2.1]. Wang also
proved that the only entire examples are the shrinking circles [15, Theorem 1.1], thus reducing
the classification question to solutions that lie in a slab.

In this paper, we aim to construct ancient compact convex solutions to the ¢ flow, for all
a € (1/2, 1], that lie in strip regions. These solutions can be thought of as the analogue to
the Angenent ovals for the curve shortening flow. Moreover, we prove that for o € (%, 1) the
Daskalopoulos, Hamilton and Sesum classification result extends to the x flow. Finally, we
show that any ancient non-compact convex solution to the «“ flow, for all & € (1/2, 1], must
be a translating solution, therefore it is unique modulo rigid motions and parabolic rescalings
by [14]. We remark that this in fact is a corollary of the more involved result [8, Theorem
1.1].

Theorem 1.1 For any a € (1/2, 1] there exists a convex compact ancient solution to the
flow that lies between two parallel lines.

Theorem 1.2 For o € (%, 1], any ancient compact convex solution to the k“ flow must be
the solution constructed in Theorem 1.1 or the shrinking circle, modulo rigid motions and
parabolic rescalings.

For a € (1/2, 1] any ancient non-compact convex solutions to the «* flow must be a
translating solution.

Using the classification of translators by Urbas [14], we obtain the following corollary.
Combining Corollary 1.3 with the first part of Theorem 1.2 provides a complete classification
of ancient convex solutions to the «* flow for o € (%, 1].

Corollary 1.3 For o € (1/2, 1], modulo rigid motions and parabolic rescalings, Urbas’
translating solution over a strip [14] and the straight line are the unique non-compact
convex ancient solutions to the k% flow.

The dichotomy theorem of X.J. Wang has been extended to the «* flow, « € (1/2, 1], by
S. Chen [6], who also showed that if the solution sweeps the whole R? then it must be the
shrinking circle. We use this result to reduce our analysis to solutions that lie in a slab.

For @ € (1/2, 1), it does not seem possible to find an explicit solution as the Angenent
oval. But for this range of «’s, it is known that, apart from the stationary line and modulo rigid
motions and parabolic translations, there is a unique translating solution to the k“ flow and, in
fact, this solution lies in a slab [14]. This translating solution is essential in our construction
of the solution described in Theorem 1.1
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Our proof follows the ideas in [4]. We construct an ancient solution that lies in a strip
by doubling (via reflection) compact pieces of the translating solution flowing them by the
k% flow and taking a limit as the compact pieces become larger and larger. By analyzing
the asymptotics of this solution, we are able to use Alexandrov reflection principle to show
first that any such solution is reflection symmetric with respect to the mid-plane of the slab
and second, for o € (%, 1], that the solution is unique. Many of the techniques used in the
construction as well as in the proof of uniqueness of this solution, have been used in [3,4]. A
major difficulty encountered for ¢ < 1 is that the derivative of the enclosed area is no longer
constant, which was a crucial ingredient in the previous works.

The fact that we can prove uniqueness only for o € (%, 1] comes from the better asymp-
totics we get in this range, which is due to the following reason. Urbas’ unique convex
translating solution is a graph over some bounded interval /7, which, after a rotation, can be
taken to lie on the x-axis. If we consider a timeslice that is contained in / x (0, +00) and let
R be the non-convex region of / x (0, +o00) delimited by this timeslice, then the area of R
is finite if an only if o € (%, 1]. This area estimate allows us to obtain good enough asymp-
totics of the constructed solution in order to apply Alexandrov reflection and the maximum
principle to prove uniqueness. We remark here that the same issue appears in the recent work
of B. Choi, K. Choi and Daskalopoulos [7], where they construct ancient solutions to the
Gauss curvature flow under an initial finiteness of volume assumption.

The paper is structured as follows: In Sect. 2, we gather facts about convex ancient solutions
to the k% flow; In Sect. 3, we construct families of old but not ancient solutions and show
they satisfy estimates similar to the ones in Sect. 2 so that a subsequence of them converges
to an ancient solution; Finally, in Sect. 4, we prove the classification Theorem 1.2.

2 Ancient solutions of the k“ flow

Let {I't}te(—00,00 C R? be a convex ancient solution to the ¥ flow and consider its
parametrization by its turning angle

Y10 x (—=00,0) > R?, ©C[0,27).

The turning angle 6 of the solution is the angle made by the x-axis and its tangent vector
with respect to a counterclockwise parametrization. Using spacetime translation and a space
rotation if necessary, we assume that lim;_.o I’y C {y > 0} and that, at time 0, the solution
vanishes in the compact case whereas in the non-compact case it passes through the origin.

Let v = v(0,t) and x (0, t) be the outward pointing unit normal and curvature of I'; at
y (0, 1), respectively. Then

v(0,t) = (sinf, —cosh),
and the evolution of « is given by
ke =k (K)gp + K02 @

A very useful feature of the k“ flow is that it satisfies a differential Harnack inequality, a
consequence of which is that the curvature on an ancient solution is non-decreasing [1,10]:

Kki(0,1) = 0. 3
This holds for non-compact solutions as well, since the curvature is bounded at all timeslices.

Moreover, it is know that the inequality is strict unless the solution moves by translation. As
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a corollary we obtain that the “ends” of an ancient solution are translators in the following
sense. Forany 6 € © and any sequence of times #; — —oo the sequence of flows T/ = T, —
y (0, t;) converges, after passing to a subsequence, locally uniformly in the smooth topology
to a convex translating solution to the x“ flow. For a proof of this standard compactness
argument see for instance [3, Lemma 5.2]. In fact, the curvature kT (0, 1) of the limiting
translator satisfies

k'O, 1) = lim «(0.1;,).
J—>00

The convex translating solution

According to the theorem of Urbas stated below [14] (see also [8, Proposition 2.4]), modulo
translations, there is a unique convex translating solution of the «* flow moving with speed
1 along the e, direction, for « € (1/2, 1], other than the straight line. We thus have that the
limit I'} = I'y4¢ — ¥ (6, 5), as s — —o0, exists.

Theorem 2.1 [14] Modulo translations, there exists a unique strictly convex curve G that
satisfies

Kk =—{(v,e), ae€(1/2,1],

where k and v are the curvature and downward pointing unit normal to Gy. Moreover Gy is
a graph over a strip of width

+00 1
Wy = _——dy.
¢ /—oo (14 y2)26-2)

Modulo translations, G; = G + tep is then the unique convex translating solution that
moves with speed I along the ey direction.

Estimates for compact convex ancient solutions

From now on, @ € (1/2, 1) and {I";};e(—oc0,0) Will denote a compact convex ancient solution
to the k* flow which lies in the strip [—% %] x R and in no smaller strip, where wy, is as
in Theorem 2.1. Using the parametrization by turning angle, we have
y i (—m, ] X (—00,0) —> (—&, &) x R.
22
Since the solution lies in no smaller strip, it is not difficult to see that U;e(—00,0)I" =
Wy Wa

—5, %) x R, see for instance [3, Lemma 5.1]. We will use the differential Harnack

inequality, to show bounds on the curvature and width of our convex ancient solutions.
Proposition 2.2 Forany 6 € (—m, ] andt € (—o0, 0)
K(0,1) = £(v(0, 1), e2).

Proof We note first that the function x* F (v, e») satisfies the Jacobi equation for the «*
flow:

ur = ok (ugy +u). 4
The inequality is trivially true for & = 7. Recall that the flows I'} = [y — ¥ (6, 5)

converge as s — —o0 to a convex translator which lies in a strip of width wy, which by
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Theorem 2.1, satisfies k* F (v, e2) > 0. The result then follows by the maximum principle.
O

Proposition 2.3 Foranyt € (—00,0) and any 6 € £[0, ]

T _ i% cosu
+((rxZ.0,e1) — (y(0,0),e1)) < % ———du.
0 | cosu|«

Proof Recall that a convex curve y (f) with curvature « (0) satisfies

O cosu % Sinu
y(01) —y (o) = </ du, / du) . 5
o k() 0 k)

Forany 6 € [0, %] N ® we compute, using Proposition 2.2 and the fact that — (v, e>) = cos 6,

/2 cosu /2 cosu
(Y (%, 1), e1) — (y(0,1), e1) =/ » 5/ _cosk_
0 K (u, 1) 9 |cosula

The other cases are proved similarly. O

As a consequence of this width estimate and our condition that the ancient solution I'; lies in
no strip smaller than [—% ﬂ] x R, we can determine the scale of the limiting translating

)
solution:

Proposition 2.4 Forany 6 € (—m, 1]\ {5, — %}, the sequence of flows I’} = T'115 —y (8, s)
converges to a translating solution, which after a time and space translation, as well as a
reflection about the x-axis in case 8 € (—m, ]\ (—%, %), is given by {G}ie(—oo,00), aS
defined in Theorem 2.1.

Proof Given 6 € (—m, ]\ —%, %}, we have already seen that the sequence of flows

I'Y =T4s —y(0,s),as s — —oo, converges to a translator, which by Theorem 2.1, and
after a time and space translation and possibly a reflection about the x-axis, is given by
{AG/}re(—00,00), With the scale satisfying A < 1 since the translator must be contained in a
slab of width w, (and it might be contained in a smaller one). We want to show here that the
scale satisfies A = 1.

Let us assume that 6 € [0, %) (the other cases being treated similarly). Since the solution
{T't}re(=o0,0) 1s contained in a slab of width w, and in no smaller slab, for any € > O there
exists t. < 0 such that

e —(y(F.0).e1) <€, Vi <t. (6)
Note that, with the change of variable y = tan#@,
Wy +00 1 % 1
— = — - dy = cos6 "edf, @)
0 (14y2)20-a) 0

and thus we can choose 6 € (0, 7) so that [, cosf!"7dl < e. Then, by Proposition 2.3
and (6)

Wy .
5 (y@,1),e1) <(y(5,0),e1) —(y(0,1),e1) + € <2e.

Hence the limit translator {AG};¢(—oc0,00) cannot be contained in a slab smaller that wy —4e,

and since € was arbitrary we have A = 1 which yields the result. O
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Proposition 2.5 Let A(t) be the area of the region enclosed by T';. Then

A(t) < 2we(—t).
Proof Using Proposition 2.2 and the fact that (v, e;) = — cos 6, we have

dA(t m b
_d4@) :/ «*~1(6) do 54/2 cosf!~xdo .
dt - 0

Hence, recalling (7), we have

and integrating from ¢ to 0, yields the result. O

3 Constructing a compact ancient solution

We will use the translating solution {G/};¢(—o0,00), as described in Theorem 2.1, to construct
a compact ancient solution. By the uniqueness of Gy, after a space and time translation, we
can assume that G passes through the origin and is reflection symmetric with respect to the
y-axis, so Go C {y > 0}. Let I'® be the convex curve we obtain after taking the union of
G_g N{y < 0} and its reflection along the x-axis, see Figure 1. This curve is not smooth,
but it is convex and thus, a solution to the x* flow “flowing out” of this curve exists, in the
sense of the following theorem of Andrews.

Theorem 3.1 [2] For any convex curve I'o bounding an open convex region in R?, there exists
a family of embeddings y : S' x (0, T) unique up to time-independent reparametrization,
which satisfy equation (1) and such that the image curves I'y converge to T'g in Hausdorff
distance as t — 0. Moreover y € C®(S! x (0, 7)) and Ty is strictly convex for all t > 0.

Recall that the solution shrinks to a point in finite time. We can therefore translate time
so that the extinction time is t = 0 for our solutions. With this convention in mind, we
define {F;R}ze(TR,O) with T € (—o0, 0) to be a solution to (1) with initial data given by
'R in the sense of Theorem 3.1 and let yR : S x (Tg,0) > R?be a parametrization of
{F,R},E(TRVO) by turning angle, see Figure 1. Moreover, by the uniqueness of the solution
given in Theorem 3.1, this solution is reflection symmetric with respect to both coordinate
axes, which furthermore implies that the extinction point is the origin.

We will construct an ancient solution by taking a limit of such solutions as R — oco. For
this, we will first prove that the curvature of and area enclosed by the solutions {I'*},¢(7,.0)
satisfy bounds similar to the estimates given for convex ancient solutions in Section 2.

Proposition 3.2 Forany R > 0,t € (Tg,0) and 6 € S',

k%(0,1) = £(v(0,1), e2).
Proof Because of Theorem 3.1, the proof follows as in Proposition 2.2. Indeed, since

lim inf (k (-, 1) £ (v(-, 1), €2)) = 0
t—Tg
and k% F (v, ep) satisfies (4), the result follows by the maximum principle. ]

@ Springer



Ancient solution for «“ flow Page70f14 44

Wa

I =T7 is the initial curve
' is the t-slice of the solution
CR(t) = supy(v7(6,1), e2)

hr(t) = supy(y7(0,1), e1)

APF is the area enclosed by I'?

Apg(t) is the area enclosed by T'(t)

Fig.1 The approximate solutions {FzR}te(TR.O)

Next we show a certain monotonicity of the curvature throughout the flows. In particular,
the result tells us that the maximum of % occurs at & = 0, so that we just need a bound on
k(0, t) in order to get a uniform bound on the curvature « (0, t) for any 6.

Proposition 3.3 Forany R > O andt € (Tg, 0), F,R satisfies

k%9 <0, for0 € (0,7/2) U (,371/2)

&%) =0, for0 € (w/2,m)U (3/2,27). ®)

Proof Note first that on I'® (8) is true by convexity and the translator equation.
Let v = (k%)g. Then, recalling (2), we have

v = (@ + Dicv((K®)gg + k%) 4+ ak® T (vgg +v) .
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The strong maximum principle and the Hopf lemma then, applied to each of the four 6-
intervals implies the result. O

Next we prove some displacement and area estimates. For this we define

() = — (¥R, 1), e2) = (yR(m. 1), e2) = ,Jax (¥R, 10), ),

hrt) = (YR (& 0, e1) = —(vRCE D). e1) = ,max (R, 1), e1),

and Ag(f) to be the area enclosed by I'®, see Figure 1.

Note that, by the construction of the initial surface, we have £xr(Tg) = R and
Iimg o0 hr(Tg) = "’“ . We first show some more precise estimates on hg(Tr) as well
as A R (TR ) .

Proposition 3.4 There exist constants R, > 0 and Cy > 0 such that for all R > R,

(i) hg(Tg) > e — CuR'™% ,
(i) Ap(Tg) > 2waR —C,RT.

Proof For any 6 € (0, %), using (7), we have

6o | +o00 1
/cos@‘—adezwa—zf ——dy

0o anfy (14 y2)2G-3) o

+oo 2a
> Wy — 2/ y 3 dy = wy — 5ot 00)# >
: -

an 6

Let £6r be the turning angles at the two points of intersection of I'g with the x-axis. Then
by equation (5),

Or : Or : 1
R=/ s du=/ Y du=—2(costy T —1). (10)
o «(u,0) 0 cosuw -«

20 20
I—a 1l —«o T—a
2

with the last inequality being true for all R > R,, for a constant R, > 0. Now working as in
(10), and using (9), we obtain for hr(Tg)

Therefore

1—
tan? Or = cosOlg2 —1= < ¢

Or s
hR(TR):/ cosul"wdu > 2¢ _ ¢ (taneR)%
0 2 20!
Wy
> ——C Rl —a
)

for some constant C,, and for all R > R,.

For the area estimate, we let AR = A (Tg) be the area enclosed by 'R, so thanks to the
symmetry with respect to the x-axis, %AR is the area enclosed by G _r and the x-axis. Then,
following the proof of Proposition 2.5 and estimating as above, we obtain

1 dAR O O 1 12
_/ k“~1(0)do =/ cosf'"udh > wy — 2C, R
2dR [ 4 e

for all R > R,. Integrating from R, to R we obtain (ii). O
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Proposition 3.5 There exist constants Cy, and Ry such that forall R > Ry andallt € (Tg, 0)
the following estimates hold.

(i) —2wat > Ag(t) = —2wat — Co(—1)272%,
2—3a
(i) R> —Tg > R — Cy(l + RT4),
(iii) %= > hg(t) = % — Co(—1)!1 72,
(iv) —t < £r(t) < min{—t + Cy (1 ¥ R%> —Cut),

() 1 =.50.0 = Co (1+4).

Proof The proof of the first inequality in (i) follows the corresponding proof of Proposition
2.5 for ancient solutions, using here Proposition 3.2 instead of Proposition 2.2.
By Proposition 3.2, we have

—l (1) = Kk%(0,1) = —(v(0,1),e2) = 1.

Integrating from 7 to O yields the first inequality of (iv). As we shall use it later, we point out
that integrating from Ty to ¢ yields

Cr(t) =R — (1 —Tg). an

Applying the first inequality of (iv) with ¢ = T yields the first inequality in (ii). The second
inequality in (ii) is a consequence of the first inequality in (i) applied with + = T and
estimate (ii) of Proposition 3.4.

The first inequality in (iii) follows from the fact that I'® is in the strip (— %%, %*) x R.
To prove the second inequality, we use a technique from [3, Lemma 4.4]. Consider the circle
centered on the negative x-axis and passing through y % (3. 1) and y®(0, t). By Proposition
3.3 and a simple maximum principle argument, it must be tangent to the curve at y % (Z, )

from the inside, see [3, Lemma 4.4] for details on this argument. We therefore have

2hR(1)

KR(G, 1) < 5———5—.
LR (t) + hip ()

We use this to compute

)

2h(t) )“ _ 2%h"(0)
@) +h21)) T (=0

where in the last inequality we used the first inequality of (iv). Hence

—hR(t) =kg(5.1) < (

o

_\1=2ay/
('

1
(W) =

and integrating from Tk to t we obtain
291 —w)
200 — 1

and using estimate (i) of Proposition 3.4 and the first inequality in (ii) here yields the result.
To prove the second inequality in (i), we compute using Proposition 3.2 and (5)

R (1) > hi*(Tr) + (=Tp)'" ™% — (=)' 72%)

g

1 dAg(t z 7 v ¥ cosh
1 R( ) — fz Ka—l do > /2 — <v 6‘2) do = /2 cos do = hR(t).
1 ar 0 o k(6,1 0o k(1)

Integrating from ¢ to 0, and using the second inequality of (iii), yields the result.
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To prove the second inequality in (iv), we first note that (11) along with the second
inequality in (ii) here implies that

(1) < —t + Cq (1 + R) .

Furthermore, the first inequality in (i) and the second in (ii), along with convexity, yield the
uniform estimate £g(f) < —Cqyt.

Finally, the first inequality in (v) is straightforward by Proposition 3.2. The upper bound
on « is a result of the differential Harnack inequality [10], according to which, the quantity

K (6, 1) (1 — Tg)a+

is non-decreasing in . We thus have

0 t
LR(1) / k%0, s)ds > k*(0,1)(t — Tg)a+T / (s — Tg) atids
t 0

KO, 00 = T T (@ + 1) (~T)aT — (= Tp)#1 )

> (0, 1) (=t LRI
(=Tg)e+T

which, along with the uniform bound Zg (1) < —Cyt, yields the result.

The following is a more precise version of Theorem 1.1.

Theorem 3.6 Forany o € (1/2, 1], there exists a compact convex ancient solution to the k®
Slow, {T't}1e(—o00,0), that sweeps out (—%, "JT") X R. This solution is symmetric with respect

to both coordinate axes and satisfies

2

Wy
h(Z)ZT_(—t)m’ (12)
where h(t) = (y(%, 1), e1). Moreover, if a € (%, 1) then
L) < —t+0(), (13)

ast — —oo, where £(t) = (y(m, t), e2).

Proof Note that, by Proposition 3.5, the diameter and the curvature of the solutions
{F,R},E(TRVO) are bounded uniformly in R, since by Proposition 3.3 the maximum of the
curvature is at & = 0. Recall also that, by Proposition 3.5, Tk — —oo as R — oo. Therefore

there exists a sequence R; — oo such that the sequence of flows {I"; ’} 1e(Ty; ,0) converges

locally uniformly to a family of compact convex curves {I';};c(—o0,0). The uniform lower
bound on hg(t) of Proposition 3.5 shows that this family sweeps out (-5, 5*) x R and
that it satisfies (12). In the case a € (%, 1), the estimate (13) is a consequence of the estimate

on £ (t) in Proposition 3.5 (iv), since 21130‘[" <O0.
Finally, this family is a weak solution of the «* flow, in the sense that it satisfies the
avoidance principle with respect to any other smooth solution. This is easy to see since it is

a limit of smooth flows. Therefore, by Theorem 3.1, it is indeed a smooth solution. O
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4 Classification of convex ancient solutions

In this section, we will classify all convex ancient solution {I';};c(—c0,0) to the ¥ flow for
o € (%, 1] which are contained in the strip IT := {(x, y) : |x| < wy/2} and in no smaller
strip. Moreover we will show, for any « € (1/2, 1], that the only non-compact ones are
translating solutions. The proof is very similar to the corresponding proof for the curve
shortening flow case (¢ = 1) given in [4, Theorem 3.3]. We first show that any compact
convex ancient solution that lies in a strip is reflection symmetric with respect to the mid-line
of the strip, which is proven by using the Alexandrov reflection principle [11,12]. The proof
follows [4, Lemma 2.4] (cf. [5]).

The non-compact case can be in fact dealt with in a much simpler way by looking at the
asymptotic translators at 400 and —oo. This idea follows the proof of [7, Theorem 1.2], by
using here Proposition 2.4. We present this result first.

Theorem 4.1 Any convex, non-compact ancient solution to the k“ flow, « € (1/2, 1], must
be a translating solution.

Proof Since the solution is convex, it is a graph over some interval / (bounded or unbounded)
which, without loss of generality, is an interval of the x-axis. Moreover, by [9], this solution
must in fact be eternal and we denote it by {I';};c(—c0,+00). As we have already discussed,
I’y — y(ea, t) converges, as t — —oo0, to a translator 7. T is either a straight line or it is
defined between two parallel lines [14]. B. Choi, K. Choi and Daskalopoulos in [8] observed
that, by the result in [9], a convex complete graph over an open interval I (either bounded
or unbounded), under the flow, remains a convex complete graph over the same interval /.
Hence, the solution is either entire or lies between two parallel lines. I'; — y (e2, 1) converges,
as t — +o00 to a translator Tp. If the solution is between two parallel lines, 7o = T by [8,
Theorem 1.1]. If the solution is entire, then so is Ty (which can be easily verified, for example
by using translating solutions as barriers) and thus again T = Tj. Hence in both cases T = Ty
and by the rigidity case of the Harnack inequality we obtain the result. O

Lemma 4.2 Let{T';};c(—o0,0) be a strictly convex ancient solution to the k® flow, a € (1/2, 1],
which is contained in the strip T1 := {(x, y) : |x| < wq/2} and in no smaller strip. Then T';
is reflection symmetric about the y-axis for all t < 0.

Proof Set
Hpg :={(x,y)€]R2:x < B}

and denote by Rg the reflection about d Hg. By Proposition 2.4, the ‘tips’ (or tip if the
solution is non-compact) of this solution converge to the unique translator as defined in
Theorem 2.1, which is reflection symmetric. Therefore, by the convexity of {I';};c(—o0,0)
given any 8 € (0, %), there exists a time #g such that

for all t < tg (for more details of this fact, see [3, Claim 6.2.1]). By the strong maximum
principle and the boundary point lemma for strictly parabolic equations this is true for all
t <0, see [11, Theorem 2.2]. Taking 8 — 0O implies that Ry - I'; lies to the left of I'; N Hp.
The result now follows by repeating the argument with Hg := {(x, y) € RZ:x>—B). O

Theorem 4.3 Modulo translations, there exists only one strictly convex ancient solution
{Tt}ie(=00,0) to the k* flow a € (%, 1] contained in the strip T1 := {(x,y) : |x] < %}
and in no smaller strip.
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Proof After a time and space translation, we can assume that the solution gets extinct at the
origin at time t = 0. Let

L@t) = —(y(0,1),e2) + (y(m, 1), €2) .

By Proposition 2.2 we have «“(0, t) > 1 and «* (i, t) > 1 thus
i (L(t)+2t) <0.
dt -
Therefore the limit
L = t_l)ir_noo(L(t) + 2t)

exists in [0, oo].
This quantity, for the particular compact solution we constructed in Theorem 3.6, satisfies,
by (13),

Lo := lim (Lo(t) +2t) < o0,
[—>—00

where Lo(t) = 2£(t), with £(¢) as in Theorem 3.6. We next claim that for any solution,
L=Ly. (14)

Suppose, contrary to the claim, that L > L (the case L < L is ruled out similarly). Then
we can find 7y such that

L(t) > Lo(t) forallt <. (15)

Let {00 t }re(—o0,0) be the particular solution constructed in Theorem 3.6. Define the halfspaces
Hpg and the reflection Rg about 0 Hg as in Lemma 4.2. Given any g € (0, %), set

00, = (Rg - 0°) N {(x,y) e R®: x <0},
and
’I:I=I‘tﬂ{(x,y)eR2:x<O},

and let (—r,o, r,O) = 909 and (r;", r;r) = BF,. Then, by (15) and since L is finite, there
exists ¢ > 0 such that for all 1 < 1y, there exists ¢; € (—c, ¢), such that (—r,o + ¢, r,0 +c¢;) C
(r; . ;7). Moreover, by convexity and the convergence of the tips given in Proposition 2.4,
there exists fg < fo depending on 8 such that 00 4+ ¢ N F, :N(() for all ¢+ < tg, with ¢;
as above. It then follows by the strong maximum principle that (0% + ¢;) N Fs = ¢ for all
t <tgandt < s < to. Letting B N\ 0, we find that there exists a constant co such that
F, N (00, +co) =@ forall t < tg. By Theorem 4.2 we thus obtain that I'; contains F? + ¢o
for all t < 1y, contradicting the fact that both curves reach the origin at time # = 0. This
finishes the proof of (14).
Now consider, for any 7 > 0, the solution {I'} };e(—c0,0) defined by I'; = I'; .. Since

L, ::tlim @t+1t)+t)>L=0Loy,
——00
we may argue as above to conclude that I'; lies outside 0% + ¢, for some constant c; and
for all + < 0. Taking T — 0, we find that I'; lies outside 09, for all + < 0. Since the two

curves reach the origin at time zero, they intersect for all # < 0 by the avoidance principle.
The strong maximum principle then implies that the two coincide for all 7. O
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Proof of Theorem 1.2 The non-compact case has been shown in Theorem 4.1. For the compact
caseand @ € (%, 1], we have shown uniqueness as long as our solution is restricted in a slab.
The theorem now follows by a result of Chen [6], which states that if the solution is not
defined in a slab, then it must be the shrinking circle. ]
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