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Determinants of emissions pathways in the 
coupled climate–social system

Frances C. Moore1 ✉, Katherine Lacasse2, Katharine J. Mach3,4, Yoon Ah Shin5, Louis J. Gross6,7 
& Brian Beckage8,9,10

The ambition and effectiveness of climate policies will be essential in determining 
greenhouse gas emissions and, as a consequence, the scale of climate change 
impacts1,2. However, the socio-politico-technical processes that will determine 
climate policy and emissions trajectories are treated as exogenous in almost all 
climate change modelling3,4. Here we identify relevant feedback processes 
documented across a range of disciplines and connect them in a stylized model of the 
climate–social system. An analysis of model behaviour reveals the potential for 
nonlinearities and tipping points that are particularly associated with connections 
across the individual, community, national and global scales represented. These 
connections can be decisive for determining policy and emissions outcomes. After 
partly constraining the model parameter space using observations, we simulate 
100,000 possible future policy and emissions trajectories. These fall into 5 clusters 
with warming in 2100 ranging between 1.8 °C and 3.6 °C above the 1880–1910 average. 
Public perceptions of climate change, the future cost and effectiveness of mitigation 
technologies, and the responsiveness of political institutions emerge as important in 
explaining variation in emissions pathways and therefore the constraints on warming 
over the twenty-first century.

The global trajectory of anthropogenic greenhouse gas emissions 
is the most important determinant of projected global temperature 
increases in this century and beyond, swamping the magnitude of inter-
nal climate variability or model differences1. However, this key driver 
of Earth’s future climate is treated as exogenous in almost all climate 
science3. Moreover, although emissions pathways arise from complex 
interactions among social, political, economic and technical systems, 
these elements are often analysed separately within disciplinary silos, 
neglecting interactions and feedback that can give rise to or stymie 
rapid change5. Understanding the potential for nonlinear dynamics in 
the socio-technical systems producing both greenhouse gases and cli-
mate policy is essential for identifying high-impact intervention points 
and better informing policy4,6,7. However, the coupling and interaction 
among social, political, economic, technical and climate systems—and 
their implications for emissions and temperature trajectories over the 
twenty-first century—have not been widely examined (although refs. 2,8,9  
provide some exceptions).

Evidence regarding the likely emissions path over the twenty-first 
century is mixed. On the one hand, although emissions growth may 
have decelerated in recent years, with some evidence of declining 
emissions in a few advanced economies, global emissions continue 
to grow10. National commitments under the Paris Agreement remain 
inadequate to meet either the 1.5-°C or 2-°C temperature target11 and 
it is unclear whether government policies are yet sufficient to deliver 

on these emissions pledges12. Carbon dioxide emissions from energy 
infrastructure currently in place or under development will exceed the 
1.5-°C carbon budget, and standard energy-system models struggle to 
simulate pathways that meet either temperature target without the 
widespread deployment of negative emissions technologies that are 
highly speculative13–15. The pace of decarbonization that is required 
to meet the Paris temperature targets vastly exceeds anything in the 
historical record at the global scale16.

On the other hand, specific cases of very rapid change in energy 
systems do exist, with accelerating deployment as market or policy 
conditions shift and technology costs fall. Path dependencies, increas-
ing returns to scale and learning-by-doing cost reductions can produce 
sudden, tipping-point-like transitions that cannot be extrapolated from 
past system behaviour17,18. Recent examples include the rapid fall in 
coal generation in the UK electricity mix and the dominance of electric 
vehicles sales in Norway19,20. Standard energy models, which mostly 
rely on linear extrapolations of past behaviour, repeatedly underpre-
dict the rate of renewable energy growth21. Historically, technological 
innovation and government policies often motivated by energy security 
concerns22 have also, in notable cases, spurred rapid shifts in energy 
systems, one of the fastest examples of which being the transition to 
kerosene lighting in the nineteenth century23.

Social norms that shape individual behaviour and preferences 
can exhibit similar tipping-point style dynamics24. These changes, 
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via collective action operating though political institutions, could 
in turn affect the regulatory and market conditions in which energy 
technologies compete. The presence of both positive and negative 
feedback processes within the political system has also been docu-
mented, as policy changes can both create new interest groups and 
activate incumbents against further change25–27.

These coupled feedback processes could give rise to complex behav-
iour and a wide range of plausible emissions pathways but, although the 
space of possibility is wide, that does not mean it is unknowable. Our 
goal is to model the drivers of potential emissions scenarios over the 
twenty-first century and, in doing so, shed light on how both climate pol-
icy and emissions arise from more fundamental socio-politico-technical 
forces and the key parameters governing these dynamics.

The main contributions are threefold. First, we present a styl-
ized model of the coupled climate–social system, focusing on cou-
pling across individual to global scales and on feedback processes 
documented across a wide range of relevant disciplinary literatures.  
This model is distinct from previous work that represents feedback 
processes within energy systems28 or between the climate, the economy 
and emissions pathways29 in that climate policy is still specified exog-
enously in these applications. By contrast, in this model, climate policy 
and greenhouse gas emissions arise endogenously from the coupled 
interaction of the climate, social, political and energy systems.

Second, we used this model to systematically examine potential 
dynamics of the system, highlighting feedback, connections and thresh-
olds across different components. Finally, after partially constraining 
the set of parameter values using historical data, we examined the space 
of possible emissions and policy trajectories over the twenty-first cen-
tury arising from the model. These fall into five clusters associated with 
particular parameter combinations, enabling these future trajectories 
to be classified on the basis of their underlying social, political and tech-
nical characteristics. Overall, we find that the socio-politico-technical 
feedback processes can be decisive determinants of climate policy and 
emissions futures. Our parameterized model implies a high likelihood 
of accelerating emissions reductions over the twenty-first century, 
moving the world decisively away from a no-policy, business-as-usual 
baseline.

Feedback and model structure
The positive and negative feedback processes operating within the 
coupled climate–social system are critical to understanding system 
behaviour and dynamics. The feedback processes that are represented 
in the model were identified in a two-step process. First, potentially 
relevant system feedback processes were described during a four-day 
interdisciplinary workshop. Second, targeted searches were conducted 
across relevant literatures in psychology, economics, sociology, law, 
political science and engineering to evaluate the evidentiary literature 
for or against candidate feedback processes, resulting in eight key 
feedback processes being included in the final model. This section 
briefly describes each feedback process, and Table 1 and Fig. 1 describe 
how these feedback processes are coupled together in the model and 
the model structure.

Social-conformity feedback
The social networks in which individuals are embedded at home, work, 
school or leisure have a strong influence on opinions and behaviour30,31. 
Social norms (that is, representations of the dominant or acceptable 
practices or opinions within a social group) are costly for individuals to 
violate and, over the long term, can shape individual identities, habits 
and world-views32,33. Studies in the USA have shown that perceived 
social consensus, that is, the degree to which individuals believe a 
particular opinion or action is dominant within their social group, 
can partially explain belief in climate change and support for climate 
policies34. A large body of literature has also shown that social norms 

are one important determinant of the probability that an individual 
engages in pro-environmental behaviour, such as conserving energy 
or adopting solar panels35–37. A tendency towards social conformity 
can lead to tipping-point-type dynamics in which a system transitions 
suddenly from a previously stable state given a sufficient critical mass 
of proponents of the alternate norm24,38. The model includes the social 
conformity effect in two ways: formation of public opinion regard-
ing climate policy and individual decisions on adopting pro-climate 
behaviour (Fig. 1).

Climate change perception feedback
The anthropogenic influence on the Earth’s climate system is increas-
ingly apparent39–41. Assessments of the contribution of anthropogenic 
warming to the probability of particular extreme events are increas-
ingly routine42. It has been hypothesized that this emerging signal of 
climate change in people’s everyday experience of weather might lead 
to widespread acknowledgement of the existence of global warming 
and possibly, by extension, support for mitigation policy43. A large 
number of studies have connected stated belief in global warming with 
local temperature anomalies: people appear to be able to identify local 
warming44,45 and are more likely to report believing in climate change 
if the weather is (or is perceived to be) unusually warm46–49. In effect, 
people appear to be using their personal experience of weather as 
evidence informing their belief in climate change49.

However, this so-called ‘local warming effect’ is complicated50. 
Several papers have found evidence that interpretations of weather 
events are filtered through pre-existing partisan identities or ideolo-
gies45,51,52. This suggests the presence of motivated reasoning (that is, 
the rejection of new information that contradicts pre-existing beliefs) 
in the processing of climate-change-related information53,54. Moreover, 
the perception of weather anomalies might well be complicated by a 
‘shifting-baselines’ effect in which people’s perception of normal condi-
tions is quickly updated on the basis of recent experience of weather55.

Political interest feedback
The large-scale emissions reductions that are required to stabilize the 
climate system cannot be accomplished by individuals acting alone, 
meaning the question of how individual support or opposition to 
climate policy translates into collective action through the political 
system is critical. This process is not straightforward—it is subject to 
political–economic constraints operating through complex political 
and government institutions and cannot be modelled as a simple linear 
function of public opinion56–58. The political economy literature has 
documented a positive feedback effect in which initial policy change 
establishes powerful interests able to lobby against policy reversal and 
for further change, the establishment of the wind energy industry in 
Texas being one example26,27. Although most examples in the literature 
are ones of reinforcing feedback processes, Stokes27 also documents 
instances of balancing feedback processes—where small policy changes 
activate powerful incumbents to lobby against further changes that 
threaten their interests.

Credibility-enhancing display feedback
Although the ability of individuals to alter the trajectory of greenhouse 
gas emissions is limited, individual adoption of pro-environmental 
behaviours can have spillover effects to the larger social network. 
Changing behaviour to better align one’s consumption or practices with 
how one believes society ought to function can strengthen this moral 
identity and send a normative signal to other community members 
about desirable collective outcomes59,60. Engaging in costly personal 
actions aligned with collective goals can act as ‘credibility enhancing 
displays’, increasing the persuasiveness of the actor. Kraft-Todd et al.61 
use this framework to explain why community ambassadors promoting 
solar panel installation were more effective if they had installed solar 
themselves. For climate change more generally, Attari, Krantz and 
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Table 1 | Description of the climate–social model components and key parameters

Model 
component

Description Key parameter Description

Opinion The opinion component models the dynamics of public 
opinion on climate policy through changes in the fraction of 
the population falling into one of three groups: supportive, 
neutral or opposed to climate policy. Movement between 
groups depends on social conformity (people tend towards 
opinions common in their social group) and can, depending 
on parameter values, also be affected by 
(1) observation of climate change (through the climate 
change perception feedback); 
(2) policy changes (through the expressive force of law 
feedback); and (3) adoption behaviour (through the 
credibility-enhancing display feedback).

Network homophily The tendency of the population to preferentially affiliate with 
groups with similar opinions87–89. High network homophily 
means that groups with different opinions are less likely 
to come into contact with each other, causing divergence 
between policy opinions across the population and within 
a typical individual’s social network.This parameter also 
defines the social network structure within the adoption 
component.

Persuasive force The strength of the social-conformity effect.
Evidence effect How strongly perceived climate change affects climate 

policy opinion.
Policy–opinion effect The strength of the expressive force of law feedback.
Credibility-enhancing 
display effect

The strength of credibility-enhancing display feedback, 
which modifies the persuasive force for climate policy 
supporters that adopt individual pro-climate behaviour.

Adoption The adoption component models the fraction of each 
opinion group adopting a single, representative pro-climate 
behaviour. Adoption depends on adoption cost and a desire 
to conform to typical behaviour within the social network 
(that is, a social-conformity feedback). Adoption cost can 
be lowered by policy and can also include an endogenous 
cost-reduction feedback (that is, more adopters decreases 
adoption cost). Adoption can also be influenced by opinion 
on climate policy.

Social-norm effect The strength of the influence of social norms on 
adoption decisions. The social network depends on the 
network-homophily parameter in the same way as in the 
opinion component.

Opinion-adoption 
effect

A parameter that describes how climate policy opinion 
affects adoption. Greater values make climate policy 
supporters more likely, and policy opposers less likely, to 
adopt for a given adoption cost.

Endogenous technical 
change effect

The endogenous technical change effect controls how 
adoption costs fall with increased adoption.

Policy-adoption effect How changes in climate policy affect adoption costs.
Policy The policy component models collective climate change 

action through a single stock variable representing an 
effective carbon price (or subsidy for negative values). The 
change in policy each period depends on the distribution of 
climate policy opinion in the population.

Status quo bias The tendency of political institutions to maintain the status 
quo90. Higher values require larger majorities in favour of a 
policy change before policy responds and slows the rate of 
change. The effect is symmetric for increases and decreases 
in the carbon price.

Political interest 
feedback

The strength of the political interest feedback, in which past 
policy change modifies the status quo bias parameter to 
make future change easier or harder. Can be a balancing 
feedback (that is, past changes in one direction make future 
change in that direction harder) or a reinforcing feedback.

Emissions The emissions component models reductions in emissions 
from an RCP7 no-policy baseline as a function of climate 
policy and individual adoption. Emissions under RCP7 
are higher than expected given current climate policies, 
but are a more central estimate of no-policy emissions 
trajectories than the ‘worst-case’ RCP8.5 scenario91. Policy 
is allowed to produce persistent (that is, cumulative) 
emissions reductions consistent with changes to 
long-lived capital, while individual adoption produces 
non-cumulative emissions reductions. The component 
allows for an endogenous technical change feedback for the 
policy-induced mitigation. The policy component is assumed 
to represent the OECD and the rest of the world follows the 
same emissions-reduction path with some time lag (that 
is, consistent with principles of common but differentiated 
responsibility in international climate agreements). 
Emissions are further affected by warming levels through the 
temperature-emissions feedback.

Maximum mitigation 
rate and time

Cumulative, policy-induced mitigation is modelled 
as a contemporaneous drop in emissions that decays 
exponentially over time. Both the initial drop and the rate of 
decay increase with more stringent climate policy. These 
parameters cap the maximum value that they can take as 
policy increases, in the absence of the learning-by-doing 
feedback.

Learning-by-doing 
effect

The learning-by-doing effect controls the strength of the 
endogenous cost-reduction feedback for policy-induced 
mitigation.

Lag time This parameter controls the number of years lag between 
OECD policy change and the rest of the world. A value of 0 
enables the model to function as a single-region model.

Adoption 
effectiveness

Effectiveness of individual pro-climate behaviour change in 
reducing emissions.

Temperature–
emissions feedback

Feedback from warming to greenhouse gas emissions, 
parameterized on the basis of Woodard et al.8.

Climate The climate model converts global greenhouse gas emissions into a change in global mean temperature. It is a simple three-box carbon cycle model 
(atmosphere, upper ocean and lower ocean) and two-box temperature model (atmosphere and ocean). The structure of the model is similar to that 
used in the DICE integrated assessment model92, but using annual time steps following Cai and Lontzek93. The climate model functions in the analysis 
only to input temperature change to the cognition component. As it is not of direct interest to the socio-politico-technical feedback processes 
analysed in this Article, climate model parameters are not varied in the analysis.

Cognition The cognition component converts changes in temperature 
into perceived evidence for or against climate change. 
Weather anomalies in each time period depend on the 
climate and a random component based on the Earth’s 
natural climate variability. The component allows for two 
cognitive biases in individuals’ perceptions of climate 
change—shifting baselines and biased assimilation.

Shifting-baselines 
effect

Whether perceived weather anomalies are based on a fixed 
baseline (that is, relative to the 1900 baseline of the climate 
model) or a shifting baseline that changes over time. This is a 
binary (that is, on/off) parameter. If on, anomalies are based 
on a weighted average of the past 8 years, with weights as in 
Moore et al.55.

Biased-assimilation 
effect

The strength of the effect that determines how perceived 
anomalies are converted into evidence for or against 
climate change. High values of this parameter cause policy 
supporters to over-weight warm temperature anomalies 
and under-weight cool anomalies as evidence for or 
against climate change, with an opposite effect for the 
opposing opinion group.

A complete set of equations is given in the ‘Model documentation’ section of the Supplementary Information.
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Weber62,63 found that the personal carbon footprints of researchers 
advocating climate policy affects their credibility and the impact of 
their message.

Expressive force of law feedback
To the extent legal or judicial institutions are perceived as legitimate, 
changes in laws coming out of them can provide information about 
desirable or common attitudes within the population, feeding back 
to reinforce the attitudes or behaviour of the society that produced 
them. Tankard and Paluck64 identify signals from governing institu-
tions as one of three sources of information about community norms. 
Legal scholars have developed the theory of the ‘expressive function’ 
of law—the idea that law and regulation work on society not only by 
punishing undesirable behaviour but also by signalling what kind of 
behaviour is praiseworthy and what is reprehensible65–67. This signal 
is particularly important if individuals have imperfect information 
about the distribution of attitudes or behaviour within a reference 
population67,68. Several papers have found evidence for feedback from 
changes in laws and regulations to the perception of social norms, 
attitudes or behaviour, including the legalization of gay marriage69,70, 
smoking bans71 and the COVID-19 lockdowns72.

Endogenous cost-reduction feedback
New energy technologies are often expensive, but also tend to exhibit 
price declines with installed capacity. This ‘learning-by-doing’ effect 
has been widely documented in the energy systems literature and is 
incorporated into some energy system models73. Falling costs are attrib-
uted to the combination of economies of scale, lower input costs and 
efficiencies in the production process and design74. This is a reinforcing 
feedback process, where small initial deployments, possibly driven by 
subsidies or regulatory requirements, lower costs and enable further 
deployment. Rubin et al.75 reviewed estimated learning rates (that is, 
the fractional reduction in cost for a doubling of installed capacity) for 
11 generation technologies and found ranges between −11% and 47% 
with many estimates falling in the 2% to 20% range.

Temperature–emissions feedback
The effects of climate change are expected to be widely felt across 
geographical regions and economic sectors. These impacts themselves 
might well affect the capacity of the economy to produce emissions. 
Most notably, some work has suggested large effects of warming on 
economic growth76,77, which could substantially reduce the level of 
economic production over time with a corresponding reduction in 
greenhouse gas emissions. However, other effects through the impact 

of warming on energy demand78 or on the carbon intensity of energy 
production79,80 might either partially offset or exacerbate this effect. 
Woodard et al.8 provide a central estimate of these combined effects 
of a 3.1% decline in emissions per degree of warming, with upper and 
lower bounds ranging from −10.2% to 0.1%.

The model developed here is designed to investigate the complex, 
emergent behaviour of the coupled climate–social system, includ-
ing the feedback processes described above. Figure 1 shows the six 
major model components that operate across four interconnected 
scales: individual (cognition component), social (opinion and adoption 
components), national (policy component) and global (emissions and 
climate components). Descriptions of processes and key parameters 
in each component are given in Table 1, and equations and parameters 
are fully documented in the Methods and the ‘Model documentation’ 
section of the Supplementary Information.

Tipping points, interactions and thresholds
The coupled feedback processes across model components described 
above can produce complex, highly nonlinear behaviour that depends 
sensitively on interactions across social, political and technical systems. 
We begin by demonstrating this behaviour through three systematic 
explorations of the model parameter space, designed to highlight 
interactions across scales and model components. These values were 
chosen deliberately to highlight tipping-point and threshold behaviour 
in the model and are not necessarily the most likely or representative 
values. Constraints on the distribution of parameter values are dis-
cussed in the next section. Each panel in Fig. 2 shows model output, 
systematically varying 2–3 parameters while keeping all of the other 
model parameters fixed at the values given in Extended Data Table 1.

Individual behavioural change. Figure 2a demonstrates the potential 
for tipping points associated with individuals’ adoption of behavioural 
change. The primary effect of behaviour change on emissions is small, 
reflecting the limited control that individuals have over how societies 
produce and use energy. The COVID-19 lockdowns, a global and un-
precedented change in mobility and consumption patterns, temporar-
ily reduced global CO2 emissions by somewhere between 9% and 17%  
(refs. 81,82), providing a possible upper bound on the effect of behaviour-
al change on reducing carbon footprints. As emissions under our RCP7 
baseline almost double by 2100, this is clearly insufficient to provide 
the deep decarbonization needed to stabilize global temperatures, 
even under universal adoption.

However, Fig. 2a demonstrates that, under some conditions, the 
willingness of climate policy supporters to undertake costly personal 
pro-climate behavioural change can be decisive in triggering posi-
tive feedback processes that tip the system into a sustainable state. 
This interaction operates through the credibility-enhancing display 
feedback from adoption to opinion; if this feedback is small or absent, 
then no amount of individual action can drive major emissions reduc-
tion. However, if this feedback is strong, then behavioural change by 
climate policy supporters persuades more people to support climate 
policy, an effect that triggers a cascade of positive feedback processes 
in the opinion (social-conformity feedback) and mitigation (learning 
by doing) components that drive emissions to zero by 2100.

Learning by doing. Figure 2b illustrates interaction effects between 
technological change in the energy system, public opinion dynamics 
and the responsiveness of political institutions. On average, larger en-
dogenous cost reductions lead to larger emissions reduction. However, 
as this technological feedback must be initiated by climate policy, there 
is a threshold effect—a large nonlinear change in model behaviour at a 
particular parameter value—associated with the fraction of the popu-
lation supporting climate policy. Below a threshold level of support, 
there is no policy driving the initial deployment required to kickstart 
the cost-reduction feedback. Moreover, even beyond this threshold, 
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Fig. 1 | The climate–social model components and feedback processes. 
Components are shown in black and the model feedback processes in green. 
Feedback processes are identified as positive (+) (that is, reinforcing) or 
negative (−) (that is, dampening). The black arrow shows a connection between 
components (policy-adoption effect) that is not directly part of a particular 
feedback process. Descriptions of the components and key parameters 
governing both feedback strength and component behaviour are given in 
Table 1.
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higher levels of support lead to faster deployment and a larger effect 
of endogenous cost reductions (indicated by the steepening of the 
contour lines at the top of the figure). The two panels in Fig. 2b highlight 
how the characteristics of political institutions affect this relationship: 
those that are less responsive to public opinion (that is, high status 
quo bias) (Fig. 2b bottom) have a higher threshold for policy support 
and ramp up climate policy more slowly, leading to higher cumulative 
emissions over the twenty-first century, even in the presence of a strong 
cost-reduction feedback in the energy sector.

Perception of climate change. Figure 2c illustrates how information 
from the climate system might influence public opinion dynamics if 
observation of the weather affects support for climate policy (that is, 
the climate perception feedback). The existence of this feedback can 
have a decisive influence on opinion dynamics, as illustrated by the 
threshold behaviour at zero. Model behaviour is substantively differ-
ent even for very small effects of perceived weather on climate policy 
opinion compared with model behaviour with no perception effect. 
However, this is moderated substantially in the presence of cognitive 
biases that can fully offset the cognition feedback. In model runs using a 
fixed baseline for the perception of temperature anomalies (Fig. 2c left), 
the population unanimously favours climate policy, regardless of bi-
ased assimilation, because the perceived weather changes are so large.

The presence of shifting baselines (Fig. 2c right) complicates this 
effect. In particular, when biased assimilation is large, a stronger percep-
tion feedback leads to more climate policy opposers in 2050 compared 
with if that feedback were weaker or absent. This is because, if baselines 
shift and people compare current weather only to the past 8 years, 
they will periodically perceive unusually cold anomalies due to natural 
weather variability, even though temperatures are warm relative to a 
fixed, preindustrial baseline55. In the presence of biased assimilation, 
these perceived cold anomalies reinforce the belief of climate policy 
opposers in their position, leading to persistence of this opinion group.

Constraining the parameter space
The illustrations in the previous section highlight how coupled 
socio-politico-technical feedback processes across components and 
scales in the climate–social system can produce nonlinear behaviour 
leading to a wide range of twenty-first century emission trajectories. 
This complexity characterizes the space of possible climate outcomes 
when climate policy is modelled as an endogenous product of more 

fundamental social and political forces. However, identifying outcomes 
that are more or less likely within this range requires placing some 
bounds on the model parameters.

The model is a highly aggregated and abstracted representation of 
the coupled climate–social system, meaning that parameterization is 
not straightforward. We performed two exercises based on hindcasting 
performance to partially and probabilistically constrain the parameter 
space. The first exercise used the population-weighted time series of pub-
lic opinion on climate change in nine OECD countries (the USA, Canada, 
France, Germany, Italy, Spain, the UK, Australia and Japan) between 2013 
and 2020 from Pew Research Center83 and the emissions-weighted average 
carbon price for the same countries over the same period84 to jointly con-
strain nine parameters in the cognition, opinion and policy components.

The second exercise used recent estimates of the effect of Swedish 
carbon prices on emissions to constrain two parameters in the emis-
sions component85. Although only a tiny fraction of global emissions, 
the Swedish case is important because Sweden has had the world’s high-
est carbon price for several decades84, enabling estimates of the effect 
of high and sustained carbon prices on emissions. As the model includes 
a single abatement cost function, this exercise implicitly assumes that 
the Swedish abatement costs are more widely generalizable, a potential 
weakness of this calibration point.

For each hindcasting exercise, relevant model components are run in 
a Monte Carlo mode, sampling independently from the set of possible 
parameter values. Model output for each run is then compared to the 
observed time-series and parameter combinations are weighted on the 
basis of the distance between model output and observed data (Methods).  
Differences between the unweighted and weighted parameter distribu-
tions provide an indication of the extent to which observations provide 
constraints on the parameter value.

Extended Data Figures 1 and 2 give the results of these exercises. 
Extended Data Figure 1a shows how the dynamics of public opinion 
provide some constraint on both the social conformity and cognition 
feedback. Public opinion on climate policy over the last decade suggests 
a population socially sorted within opinion groups (that is, slightly 
higher network homophily parameter) with relatively slow movement 
between groups (that is, low persuasive force) and a relatively small role 
for the individual perception of climate change in opinion formation 
(low evidence parameter). The exercise is less informative regarding 
parameters in the policy component, although there is some evidence 
of status quo bias in the political system.
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Fig. 2 | Tipping points and thresholds in model behaviour. a, Illustration of a 
tipping point associated with individual adoption of behavioural change by 
climate policy supporters through the credibility-enhancing display feedback. 
b, The interactions between endogenous cost reductions in the energy sector 
and the opinion (fraction of climate policy supporters) and policy (status quo 

bias) components. c, The effect of the climate perception feedback and 
specific cognitive biases on public opinion. Model parameters that are not 
mentioned in each figure panel are kept constant for all of the model runs at the 
values shown in Extended Data Table 1.
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The exercise also constrains the covariance between parameters 
(Extended Data Fig. 1b). For example, there is covariance between the 
network homophily, persuasive force and shifting baseline param-
eters—consistency with observed changes in OECD climate opinion 
over time requires that opinion groups are socially separated, move-
ment between opinion groups is slow or cognitive biases like shifting 
baselines limit the role of observed climate change in driving public 
opinion. Extended Data Figure 2 shows the results of the second hind-
casting exercise on the emissions parameters, which suggests a low 
value for the contemporaneous effect of policy on emissions (maximum 
mitigation rate), but is uninformative about the persistence of those 
emissions reductions (maximum mitigation time).

Future emissions pathways
We used the partially constrained parameter space to probabilisti-
cally examine emissions trajectories over the twenty-first century.  
We performed 100,000 runs of the model, drawing from the joint 
distribution of the set of hindcast parameters and sampling uniformly 
over an additional 11 parameters, mostly within the adoption com-
ponent (with the exception of a triangular distribution for the tem-
perature–emissions feedback based on Woodard et al.8). The model 
is initialized using 2020 public opinion83 and emissions data and run 
until 2100, with parameter values fixed for each model run. We used 
k-means clustering to group together model runs with similar trajec-
tories of climate policy and emissions over the twenty-first century, 
identifying five distinct pathway types (Methods). A focus on clusters 
of similar policy and emissions pathways strikes a balance between 
exploring and explaining the diverse range of model behaviours 
while avoiding an undue focus on either the central tendency or the 
extremes of model outcomes.

Figure 3 shows the mean policy and emissions trajectories for the 
five clusters. The model parameter values characteristic to each cluster 
indicate the socio-politico-technical states determining each policy–
emissions trajectory. These parameter values are shown visually in 
Extended Data Fig. 3. Table 2 describes the different pathways and 
gives end-of-century warming under the mean emissions scenario in 
each cluster.

The modal policy–emissions trajectory emerging from the model, 
48% of model runs, has global emissions peaking in the 2030s and 
dropping steeply over the 2040–2060 period, resulting in 2100 warm-
ing of 2.3 °C above 1880–1910 levels. The 2030–2050 emissions path-
way displays a perhaps remarkable similarity to recent estimates of 
the effect of current climate policies or stated nationally determined 
contributions. Sognnaes et al.11 estimate these result in fossil-fuel CO2 
emissions between 30–36 Gt CO2 in 2030 and between 23–40 Gt CO2 in 
2050. Assuming that fossil fuels constitute 90% of total CO2 emissions, 

equivalent values for the modal path trajectory are 38 Gt CO2 in 2030 
and 30 Gt CO2 in 2050. This congruency arises despite the fact that 
current and stated climate policies are not input into the model and 
do not constrain model behaviour.

The second and third most frequent clusters highlight the role of 
feedback processes discussed above. The ‘aggressive action’ trajectory 
is characterized by a strong social-conformity feedback in the opinion 
component through a high persuasive force parameter, leading to rapid 
diffusion of support for climate policy that—combined with effec-
tive and globally deployed mitigation technologies—drives emissions 
down faster than in the modal path, limiting warming to below the 2 °C 
temperature target. By contrast, the ‘technical challenges’ trajectory 
is characterized by a weak or absent learning-by-doing cost reduction 
feedback within the energy sector, as well as expensive and ineffective 
mitigation technologies. This pathway has the same climate policy 
trajectory as the modal path, but the absence of the technical-change 
feedback driving costs down over time leads to much greater emissions 
and warming of 3 °C by 2100.

Two other trajectories (‘delayed recognition’ and ‘little and late’) 
exhibit multi-decade delays in climate policy, producing higher emis-
sions over the century. These trajectories (which together constitute 
just over 5% of model runs), tend to be characterized by weak social 
conformity feedback in public opinion (through high network homo-
phily and low persuasive force), cognitive biases limiting any effect 
of perceived climate change in increasing support for climate policy 
and an unresponsive political system (high status quo bias) that slows 
climate policy even as public support increases.

Examining the set of parameters that distinguish the clusters of pol-
icy and emissions trajectories from each other (Table 1 and Extended 
Data Fig. 3) reveals an important role for parameters associated with 
the opinion, mitigation, cognition and policy components, particularly 
the strength of social conformity (for example, network homophily 
and persuasive force), the strength of mitigation technology feedback 
and effectiveness (for example, learning by doing, mitigation rate and 
lag time), the responsiveness of political institutions (for example, 
status quo bias) and the role of cognitive biases (for example, shift-
ing baselines and biased assimilation). Parameters from the adoption 
component notably do not tend to be distinguishing characteristics of 
policy and emissions pathways. Thus, although the model can exhibit 
tipping-point behaviour in which individual adoption of behavioural 
change can be decisive in driving the system towards zero emissions 
(Fig. 2a), the particular conditions that are necessary for this model 
behaviour do not appear to be common after constraining the model 
parameters using the hindcasting exercise.

Drivers of variance in model behaviour were further explored by 
fitting random-forest models to two outputs of the 100,000 Monte 
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Carlo runs of the calibrated model: policy in 2030 and cumulative emis-
sions over 2020–2100. Normalized values of the 22 model parameters 
are used as explanatory variables. Extended Data Figure 4 gives the 
minimum depth distributions for the most important 10 variables 
for each model. As with the clustering analysis, variables related to 
opinion dynamics (persuasive force and network homophily), respon-
siveness of the political system (status quo bias and political-interest 
feedback), individual perception of climate change (shifting baselines 
and evidence effect) and mitigation technologies emerge as important 
in explaining variation in policy and emissions trajectories over the 
twenty-first century.

Discussion and conclusions
The trajectory of global greenhouse gas emissions over the twenty-first 
century will result from the complex interaction of technologies, gov-
ernments, markets, individuals and communities. Although a range of 
disciplines have documented relevant feedback processes, the dynam-
ics of the full system will depend on connections across components 
and scales. These coupled feedback processes can give rise to complex 
behaviour with, in some cases, sensitive dependence on parameter val-
ues and initial conditions. Even further uncertainties and more complex 
behaviour could emerge if parameter values were allowed to drift or 
change over time, for example, due to the evolution or reform of politi-
cal institutions, a dynamic not explored in this analysis.

However, despite the wide range of plausible behaviour, sys-
tematic exploration of the model parameter space combined with 
observational constraints on parameter values where possible can 
bound the space of probable outcomes. Despite uncertainties in 
many parameters, none of the policy–emissions clusters that we 
identified represent a pure business-as-usual world without climate 
policy. Even the highest-emission cluster produces warming in 2100 

that is lower than the RCP7 business-as-usual baseline of 3.9 °C.  
The vast majority of runs (98%) produce warming of more than half 
a degree lower, although these warming estimates are sensitive to 
uncertainties in the climate system, including the climate sensitiv-
ity and the representation of carbon-cycle feedback, as well as the 
treatment of non-CO2 greenhouse gases (Methods). Identified emis-
sions trajectories, even the aggressive action scenario, fail to meet 
the more ambitious Paris Agreement target of limiting warming to 
1.5 °C above pre-industrial levels. This result is not surprising, as all 
1.5-°C-consistent emissions scenarios from energy system models 
include the widespread deployment of negative emissions technol-
ogy, which is not represented in our model86. However, we do esti-
mate a substantial probability of meeting the 2 °C Paris Agreement 
target—28% of our Monte Carlo runs result in 2091–2100 warming 
below 2 °C above 1880–1910 levels.

We therefore find that socio-politico-technical feedback processes 
can be decisive for climate policy and emissions outcomes. Yet, they 
require a distinct and deliberate modelling approach. Exploring emis-
sions pathways as an endogenous outcome of the coupled climate–
social system differs from the typical use of emissions scenarios as 
exogenous inputs into either energy–economic or general circulation 
models. This paper seeks to explain alternative emissions and policy 
trajectories as the product of more fundamental social, political, tech-
nical and economic processes. Doing so requires an integrated mul-
tidisciplinary perspective—almost all of our identified clusters have 
distinguishing parameters from more than one model component, 
implying that the interaction between these subsystems is key in driving 
variance in potential twenty-first century emissions pathways. Further 
work to enhance this modelling framework could improve the climate 
model to better represent non-CO2 forcing and carbon-cycle feedback 
and would expand the carbon pricing data used for calibration of the 
policy and mitigation components.

Table 2 | Descriptions of distinguishing characteristics, frequency and temperature outcomes

Emergent 
policy-emissions 
trajectory

Characteristic parameter sets Story-line description Fraction of 
Monte Carlo 
runs (%)

Global 
temperature 
2091–2100 (°C 
above 1880–1910)

Modal path NA As the cluster containing the plurality of model runs, the modal 
cluster contains very few distinctive parameter values. It can be 
thought of as the baseline model behaviour given the parameter 
constraints described in the previous section. Global emissions peak 
in the early 2030s and decline to zero by 2080.

48.4 2.3

Aggressive action • High persuasive force 
• Low lag time 
• High mitigation rates

Rapid diffusion of support for climate policy leads to a rapid increase 
in policy ambition over the 2020s. Effective emissions-reduction 
technologies and rapid diffusion around the world reduce global 
emissions to zero by 2060.

28.2 1.8

Technical challenges • Low mitigation rates 
• Low mitigation time 
• Low learning-by-doing effect

Opinion and policy evolve similarly to the modal path, producing 
a carbon price trajectory that ramps up over the 2020s and 
2030s. However, technological limitations, including a limited 
learning-by-doing feedback, mean this policy produces much 
smaller effect on emissions than in the modal path.

18.0 3.0

Delayed recognition • High shifting baselines 
• Low persuasive force 
• High status quo bias

Political opinions on climate policy are slow to change and shifting 
baselines prevent individual recognition of climate change. Political 
systems are slow to respond to public opinion meaning climate 
policy gradually ramps up after 2040, leading global emissions to 
peak around 2050.

3.6 3.1

Little and late • High network homophily 
• Low persuasive force 
• High social norm effect 
• High status quo bias 
• High biased assimilation 
• High shifting baselines

Populations are highly fragmented by policy opinion, preventing the 
diffusion of support for climate policy. Biased assimilation combined 
with shifting baselines prevents recognition of climate change and 
enables opposition to climate policy to persist into the mid-century. 
Unresponsive political institutions that are biased towards the status 
quo delay climate policy until after 2080, while a strong effect of 
social norms deters individual action to reduce emissions.

1.8 3.6

Descriptions of distinguishing characteristics, frequency and temperature outcomes under five clustered policy–emissions trajectories shown in Fig. 3. Temperature change in 2091–2100 
depends on how forcing from non-CO2 greenhouse gases is assumed to change with CO2 emissions reductions (Methods). Extended Data Table 2 shows the sensitivity of 2091–2100 tempera-
tures to alternate treatment of non-CO2 forcing and the effect of using the MAGICC v.7 climate model94.
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Methods

Model components and the feedback processes between and within 
components were identified from a review of literature across relevant 
fields including social and cognitive psychology, economics, sociol-
ogy, law, political science and energy systems engineering8,24,26,27,31–78.  
The climate–social model was developed using relationships and 
feedback processes identified from this review (illustrated in Fig. 1, 
described in Table 1 and documented in the ‘Model documentation’ 
section of the Supplementary Information). Specific parameterizations 
or functional forms were derived from the literature where available. 
These are (1) parameterization of the temperature-emissions feedback 
using Woodard et al.8; (2) parameterization of the shifting-baseline 
effect using Moore et al.55; (3) parameterization of the learning-by-doing 
effect using Rubin et al.75; and (4) use of a logistic uptake curve to rep-
resent uptake of individual behaviour change as commonly used in 
the technology adoption literature95. However, in many cases, only 
qualitative descriptions or relationships were described in the litera-
ture. In these cases (normative force of law feedback, political inter-
est feedback, social norm effect, social homophily, status quo bias, 
credibility-enhancing display feedback and biased assimilation), we 
attempted to translate the relationships into appropriate functional 
forms, described in more detail in the ‘Extended model documentation’ 
section of the Supplementary Information.

The behaviour of the model, particularly the potential for cross- 
component feedback processes and tipping points was investigated 
using systematic sweeps of the parameters shown in Fig. 2, keeping all of 
the other model parameters fixed. Other model parameters for this part 
of the analysis were deliberately chosen to demonstrate the existence 
of tipping or threshold behaviour following an informal, qualitative 
exploration of the parameter space and are given in Extended Data 
Table 1. The parameters that were varied in this analysis were chosen 
to exemplify thresholds and tipping-point behaviour as well as the 
interactions that moderate those effects.

Two hindcasting exercises were conducted to partially constrain 
some key model parameters (given in Extended Data Figs. 1 and 2) using 
historical data. The first used time series of public opinion on climate 
change and carbon prices from 2013 to 2020 for nine OECD countries 
(the USA, Canada, Japan, Australia, the UK, Germany, France, Italy and 
Spain) to jointly constrain nine parameters in the opinion, policy and 
cognition components. Opinion data came from the Pew Research 
Center83, which asked respondents whether they thought global climate 
change was a major threat, a minor threat or not a threat. These three 
categories were mapped onto those supporting, neutral or opposed 
to climate policy and data from nine countries were aggregated into 
a single population-weighted time series96. Carbon price data come 
from the World Bank Carbon Pricing Dashboard and we calculate a 
single, emissions-weighted carbon price for the nine OECD countries 
between 2013 and 2020 (ref. 84). This constrains the calibration to only 
explicit carbon prices based on taxes or emissions trading schemes, 
ignoring implicit carbon prices arising through other forms of climate 
and energy regulation, for which data are not readily available.

The model was initialized using carbon prices and opinion distribu-
tion from 2013 and then run 20,000 times, sampling from the distri-
butions over nine model parameters (given in Extended Data Fig. 1).  
We use uniform prior distributions over the parameters, except in a cou-
ple of cases for which parameters are structurally related to each other 
(specifically the ‘weak persuasive force’ is constrained to be smaller 
than the ‘strong persuasive force’ and the ‘political interest feedback’ is 
constrained to be smaller than the ‘status quo bias’) or where some prior 
evidence suggests non-uniform distributions. Specifically, we used 
informative prior distributions for the network homophily parameter, 
placing higher weight on larger values (that is, more social separation 
between opinion groups97,98) and for the shifting baselines parameter, 
placing more weight on the existence of shifting baselines55. For each 

model run, we defined a probability weight associated with the param-
eters based on its error in predicting 2014–2020 opinion and policy 
(that is, carbon prices) relative to the set of all 20,000 runs (details are 
provided in the ‘Weighting scheme for hindcast parameter constraints’ 
section of the Supplementary Information). Initial distributions and 
weighted distributions based on hindcasting performance are given 
in Extended Data Fig. 1a.

A second tuning exercise was performed for two parameters in the 
emissions component (maximum mitigation rate and maximum mitiga-
tion time) using evidence from Andersson85 on the effect of the Swedish 
carbon price over the period 1991–2005. Andersson estimates that 
carbon pricing reduced emissions by 12.5% in 2005. The emissions 
component was forced with observed Swedish carbon prices over this 
time period and run 10,000 times, sampling from independent uniform 
distributions over the two mitigation parameters. A weighting scheme 
based on the difference in the modelled mitigation rate in 2005 and the 
estimated effect of the policy in Andersson85 was applied to the initial 
uniform distributions, shown in Extended Data Fig. 2. As with the first 
calibration exercise, this again relies on only explicit carbon tax levels, 
ignoring the effects of fuel taxes or the shadow costs of other climate 
or energy regulation.

To evaluate the effectiveness of the parameter-tuning process for 
parameters in the opinion, policy and cognition components, we also 
performed a leave-one-out cross-validation of the model. Component 
parameters were tuned after dropping data from each year between 
2014 and 2020 in sequence. The trained model was then run 20,000 
times in Monte Carlo mode to predict the missing year value. We find 
that the average out-of-sample root mean squared error is US $2.5 for 
the carbon price and 5.4 percentage points for the combined neutral 
and opposed opinion groups.

Finally, a full Monte Carlo analysis of the model was performed. 
Parameters partly constrained in the hindcasting exercises were drawn 
from the weighted distributions shown in Extended Data Figs. 1 and 2. 
An additional 11 parameters (primarily in the adoption component, 
and listed in the ‘Monte Carlo parameter sampling details’ section 
of the Supplementary Information) were drawn from independent 
uniform distributions (with the exception of a triangular distribution 
for the temperature–emissions feedback based on Woodard et al.8).  
The model was run 100,000 times, initialized using opinion distribu-
tion in 2020 and running until 2100.

Clusters of similar policy and emissions trajectories were identified 
by concatenating the two time series for each model run, scaling each 
column and applying k-means clustering to the resulting data frame. 
We decided on 5 clusters based on reductions in the within-cluster vari-
ance for 2–9 clusters (Extended Data Fig. 5). Characteristic parameter 
values for each cluster (Extended Data Fig. 3) were identified by first 
scaling the parameter values across all runs and then plotting average 
values for each cluster. Values close to zero mean that the model runs 
within the cluster have parameter values close to the ensemble average, 
whereas high or low values suggest sorting of those ensemble runs into 
the cluster and that these values are therefore important in producing 
the policy–emissions trajectory associated with that cluster.

The temperature outcomes for emissions pathways reported in 
Table 2 depend on how forcing from non-CO2 greenhouse gases are 
assumed to change with CO2 emissions. Following the 2016 DICE 
model99, non-CO2 forcings appear in the model as an ‘exogenous 
forcing’ term applied on top of radiative forcing from CO2. We allow 
this forcing to vary with CO2 emissions based on a fitted relationship 
between reductions in CO2 and reductions in CH4 and N2O observed in 
the SSP-RCP emissions database100, which suggests that these gases are 
reduced at approximately half the rate of CO2 (Extended Data Fig. 6). 
The sensitivity of 2091–2100 temperature estimates to this modelling 
choice is shown in Extended Data Table 2.

Moreover, the DICE climate model used in the coupled climate–
social model and to estimate warming in Table 2 has a slow temperature 



response and lacks representation of carbon-cycle feedback101. Thus, 
in Extended Data Table 2, we also show 2091–2100 warming under the 
five emissions trajectories using the MAGICC v.7 climate model, which 
includes saturation of the land and ocean carbon sinks, a more complete 
treatment of non-CO2 forcing and is calibrated to reproduce behaviour 
of much larger general circulation models94,102. End-of-century warm-
ing on the basis of the DICE model is well within the uncertainty range 
based on 100 Monte Carlo runs of MAGICC. The largest difference with 
median MAGICC warming is 0.2 °C for the aggressive action pathway. 
All of the other scenarios are within 0.1 °C of the median.

The coupled climate–social model is coded in R (v.3.6.3). Model out-
put and behaviour were also analysed using the tidyverse, randomFor-
est and randomForestExplainer packages. Figure 3 and Extended Data 
Figs. 3, 4 and 6 were made using the ggplot2 package.

Reporting summary
Further information on research design is available in the Nature 
Research Reporting Summary linked to this paper.

Data availability
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Code availability
Model code and code to reproduce the analysis in this Article are pro-
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Extended Data Fig. 1 | Results of the first hindcasting exercise to constrain 
parameters in the opinion, policy, and cognition components. a) Parameter 
distributions before (prior) and after (posterior) weighting based on fit with 
observed public opinion and policy trajectories over 2013–2020 for nine OECD 
nations (US, Canada, Japan, Australia, UK, Germany, France. Spain and Italy).  

b) Covariance of parameters after weighting based on model performance. 
Covariance of the unweighted parameters is zero as they are drawn 
independently, meaning covariance of the weighted distribution is induced by 
model performance of particular parameter combinations.



Extended Data Fig. 2 | Results of the second hindcasting exercise to constrain parameters in the mitigation component. Parameter distributions before 
(prior) and after (posterior) weighting based on distance from observed response of Swedish emissions to carbon pricing based on Andersson85.
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Extended Data Fig. 3 | Characteristic parameter combinations for the 
policy-emissions trajectory clusters. Average parameter values by 
policy-emissions trajectory cluster for the 100,000 Monte Carlo model runs, 
after normalizing by subtracting the mean and dividing by the standard 

deviation of parameter values across all samples. High or low values imply that 
those parameters values are important in producing the trajectories in that 
particular cluster.



Extended Data Fig. 4 | Minimum depth distributions for random forest 
models. Minimum depth distributions (level at which a variable first appears in 
the regression tree) for two random forest models of the 100,000 Monte Carlo 
runs, for the 2030 carbon price (left) and cumulative emissions 2020–2100 

(right). Both random forest models include standardized values of all 22 model 
parameters varied in the Monte Carlo analysis. Figures show the 10 variables 
with lowest average minimum depth.
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Extended Data Fig. 5 | Total within-cluster sum of squares for 2–9 clusters. Five clusters were chosen based on the reduction in slope for larger number of 
clusters.



Extended Data Fig. 6 | Relationship between fractional reductions in CO2 
from RCP7 and fractional reductions in CH4 and N2O based on emissions 
from the SSP Database. The fitted relationship is used to scale the 

exogenous forcing term in the climate model that parameterizes forcing from 
non-CO2 greenhouse gases.
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Extended Data Table 1 | Parameter values used to highlight tipping points and thresholds used for model runs shown in Fig. 2 
in main text



Extended Data Table 2 | Sensitivity of 2091–2100 Temperatures (°C relative to 1880-1910 baseline) to alternate modelling 
choices

Column (1) shows temperatures reported in Table 2 of the main paper which use an annualized version of the DICE 2013 climate model (as implemented in the coupled climate–social model 
used to generate emissions scenarios) and scales non-CO2 radiative forcing based on a relationship derived from the SSP-RCP scenarios (Extended Data Fig. 6). Column (2) shows the effect of 
fixing radiative forcing from non-CO2 greenhouse gases. Column (3) shows the effect of using the MAGICC v.7.5.3 climate model94,103,104 instead. Reported temperature change is the median 
value from 100 Monte Carlo runs and the values in parentheses show the range across the 100 samples. 
Note an important distinction between runs using the DICE climate model and MAGICC is that in the former, radiative forcing from non-CO2 forcers is scaled directly whereas in the latter, emis-
sions of these forcers are scaled. Non-CO2 forcing is relatively more important in the low CO2-emissions scenarios, particularly Aggressive Action.
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