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ABSTRACT: The submesoscale energy budget is complex and remains understood only in region-by-region analyses.

Based on a series of nested numerical simulations, this study investigated the submesoscale energy budget and flux in the

upper ocean of the Kuroshio Extension, including some innovations for examining submesoscale energy budgets in general.

The highest-resolution simulation on a ;500-m grid resolves a variety of submesoscale instabilities allowing an energetic

analysis in the submesoscale range. The frequency–wavenumber spectra of vertical vorticity variance (i.e., enstrophy) and

horizontal divergence variance were used to identify the scales of submesoscale flows as distinct from those of inertia–

gravity waves but dominating horizontal divergence variance. Next, the energy transfers between the background scales and

the submesoscale were examined. The submesoscale kinetic and potential energy (SMKE and SMPE) were mainly con-

tained in the mixed layer and energized through both barotropic (shear production) and baroclinic (buoyancy production)

routes. Averaged over the upper 50m of ROMS2, the baroclinic transfers amounted to approximately 75% of the sources

for the SMKE (3.423 1029W kg21) versus the remaining 25% (1.123 1029Wkg21) via barotropic downscale KE transfers.

The KE field was greatly strengthened by energy sources through the boundary—this flux is larger than the mesoscale-to-

submesoscale transfers in this region. Spectral energy production, importantly, reveals upscale KE transfers at larger

submesoscales and downscale KE transfers at smaller submesoscales (i.e., a transition from inverse to forwardKE cascade).

This study seeks to extend our understanding of the energy cycle to the submesoscale and highlight the forward KE cascade

induced by upper-ocean submesoscale activities in the research domain.
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1. Introduction

Submesoscale activities are ubiquitous in high-resolution

satellite images and have received intense study via simulations

and observations in recent decades. Oceanic energy cascade

research beforehand tended to emphasize the large scale of

climatological forcing, the mesoscale with its dominant res-

ervoir of kinetic energy and predominant inverse cascade

(Ferrari andWunsch 2009), and the forward cascade of internal

waves and microstructure turbulence. Recent studies have

highlighted the role of submesoscale processes and their in-

stabilities, as a dynamic conduit for energy transfer between

large-scale and dissipation scale (e.g., Capet et al. 2008b;

Thomas et al. 2013; Zhang et al. 2016; Wang et al. 2018) and

as a mechanism for vertical transport of heat, salt, and bio-

geochemical tracers (e.g., Mahadevan and Tandon 2006; Lévy
et al. 2001, 2012;Rosso et al. 2014). However, challenges as-

sociated with studying submesoscales remain (McWilliams

2016), as in situ observations of quickly evolving, intermittent

events over scales of O(1–10) km are rarely clear from cruise

surveys or moorings, although drifters, autonomous platforms,

and new remote sensing are improving submesoscale observation

techniques (e.g., Villas Boas et al. 2019; du Plessis et al. 2019;

D’Asaro et al. 2020; Gentemann et al. 2020; Zhang et al. 2021).

In realistic numerical simulations, the horizontal grid resolu-

tion has been too coarse to capture submesoscale flows ade-

quately until recently (Dong et al. 2020a).

Identifying the dynamical routes for removal of large-scale

energy is a challenge. Quasigeostrophic and 2D turbulence

roughly following a k25/3 power law are characterized by an

inverse energy cascade at large scales and a forward potential

enstrophy cascade with minimal forward kinetic energy transfer

(k23 power law) in the homogenous, isotropic turbulence limit

(e.g., Kraichnan 1967; Charney 1971; Cronin and Watts 1996;

Tulloch et al. 2011; Kang and Curchitser 2015; Yang and Liang

2016; Pearson and Fox-Kemper 2018). In mesoscale-permitting

models, the primary sinks of kinetic energy are bottom drag

and vertical mixing, although cascade processes as repre-

sented through parameterizations may play a role (Pearson

et al. 2017).

Thus, submesoscale processes are expected to be a mecha-

nism for the downscale energy transfer (Ferrari and Wunsch

2009), either by barotropic kinetic energy transfers or by baro-

clinic mechanisms linking to potential energy transfers (Capet

et al. 2008a; Fox-Kemper et al. 2008). For example, surface-

trapped modes (Klein et al. 2008) can easily drive submesoscale

flows with Rossby and Richardson numbers of O(1) (Thomas

et al. 2008) by a variety of submesoscale instabilities such as

mixed layer instability (Boccaletti et al. 2007; Fox-Kemper

et al. 2008), symmetric instability that draws energy from

geostrophic shear production (Hoskins 1974; Thomas et al. 2013;Corresponding author: Zhiyou Jing, jingzhiyou@scsio.ac.cn
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Bachman et al. 2017a), lateral shear instability and barotropic

conversion (Munk et al. 2000; Fox-Kemper et al. 2008; Molemaker

et al. 2010;Gula et al. 2014), and centrifugal instability (Jiao and

Dewar 2015). In some regions and simulations, submesoscales

may even energize the mesoscale (Callies et al. 2016; Schubert

et al. 2020). These instabilities form from and influence the flow

shear, frontal strength, and mixed layer depth. The OSMOSIS

mooring observations in the eastern North Atlantic indicate

that submesoscale eddies aremainly generated through baroclinic

instability with energy from buoyancy production (Buckingham

et al. 2017), whereasWang et al. (2018) showed that submesoscale

eddies in the tropical Pacific Ocean on a scale of 300 km are

generated through barotropic instability of the geostrophic

shear. In situ observations (e.g., Callies et al. 2015; Buckingham

et al. 2016; Thompson et al. 2016; Jing et al. 2016; D’Asaro et al.

2020) and high-resolution numerical simulations (e.g., Capet

et al. 2008a; Klein et al. 2008; Sasaki et al. 2014; Rocha et al.

2016; Bachman et al. 2017b; Schubert et al. 2020) all suggest that

submesoscales in the ocean form a continuum of chaotic non-

linear processes (Shcherbina et al. 2013), exhibiting regional

uniqueness that is difficult to disentangle.

To manage the variety of submesoscale instabilities, an en-

ergy flow analysis was used to separate the barotropic and

baroclinic energy routes in regions such as the Kuroshio

Extension. The energetic Kuroshio Extension jet flows east-

ward from the coast of Japan maintaining a meandering pat-

tern with the highest energy level of mesoscale eddies in the

northwest Pacific Ocean (Tai and White 1990; Qiu et al. 1991;

Qiu 2000; Nakamura and Kazmin 2003) and exchanges mo-

mentum and water masses in the Kuroshio Extension region

(Waterman et al. 2011). The Kuroshio Extension system in

this simulation appears to be convoluted and unstable (not

shown), with variable meridional change and active eddies

in this region (Qiu and Chen 2005). For the unstable phase,

the geostrophic eddies shedding from the Kuroshio Extension

with typical length scales close to the deformation radius tend

to be highly nonlinear and unstable (Klocker et al. 2016). This

situation is favorable for generating submesoscales through

both baroclinic and barotropic routes (Sasaki et al. 2014; Qiu et al.

2014).A series of nested numerical simulations used here (ranging

from ROMS0 at ;7.5-km resolution to ROMS2 at ;0.5 km)

permit most geostrophic-branch barotropic and baroclinic sub-

mesoscale instabilities in the Kuroshio Extension region during

the late spring (fully described in section 2a; Jing et al. 2021; Dong

et al. 2020a). These high-resolution simulationswere used to study

the spectral energy budget and transfer routes near the strong

persistent front.

This modeling study has four main goals:

1) Defining the submesoscale range in frequency–wavenumber

space, as inspired by examining the spectra of vorticity and

divergence which reveals the submesoscale as a region of

elevated divergence.

2) Clarifying the barotropic and baroclinic energy transfer

routes by presenting the energy cycle emphasizing flows

into the submesoscale range.

3) Identifying the dominant energy routes energizing subme-

soscales in the Kuroshio Extension region.

4) Quantifying the scale-dependent kinetic and potential en-

ergy fluxes with spectral energy budgets.

The remainder of this paper is organized as follows. Section 2

describes the model setup, validates the model skill with sat-

ellite and in situ observations, and frames the analysis method.

Section 3 identifies, separates, and quantifies the submesoscale

kinetic energy (SMKE) and potential energy (SMPE), ex-

ploiting the frequency–wavenumber spectra of kinetic energy,

potential energy, vertical vorticity variance (i.e., enstrophy),

and horizontal divergence variance. Section 4 presents a detailed

energy budget analysis of the upper-ocean submesoscales and

also investigates the wavenumber spectra of the components

making up the barotropic and baroclinic energy fluxes and

their sensitivity to horizontal resolution. Finally, section 5

summarizes the conclusions of this study.

2. Model description and analysis method

a. High-resolution simulation

In this study, the Regional OceanicModeling System (ROMS)

is used to conduct a series of one-way-nested simulations of the

Kuroshio Extension (Shchepetkin and McWilliams 2005). The

parent model (ROMS0) with a coarse horizontal resolution

of ;7.5 km covers the northwest Pacific Ocean (Fig. 1a) and a

20-yr spinup was performed to reach a statistically equilibrated

state before starting the one-way nesting simulations on child

grids of;1.5 km (ROMS1) and;0.5 km (ROMS2). For brevity,

the simulations are also referred to as low-, middle-, and high-

resolution simulations.These simulationswere runonacurvilinear,

latitude–longitude grid and terrain-following S-coordinates of

60 vertical levels, with refined vertical level thicknesses in the

mixed layer ranging from 0.3 to 5.0m. The subgrid vertical

mixing of momentum and tracers is based on the K-profile

parameterization (KPP) scheme (Large et al. 1994). The lateral

mixing is parameterized as a linear combination of Laplacian

and biharmonic mixing, scaled with the grid size (Lemarié et al.
2012). A biased third-order upstream scheme for the tracer and

momentum advection provides numerical lateral diffusivity

and viscosity, respectively, in the lateral direction (Shchepetkin

and McWilliams 2009). These ROMS configurations have been

successfully applied in the regional submesoscale simulations,

e.g., the Gulf Stream, the Atlantic Ocean, and the eddy-active

northwest Pacific Ocean (Capet et al. 2008b; Gula et al. 2014;

Capuano et al. 2018; Jing et al. 2021). In these simulations,

surface atmospheric forcing including wind stress, heat, and

freshwater fluxes, were derived from the daily mean climatol-

ogy of the Quick Scatterometer (QuikSCAT) dataset and

the International Comprehensive Ocean Atmosphere Dataset

(ICOADS) (Woodruff et al. 2011). The boundary and initial

information for the largest domain were taken from the

monthly averaged Simple Ocean Data Assimilation (SODA)

ocean climatology outputs (Carton and Giese 2008). The

modeling results (e.g., regional circulation, mixed layer

depth, and energy level of mesoscale eddies) have been

compared against satellite measurements and available his-

torical in situ observations. Comparisons to measurements on

multiple platforms show that the simulations are sufficiently

2182 JOURNAL OF PHYS ICAL OCEANOGRAPHY VOLUME 51

Brought to you by UNIVERSITY OF RHODE ISLAND | Unauthenticated | Downloaded 07/14/22 05:24 PM UTC



FIG. 1. (a)Model surface temperature in domains of nested models at horizontal resolutions of;7.5 km (ROMS0),;1.5 km (ROMS1),

and ;0.5 km (ROMS2), respectively. (b) The simulated sea surface temperature compared with (c) that from MODIS Aqua on 1 May

2018. (d) The comparison of the upper-ocean (50–200m) velocity spectra between the model and the KESS mooring at 34.58N, 146.08E
[black star in (b)].
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accurate to characterize the climatological conditions of the

northwest Pacific upper ocean.

The ROMS0 was run for another two years after the spinup

to provide daily boundary information for ROMS1 (;1.5 km),

and theROMS1 tends to reach a numerically equilibrated state

in about a month. The ROMS1 was run for one year and

provided daily boundary information for the nested simulation

of ROMS2. The ROMS2 was run for 6 weeks (the first 4 weeks

are for spinup), and the outputs in the last two weeks from

28 April to 12 May were used for the diagnostic analysis of this

study (capturing a quasi-stationary period for the meandering

flow of the Kuroshio Extension). Therefore, the energy level of

submesoscales remained steady without seasonal variation

during this period. A comparison of the simulations shows that

they did not drift too much (Cao and Jing 2020, manuscript

submitted to J. Geophys. Res. Oceans). The highest-resolution

simulation (ROMS2) can resolve a wide range of submesoscale

instabilities and was used for the energetic analysis of sub-

mesoscale eddies. As shown in the following sections,

the 2-hourly output from ROMS2 can clearly depict the evo-

lution of larger submesoscale motions, although smaller

submesoscale instabilities are likely affected by resolution

(Bachman and Taylor 2014). Despite the parameterization

for subgrid processes, the ROMS2 simulation with a horizontal

scale of ;500m is sufficient to figure out the energy route at

submesoscales.

The research domain is shown in Fig. 1a. Figures 1b and 1c

compare the ROMS2 surface temperature to the MODIS Aqua

data from https://oceancolor.gsfc.nasa.gov/ in the same month

(1 May 2018). The simulated temperature field roughly agrees

with the satellite observation. In addition, the location of the

flow stream and the scale of the meander in the simulation are

close to those in the satellite image. The in situ velocity data

observed by the mooring of the Kuroshio Extension System

Study (KESS) project (available at https://uskess.whoi.edu/

overview/dataproducts/) were used to validate the kinetic en-

ergy (KE) level of the simulation (Fig. 1d). The KE spectra of

the mooring observation and the simulation are comparable in

both amplitude and spectral slope, although the tidal fre-

quencies were underestimated because of the absence of tidal

forcing in the simulation.

b. Energetic diagram

Energetics analysis quantifies the energy budget: the energy

sources, sinks, and exchanges among different energy reser-

voirs. To examine the energy exchange between submesoscale

and larger and/or slower scales (called the ‘‘background’’ to

denote that it can contain small and slow or large and fast

scales), the following energy equations were derived from the

hydrostatic, Boussinesq equations for seawater:
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where u 5 (u, y, w) is the velocity vector, f is the Coriolis fre-

quency, r is the density, r0 5 1025 kgm23 is the reference

density, and p denotes the pressure. The last two terms in

Eqs. (1), (2), and (4), F and D, represent the forcing and dis-

sipation, respectively, which include viscosity, diffusivity, and

subgrid parameterizations. The density equation, Eq. (4), is a

combination of the salinity and temperature equations ac-

cording to the equation of state. AReynolds decomposition for

3D flow is employed to separate the background flow and

submesoscale perturbations as

u5 u1u0 . (6)

The eddy state has been commonly derived from the time-

mean or spatial filtering of the velocity field in previous studies

of energetics (Cronin andWatts 1996; Aiki and Richards 2008;

Grooms et al. 2013). In this study, the perturbation velocity was

derived by both high-pass filtering in time and spatial domains,

with a sharp spectral cutoff in the Fourier transform spectrum

to make an approximate Reynolds average. The specific scale

and frequency partition is marked in the frequency–wavenumber

spectrum in Fig. 4 below. Then, the residual flow was consid-

ered as the background flow [indicated by the overbar in

Eq. (6)], which contains large, slow variability, but also large,

fast variability and small, slow variability.

The length scale of submesoscale instabilities in the mixed

layer can be estimated by (Boccaletti et al. 2007)

L5
NH

m

f

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
11

1

Ri

r
, (7)

where Hm is the depth of the mixed layer and N is the vertical

buoyancy frequency. Here the mean N over the mixed layer is

used. Also, the linear instability time scale can be estimated by

(Callies et al. 2015)

T5
N
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In submesoscale turbulence, cascades alter the energy-containing

length scale and the eddy turnover time significantly away from

these linear instability values (Fox-Kemper et al. 2008; Bachman

and Fox-Kemper 2013). Thus, a different method for identify-

ing the nonlinear cascade range of scales constituting the sub-

mesoscales is needed.

As previously mentioned, the subgrid processes and 3D

turbulence are parameterized, so the submesoscales are ex-

pected to represent the smallest resolved scales in ROMS2.

With these guidelines in mind, high-pass filtering with steep

spectral cutoff in both time and space was conducted to obtain

the high-wavenumber, high-frequency perturbation [primed

in Eq. (6)] velocities that are defined as submesoscale flows,

not based on linear instability scales but on energy-containing

scales. The filtering was tested to be robust. The common
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emphasis for submesoscales is their intense vorticity (Capet

et al. 2008a; Thomas et al. 2008) and divergence (D’Asaro et al.

2018; Pearson et al. 2019, 2020), which will serve as the basis for

targeting their range of scales. In our analysis, the sub-

mesoscale is defined as a horizontal scale of less than 20 km and

also a time scale of less than 1.5 days. A detailed analysis of

choosing these particular bounds for the definition of the

submesoscale follows in section 3.

After the Reynolds averages are defined, the KE budget by

submesoscale perturbations can be obtained by multiplying

momentum Eqs. (1) and (2) by u0 and y0, respectively, and
taking the Reynolds average of their sum gives

›

›t
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1

2
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(9)

where SMKE refers to the hydrostatic submesoscale kinetic

energy, (u021 y02)/2. The cross energy terms are negligible (e.g.,

u0 � u’ 0), because the average is assumed to be a Reynolds av-

erage. The first and second terms on the right side represent the

advection of and pressure work on SMKE [advection of sub-

mesoscale kinetic energy (ADK) and pressure work (PW)],

respectively. The third term represents the buoyancy produc-

tion, which is the energy conversion from SMPE to SMKE,

which is typical of baroclinic instability pathways (hereafter

referred to as PKE). The fourth term denotes the shear pro-

duction, i.e., energy transfer from large-scale KE to SMKE

through submesoscale rearrangement of momentum that changes

the large-scale shear, also known as the barotropic instability

pathway (background-to-submesoscale KE transfer, hereaf-

ter referred to as BSK). Note that both horizontal and ver-

tical shear production are counted in BSK. The terms DK2

and FK2 are the diffusion and forcing of SMKE, which are

calculated as the residual of the other terms in the energy

budget equation.

Similarly, the potential energy (PE) budget by the submesoscale

perturbations can be expressed as

›
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where a linear definition for the available potential energy

(APE) is used (Gill 1982; Kang and Fringer 2010) as follows,

APE5
g2(r2 r

r
)2

2r20N
2

, (11)

where rr is the reference density. Based on these definitions,

the SMPE can be expressed as

SMPE5
g2r

02

2r20N
2
. (12)

The SMPE budget equation results from using a locally linear

state equation to arrive at a tracer equation for density in the

same form as Eq. (4), i.e., neglecting nonlinear thermosteric

effects such as cabbelling. Note that a completely satisfactory

definition of APE corresponding to the Lorenz (1955) ap-

proach does not exist for seawater (Huang 1999), but this ap-

proach is negligibly different from other more computationally

expensive ones (Saenz et al. 2015), especially at the ocean

surface where the submesoscales are highly active, compress-

ibility effects are small, and this energy budget is evaluated.

These definitions were selected for ease of comparison with

approaches taken in other basins (Kang and Fringer 2010;

Kang and Curchitser 2015). In this study, these budgets were

calculated only over the upper 50m surface region of ROMS2

over the whole zonal and meridional region. The terms on the

right-hand side of Eq. (10) represent the advection (ADP),

buoyancy production energy conversion from SMPE to SMKE

(again typical of PKE), submesoscale horizontal buoyancy

production (BSP), and diffusion and forcing that are deter-

mined by the residual. So the term associated with the vertical

shear of horizontal velocity is bounded by the residual in the

PE budget. The two energy equations provide an estimate of

the submesoscale energy production terms. An energy budget

diagram (Fig. 2) is employed to chart the energy conversion

between the submesoscale and background scales.

FIG. 2. Diagram of Lorenz (1955) energy cycle as evaluated

between background scales (all nonsubmesoscales) and sub-

mesoscales (scales smaller than 20 km and faster than 1.5 days).

Four energy reservoirs are defined as background kinetic en-

ergy (BKE), background potential energy (BPE), submesoscale

kinetic energy (SMKE), and submesoscale potential energy

(SMPE). BSK is the KE transfer from the background scales

and submesoscale. Likewise, BSP is the PE transfer from the

background and submesoscale. PKE represents the energy re-

lease of submesoscale available potential energy via buoyancy

production, indicating baroclinic instability pathways. PW, ADK,

and ADP represent the pressure work and advection effects on

kinetic and potential energy, respectively. Note that additional

boundary terms of energy leakage/source representing the energy

from (to) outer domains are required for the energetic analysis in

regional seas. The sum of SBK and BSK (SBP and BSK) is ex-

pected to be zero when there is no boundary leakage/source for KE

(PE). The green arrows denote the combined effects of atmosphere

forcing (FK and FP) and dissipation (DK and DP).
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The large and slow scales, including the mesoscales, are the

primary reservoir and constitute the background potential and

kinetic energy, referred to as BPE and BKE, respectively. In

Fig. 2, BSK and BSP represent the KE and PE transfer from

background scales to the submesoscale (Kang and Curchitser

2015; Yan et al. 2019). BSK and BSP have also been widely in-

terpreted as barotropic (shear production) and baroclinic (buoy-

ancy production) energy conversions to smaller scales (e.g.,

Cronin and Watts 1996; Kang and Curchitser 2015). The green

arrows denote the combined effects of atmospheric forcing and

dissipation, which are estimated by the residual of the other terms.

The energy budget of the background scales is formed by

finding the Reynolds average momentum equation and form-

ing a mean energy equation from its dot product with u.

Collecting the key terms from the energy budget formed from

the Reynolds averaged Eqs. (1)–(5), we obtain

SBK52[u= � (u0u0)1 y= � (u0y0)]5BndyKE-BSK, (13)

SBP52
g2

r20N
2
r= � u0r0 5BndyPE-BSP. (14)

SBK and SBP are also known as the background kinetic and

potential energy change due to eddy momentum fluxes (i.e.,

Reynolds stresses) and density fluxes (Chen et al. 2014). It

seems ambiguous to interpret that which term (BSK or SBK)

represents the energy conversion from one form to another

(Holopainen 1978).

Calculus identities guarantee that the term formed by the

dot product with the Reynolds stress is equal and opposite to

the shear production in a closed basin, when the global inte-

grals of the boundary terms (BndyKE, BndyPE) are guaran-

teed to be zero (Chen et al. 2014). However, for a fractional

basin ocean domain, these boundary terms can and do provide

additional sources and sinks for the energy budget. In an open

domain, the sum of SBK and BSK (or SBP and BSP) tends to

be nonzero but instead equals a boundary term contributing to

the KE (PE) field. Care is needed, and there is a choice to which

reservoir BndyKE and BndyPE are applied. Here we chose to

interpret BndyKE as a source to the BKE, which results in the

BSK transfer energizing the SMKE (and SBK playing a less im-

portant role). Similarly, we chose to interpret BndyPE as ener-

gizing the BPE, which then makes BSP the path to energizing the

SMPE. See the appendix for a more detailed derivation and dis-

cussion. Alternative approaches to diagnosis of the energy budget

focusing on high-energy Lagrangian flow features (Jamet et al.

2020) may help to address some of these uncertainties in localized

budgets and help explain the tendency inLagrangian observations

to vary systematically from Eulerian observations in the fluxes of

KE across scales (Pearson et al. 2019, 2020). The physical in-

terpretations of the boundary terms are further discussed in the

following sections where the energy terms are evaluated.

3. Submesoscale kinetic and potential energy

a. Energy levels of BKE, SMKE, and SMPE

This section estimates the energy levels of BKE (background

KE), SMKE (submesoscale KE), and SMPE (submesoscale PE).

BPE (background PE) cannot be estimated without an arbitrary

definition of reference level. Figure 3 shows the energy levels of

BKE, SMKE, and SMPE averaged over the upper 50m of the

research domain from the ROMS2 simulation. It shows that the

submesoscale energy (SMKE 1 SMPE) is orders of magnitude

smaller than the BKE and that SMKE 1 SMPE tends to be

strongerwhere theBKE is large, as the energetic backgroundflow

is favorable for generating submesoscales.As shown inFig. 3d, the

KE spectrum has a slope of22.4 frommesoscale to submesoscale

in the mixed layer and the slope drops to 23 (geostrophic pre-

diction) below the mixed layer. The flattening of the mixed layer

KE spectrum is thought to arise from the submesoscale motions,

especially fronts (Capet et al. 2008a). Note that the spectra are

transformed from 2D spectra with the assumption of isotropy,

which could be partly violated due to spatial heterogeneity [see

appendix A in Cao et al. (2019) for details]. In addition, to reduce

the Gibbs phenomena, we created periodic boundaries by mir-

roring the research domain in both x and y directions to obtain

robust spectra. The time-mean wavenumber spectra in the Fig. 3d

were tested for robustness by comparison to other windowing

choices. However, the spectral roll-off starting from;5km is not

consistent with observations, thus, the spectra below 5km (about

10 times the grid size) presumably result from a numerical issue

leading to the excessive damping of KE at scales smaller than

5km. Fortunately, the submesoscales in this region reach up to

20km for about a half-decade of reliable submesoscale dynamics.

In the depth-averaged horizontal plane (Fig. 3e), the jet region

(between 338 and 378N) has more energetic BKE, SMKE, and

SMPE, among which the BKE is approximately two orders of

magnitude larger than the SMKE or SMPE. As seen from the

horizontally averaged vertical profile (Fig. 3f), the SMKE and

SMPE underwent a dramatic decrease from 1.17 3 1023 and

0.90 3 1023 J kg21 at the surface to 0.50 3 1023 and 0.31 3
1023 J kg21 at the base of themixed layer, respectively, indicating

that the submesoscale energy is higher in the mixed layer. The

average mixed layer depth marked by the red dashed line is de-

fined to be the shallowest depth where the density difference is

0.03 kgm23 from the surface layer (de Boyer Montégut et al.
2004), and the energy budget will be taken over the upper 50m,

including the entire mixed layer and some of the pycnocline.

b. Spectral estimates of the submesoscale range

A further look into the kinetic and potential energy can be

achieved by the spectra as functions of frequency and wave-

number defined by

KE5
1

2
û*�û, PE5

1

2
b̂*

b̂

N2
, (15)

where b52g(r/r0) is the buoyancy and b() denotes the Fourier
transform. The frequency–wavenumber (F–K) spectrum can

be derived from the model data using these definitions. The

details of deriving the spectrum can be found in Cao et al.

(2019). In Fig. 4, both the kinetic and potential energy con-

tinuously decrease (ROMS2 simulation at z 5 25m) from

larger, slower to smaller, quicker scales along the wavenumber

or frequency axis. The submesoscale range used in this study

is also marked by the gray-line rectangle boxes, and the blue

double arrows denote the energy exchange between different
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spaces. In Fig. 4, no clear submesoscale energy peak is recog-

nizable in either of the spectra, as SMKE or SMPE is orders of

magnitude smaller than the mesoscale energy. This is consis-

tent with the 1D wavenumber spectrum and energy content

figures (Fig. 3). Instead, the vertical vorticity (z 5 yx 2 uy)

variance (or enstrophy) and horizontal divergence (Div 5
ux 1 yy) variance spectra (formed from the Fourier trans-

forms of vorticity and divergence just as the energy spectra

are formed from velocity and buoyancy) more clearly isolate

the submesoscales as those with high density of vorticity and

divergence variability.

The submesoscales have pronounced rotational and diver-

gent effects at submesoscales (e.g., Pearson et al. 2017; Torres

et al. 2018; Cao et al. 2019), which are reflected in the enstrophy

and divergence variance F–K spectra. As shown in Fig. 5a, the

normalized enstrophy F–K spectrum at the near-surface layer

(z 5 25m) displays two remarkable peaks, reflecting the F–K

regions of the mesoscale and submesoscale eddies, respec-

tively, due to their high vorticity concentrations. Furthermore,

the submesoscale enstrophy spectrum peak coincides with the

divergence variance spectrum peak (Figs. 5a,b), suggesting the

quasigeostrophically unbalanced convergence of submesoscale

FIG. 3.Maps of averaged energy level of (a) BKE, (b) SMKE, and (c) SMPE. (d) The wavenumber spectrum

of KE. The 22 and 23 power line are plotted for reference. (e) The zonally averaged BKE, SMKE, and

SMPE. (f) The vertical profile of the three energy terms. The red dashed line denotes the averaged mixed

layer depth.
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motions. Dynamically, submesoscales differ from mesoscales

as characterized by an enhancement of horizontal divergence

associated with their higher Rossby number allowing them to

have stronger ageostrophic transport (D’Asaro et al. 2018).

Notably, the enstrophy and divergence variance spectra ratio-

nalize our selected scale partition to isolate the submesoscales.

The horizontal divergence reaches its maximum at wavelengths

of ;8 km, which is wrapped in the defined submesoscale

FIG. 4. Frequency–wavenumber spectra of kinetic and potential energy at z 525m. The submesoscale is marked

by the gray-line rectangle boxes, and the double arrows denote the energy transfer between different scales.

FIG. 5. Frequency–wavenumber spectra of (a),(c) vertical vorticity and (b),(d) horizontal divergence at z525m

and z52200m, respectively. The submesoscale is marked by the gray-line rectangle boxes, and the inertial gravity

wave band is marked by the ellipse. The white dashed lines in (b) and (d) indicate the inertial frequency.
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range (,20 km) in this study. Compared to the near-surface

spectra within the mixed layer, the submesoscale vorticity at

200-m depth is dramatically reduced, while the mesoscale

vorticity remains high, indicative of energetic mesoscale

eddy effects near 100 km (a comparison between Figs. 5a,c). A

typical requirement for the development of submesoscale in-

stabilities is the low stratification in the mixed layer (Boccaletti

et al. 2007; Fox-Kemper et al. 2008; Thomas et al. 2008), where

the energetic submesoscale divergence arises from the sub-

mesoscale fronts and instabilities and through turbulent

cascades develops broadband power-law-like spectra. While

in the deeper layers, inertia–gravity waves become important

for the horizontal divergence (Torres et al. 2018) and appear

as energized wave banded regions of the F–K spectrum

where the free, linear inertia–gravity wave dispersion rela-

tions lie. The divergence variance spectrum below the mixed

layer (Fig. 5d) shows a weak but distinct banded divergence

signal in the high-frequency, low-wavenumber space (high-

lighted by an ellipse): the signature of inertia–gravity waves.

Within the mixed layer (Fig. 5b), the gravity wave signal is

not apparent. Note that inertia–gravity wave motions are ex-

pected to be underestimated because of the absence of high-

frequency wind stresses and tidal forcing in the simulation. As

in Figs. 5c and 5d, there appears to be some submesoscale

variance at the 200-m layer which is well below themixed layer.

The mechanisms for the ageostrophic motions are investigated

in detail by Cao and Jing (2020, manuscript submitted to

J. Geophys. Res. Oceans) and are identified as ageostrphic

frontal effects. Herein, we focus on the energy budget pri-

marily within the mixed layer.

4. Energy budget analysis and discussion

a. Submesoscale kinetic energy budget

The high-resolutionmodel output allows an estimate of each

form of SMKE production [background-to-submesoscale KE

transfer (BSK), advection of KE (ADK), buoyancy production

(PKE), and pressure work (PW), respectively]. In Fig. 6, these

energy production terms delineate the submesoscale eddy vari-

ability with positive/negative values denoting the submesoscale

energy generation/sink. They aremore active along the jet than

at the flanks. This is because the jet enhances the flow shear and

forms a large-scale front with great horizontal buoyancy gra-

dient, which is favorable for the generation of submesoscales

via baroclinic instability and frontogenesis.

In Fig. 6a, the BSK—a combination of the effects of Reynolds

stress, horizontal and vertical shear, and the BndyKE influence

of outer domains—is intensified near the jet with a positive–

negative pattern that can be interpreted as the injection (positive

values) and loss (negative values) of SMKE. The eddy-mean in-

teraction is complicated because various processes underlie bidi-

rectional energy transfers (i.e., forward energy transfer is

driven by submesoscale instabilities; while the flow strain could

FIG. 6. Horizontal distribution of (a) BSK, (b) PKE, (c) PW, and (d) ADK averaged over the upper 50m.
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stabilize the horizontal shear instability and cause an energy

transfer from submesoscale kinetic energy to the background

kinetic energy (negative BSK:Gula et al. 2014; Brannigan et al.

2017), or high-frequency eddies can interact to drive lower-

frequency motions (Arbic et al. 2014). In contrast, the sub-

mesoscale PKE (potential-to-kinetic energy transfer)—known

to generate SMKE from baroclinic instability modes—is mostly

positive in the research domain, indicative of a continuous

energy transfer from SMPE to SMKE associated with pro-

cesses such as mixed layer instability (Fox-Kemper et al. 2008)

and frontogenesis (e.g., Capet et al. 2008b; Suzuki et al. 2016).

PW is positive in the upper layers, acting to energize the sub-

mesoscale flows; conversely, the negative PW in the lower

layers partially balances the PKE, acting to stabilize the base of

the mixed layer. The SMKE is reduced by PW during mixed

layer restratification, which tends to restore geostrophy (Cao and

Jing 2020, manuscript submitted to J. Geophys. Res. Oceans). In

the zonally averaged plots (Fig. 7), the BSK is highly intensified

in the surface boundary layers at the jet, but the PKE can en-

ergize the whole mixed layer and reaches its maximum in

the middle of the mixed layer as in parameterization theory

(Fox-Kemper et al. 2008). The mean mixed layer depth is

marked by dashed lines in the figures. PKE and BSK are the

largest and second largest producers of SMKE, respectively.

The net contribution of pressure work and advection (PW and

ADK) is minor (submesoscale advection is not important in

our research domain), which is fortunate due to uncertainties

in the interpretation of energy sources these terms can induce

(Plumb 1983). The BndyKE source is large, but in the chosen

framing where it is applied to the BKE, only BSK needs to be

analyzed in the SMKE budget.

In the zonal-mean, latitude-vertical section plot (Fig. 8a),

the ADK presents a modest positive impact in the south but a

negative impact in the north, indicating opposing effects on the

two flanks of the jet. It is unclear why this pattern exists—it

may be a coincidence of the location of the eddies incompletely

canceling (Fig. 6). In the vertical profile (Fig. 8b), submesoscale

energy production occurs mainly in the mixed layer for most

terms. Among them, the PW yields a significant energy input in

the surface boundary layer of 0–15m but remarkable negative

work at depths of 20–50m, indicating vertical transfer of

submesoscale energy. The negative work tends to reduce the

submesoscale kinetic energy at the base of the mixed layer

and opposes the PKE there (Fig. 8b), although the vertically

integrated contribution of pressure in themixed layer is not of

great importance.

b. Submesoscale potential energy budget

Figures 9–11 show the horizontal and vertical distributions

of BSP and ADP production, respectively, as in the SMPE

equation. Removal of SMPE by PKE is not shown because it

is already shown as a production of SMKE in the previous

section and Figs. 6–8. The BSP averaged over the upper

50 m (Fig. 9a) was mostly positive in the research domain

FIG. 7. Zonal-mean latitude–depth sections of (a) BSK, (b) PKE, (c) PW, and (d) ADK. The black dashed lines

denote the zonally averaged mixed layer depth.
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and intensified near the flow stream, consistent with the

distribution of PKE. Thus, BSP—energy conversion from BPE

to SMPE—serves as an important energy source for SMPE in

the energy cycle (Fig. 2), probably arising from the horizontal

concentration of density gradients by frontogenesis, sub-

mesoscale eddies, and winds. The BSP is also enhanced at the

jet, which essentially results from the arrestment of cold fila-

ments by horizontal shear instability (Gula et al. 2014). In a

zonal-mean, vertical section plot (Fig. 10), the BSP mainly

occurs in the middle of the mixed layer, consistent with the

distribution of PKE (the gray dashed lines in Fig. 11). In con-

trast, the averaged ADP is small and seems to be insignificant

for net SMPE production either in the latitude-dependent plot

or in the horizontally averaged vertical profile (Fig. 11).

Besides, ADP shows an opposite dependence on latitude than

ADK (the orange line in Fig. 11a versus the yellow line in

Fig. 8a); thus, the overall advection, a sum of ADP and ADK,

has a slight contribution to the submesoscale energy. BndyPE

is a nontrivial source of potential energy; however, unlike

BndyKE, it is not sufficiently strong to affect the direction of

energy flow from the BPE to the SMPE, i.e., both BSP and SBP

agree that the potential energy transfer is toward smaller,

faster scales.

c. Energy pathways to the submesoscale

Figure 12 summarizes the upper-ocean energy cycle between

the larger and slower background scales and the submesoscale.

In the ROMS2 simulation (Fig. 12b), the submesoscale con-

tains 0.69 3 1023 J kg21 of SMKE (averaged over the simula-

tion period), followed by SMPE with an average amount of

0.51 3 1023 J kg21. The energy cycle displays two dominant,

distinct routes of SMKE generation: BKE / SMKE through

BSK and BPE /SMPE /SMKE through BSP and PKE.

Statistically, the baroclinic energy conversion from SMPE to

SMKE through PKE (3.42 in units of 1029Wkg21) accounts

for ;75% of the SMKE generation, dominating the possible

direct wind-forced SMKE. Since none of the PW (0.61 3
1029Wkg21) and ADK (0.02 3 1029Wkg21) is large enough

to balance the SMKE, the remaining energy goes to parame-

terized or wind-induced dissipation (3.91 3 1029Wkg21), es-

timated by assuming the SMKE is constant during the period

(›SMKE/›t 5 0). The BSP provides about 60% of the SMPE

FIG. 8. (a) Vertically and zonally averaged, latitude-dependent plots and (b) horizontally averaged vertical

profiles of SMKE production terms. The red dashed line denotes the averaged mixed layer depth of the whole

research domain.

FIG. 9. Horizontal distribution of (a) BSP and (b) ADP averaged over the upper 50m.
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that is subsequently transferred to SMKE through PKE, im-

plying that a substantial portion of SMPE comes from the

large-scale potential energy field (Fig. 12a). These results

provide an important clue to the underlying submesoscale

processes and their effects on the energy cycle (discussed in the

following section). Note that the PKE is larger than the BSP

(Fig. 12a), suggesting external submesoscale energy injec-

tion to SMPE, for example through wind forcing stimulating

frontogenesis (Thomas et al. 2008). Note that the total wind

stress effects on the submesoscale energy, SMKE 1 SMPE,

are estimated to be minor compared to other effects. This

implies that the wind work inputs some energy into SMPE but

removes some of SMKE, consistent with the effects of meso-

scale wind–eddy interaction in this region (Yang et al. 2019).

A rough estimate suggests that it takes approximately

1.76 days by the BSK and PKE together to fuel the SMKE

reservoir as observed regardless of the other effects. This

production time scale approximates the length of the life cycle

of submesoscale features. The submesoscales are fast evolv-

ing and hardly retained if sources of energy were removed

[see Suzuki et al. (2016) for a decay time estimate for sub-

mesoscale fronts]. The submesoscale forward energy conversion

rate in the mixed layer can reach a magnitude of 1029Wkg21,

comparable to the order of mesoscale effects estimated by

Yang and Liang (2016) and submesoscale-induced turbulent

dissipation rates found by D’Asaro et al. (2011) near the

Kuroshio Extension. In contrast, mesoscale turbulence is

normally characterized by an inverse KE cascade, whereas

here a significant forward transfer from the background to

the submesoscales is found.

Note that there exists a remarkable energy source for theKE

(4.90 3 1029Wkg21) and a slight energy leakage for the PE

(0.21 3 1029Wkg21) through the boundary in ROMS2. It is

easiest to consider the significant BndyKE as a strong flux of

energy from adjacent ocean domains that energizes the BKE

field, which in turn energizes the submesoscale via BSK.

However, if the convention for BndyKE is taken as arriving

first in the SMKE, this interpretation implies a large positive

SBK (3.78 3 1029Wkg21), indicating an inverse energy flow

from the submesoscale to the background, while submesoscales

FIG. 10. Zonal-mean, vertical section plots of (a) BSP and (b) ADP. The black dashed line denotes the zonally

averaged mixed layer depth.

FIG. 11. (a) Vertically and zonally averaged, latitude-dependent plot and (b) horizontally averaged vertical

profiles of SMPE production terms. The 2PKE is also plotted in gray. The red dashed line denotes the averaged

mixed layer depth of the whole research domain.
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are being strengthened by the KE field outside of the model

domain. It is frankly confusing that the boundary source of

KE is so large as to reverse the interpreted direction of

transfer between the submesoscale and background scale

based on a choice of convention. If the simulated region was

bounded, there would be no interpretation required as the

boundary terms would vanish. It is unclear to what extent an

open domain plays a role in the interpretation of inverse and

direct cascades in other studies (e.g., Schubert et al. 2020). It

is reasonable that the upstream Kuroshio flow serves as an

energy source for the generation of mesoscale and sub-

mesoscale eddies in the Kuroshio Extension. The boundary

source of PE is small enough to cause less confusion, as at

least SBP and BSP share the same direction from BPE

to SMPE.

A comparison between the different resolution simula-

tions ROMS2 and ROMS1 shows that most submesoscale

energy production terms decrease in the lower-resolution

simulation except for a slight increase in BSK. As mentioned

above, BSK is an ensemble of several cancellatory effects, so

one possible reason for an increase at coarser resolution is

that the subcomponents of BSK fail to fully cancel each other

out (the negative BSK in Fig. 6 is also supporting evidence).

The sensitivity of these subcomponents to the horizontal

resolution is further analyzed separately in the following

section.

FIG. 12. Schematics of averaged energy conversion rates for ROMS1 and ROMS2 in units of

1029W kg21 and the energy reservoir in units of 1023 J kg21. Compared to Fig. 2, the arrows

illustrate the direction of energy transfers and energy leakage or source for boundary KE and

PE. Note that the green arrows denote the combined effects of forcing and dissipation at the

submesoscale when the SMKE and SMPE are assumed to be constant during the period

(›SMKE/›t 5 0 and ›SMPE/›t 5 0).
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d. Sensitivity to horizontal resolution (ROMS1 vs ROMS2)

Figure 12 illustrates the different energy cycle quantities

between ROMS2 (;0.5-km resolution) andROMS1 (;1.5-km

resolution). The increase of the reservoir of PKE fromROMS1

to ROMS2 is a matter of course as a deeper range of sub-

mesoscales are resolved by the ROMS2 simulation, but, sur-

prisingly, the production of kinetic energy via BSK is reduced

in the ROMS2 simulation. To obtain a more insightful un-

derstanding of the sensitivity of submesoscale energetics to

horizontal resolution, we decompose BSK into six terms,

BSK
1
52u0u0 ›u

›x
, (16)

BSK
2
52y0y0

›y

›y
, (17)

BSK
3
52u0y0

›u

›y
, (18)

BSK
4
52y0u0 ›y

›x
, (19)

BSK
5
52u0w0 ›u

›z
, (20)

and

BSK
6
52y0w0 ›y

›z
, (21)

where BSK1 and BSK2 are the contribution of diagonal hori-

zontal Reynolds stress components, i.e., normal stresses (HRS),

BSK3 and BSK4 are the torsional horizontal shear production

(HSP), and BSK5 and BSK6 are the vertical shear production

(VSP). Figure 13 compares the averaged energy terms (BSK1,

BSK2, BSK3, BSK4, BSK5, and BSK6) between the ROMS1

and ROMS2 simulation. Among these terms, The BSK2 (me-

ridional normal Reynolds stress) and BSK4 (horizontal shear

production from stresses associated with the meridional mean

flow) turn out to be negative and tend to cancel the others. As

such, the net BSK results from a competition between inverse

(negative BSK) and forward (positive BSK) energy transfers.

Indeed, in the ROMS2 simulation, each energy term is actually

enhanced in magnitude while the overall net effect changes

less (Fig. 13). The remarkable negative increase of BSK2 and

BSK4 fromROMS1 to ROMS2 leads to the smaller BSK in the

ROMS2 simulation.

In Fig. 14, the vertical profiles of the root-mean-square

(RMS) values for each term are compared between the two

simulations. The results show that the HRS and HSP are ex-

tremely active in the surface boundary layer, whereas the VSP

peaks in the middle of the mixed layer, resembling the baro-

clinic production of submesoscale kinetic energy consistent

with mixed layer vertical structures that extract and interact

withmultiple sources of energy (e.g., Haney et al. 2015). Ratios

of RMS values between the ROMS1 and ROMS2 simulation

help assess the sensitivity to the horizontal resolution (e.g.,R5
HSPMR_RMS/HSPHR_RMS, a smaller ratio means greater sen-

sitivity). Figure 14d shows that VSP (the orange line) is most

sensitive to the horizontal resolution, more so than HRS and

HSP (purple and yellow lines) as a consequence of the en-

hanced submesoscale vertical velocity in ROMS2. At higher

resolution, a nonhydrostatic model will become required as

boundary layer turbulence becomes permitted when the

horizontal grid rivals the boundary layer depth (Hamlington

et al. 2014).

e. Scale-dependent energy budget

Submesoscale instabilities arise from a variety of mecha-

nisms depending on the flow conditions: the barotropic shear

production from the background flow dominates the produc-

tion of SMKE in the tropical ocean study ofWang et al. (2018),

whereas here baroclinic transfers from SMPE dominate. The

mechanisms of this downscale transfer via BSK, consisting of

the effects of normal strain and flow shear, deserve more de-

tailed analysis. Figure 12 shows that the quantification of en-

ergy production remains sensitive to the horizontal resolution

of numerical simulations, even at the high resolutions used

here (;0.5 and;1.5 km). This is because some submesoscales,

for example, slantwise symmetric instabilities, are only partly

resolved, extract geostrophic kinetic energy, and give rise to

downscale energy cascades (Taylor and Ferrari 2010; Thomas

et al. 2013). The effects of SI are highly sensitive to resolution

(Bachman and Taylor 2014).

BSK and PKE are the major SMKE production terms of the

barotropic and baroclinic routes for forward energy transfers.

In the barotropic modes, although a net downscale energy

transfer by BSK is confirmed, the energy conversions in Fig. 12

highly depend on the cutoff scale defining the submesoscales.

Here we revisit whether there is a sharp upper bound of the

submesoscale (20 km) relevant to energy transfers via spectral

SMKE generation:

E
BSK

(k)5< 2 bu0
h* � d(u0 � =)u

h

h i
, (22)

E
PKE

(k)5<
�
2

g

r
0

bw0*br0� , (23)

FIG. 13. Decomposed shear production (BSK) components av-

eraged over the upper 50m. The light blue bars are the ROMS1

simulation and yellow bars are the ROMS2 simulation. BSK1 and

BSK2 denote energy production by normal horizontal Reynolds

stresses (HRS); BSK3 and BSK4 denote horizontal shear produc-

tion by torsional stresses (HSP); BSK5 and BSK6 denote vertical

shear production (VSP).
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where =h is the horizontal divergence operator, < is

the symbol of the real part, and * is the complex conju-

gate. In this way, scale-dependent energy budgets can be

estimated.

Figure 15 shows the spectral energy budget averaged over

the upper 50m. The PKE exhibits a dominant positive energy

budget with a peak at a wavelength of ;15 km, where BSK

reaches its negative maximum. With the decrease in the length

scale, the BSK increases continuously and experiences a

transition to positive (forward) values at;10 km. The BSK has

contrary impacts on the energy cascade above or below the

transition scale. The negative peak of BSK is likely associated

with the barotropized submesoscale energy from PKE that sub-

sequently enters an inverse energy cascade (Callies et al. 2016;

FIG. 14. Vertical profiles of root-mean-square values of (a) BSK1 and BSK2 [production by normal horizontal

Reynolds stress (HRS)], (b) BSK3 and BSK4 (horizontal shear production by torsional stresses), and (c) BSK5 and

BSK6 (vertical shear production) for the ROMS1 and ROMS2 simulation in the research domain. (d) Ratios

between ROMS1 and ROMS2 simulation for HRS, HSP, and VSP.
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Schubert et al. 2020). This is attributed to the negative sub-

components of BSK shown in Fig. 13. A similar upscale en-

ergy transfer for submesoscale eddies in the upper ocean of

the Agulhas Current system was recently reported (Schubert

et al. 2020). Alternatively, it is defined as the submesoscale

balanced KE (Torres et al. 2018) that tends to enter larger

scales. Note that this is generated by the local submesoscale

processes, distinct from the aforementioned SBK arising

from the boundary effects. The positive peak of BSK occurs

at wavelengths smaller than 10 km, consistent with the result

of the divergence spectrum observed in Fig. 5. Hence, it is fair

to infer that the divergence of flow could be a more typical

feature for unbalanced submesoscale processes that can drive

forward KE cascade at smaller submesoscales. Using the

geostrophic unbalance to isolate the submesoscale range is

dynamically meaningful in understanding that on these scales

the submesoscale is quite unlike the mesoscale in Rossby

number and horizontal divergence, so a downscale cascade of

KE is one result. As such, the scale partition is critical for

estimating the energy transfer between scales. As in this

case, a decrease of the upper boundary will increase the BSK

but reduce the PKE. A wavelength of 10 km seems to be

critical if unbalanced submesoscale motions are of primary

interest. As estimated in section 3 that about 10 times the

grid spacing is required to well resolve a motion at a certain

wavelength, the grid size for this case should be no larger

than 1 km to evaluate the forward energy cascade correctly.

f. Scale dependence of transfers of KE and
buoyancy production

A final consequence of the energy budget gives rise to

the net injection or sink of kinetic and potential energy as

functions of the length scale. The spectral KE flux can be

defined as

P
1

(k)52

ðkmax

k

E(k)dk , (26)

where E(k)5<[ûh* � (ûh � =)uh]. Thus, the sign (negative or

positive) of the flux implies the directions (inverse or forward)

of the total KE cascade from larger to smaller scales (Scott and

Wang 2005; Scott andArbic 2007). Figure 16a shows the depth-

dependent spectral KE flux in the upper ocean. The energy flux

of KE tends to be upscale (negative) cascade at mesoscales

above the transition scale (divided by the black line in

Fig. 16a). The forward cascade (red shading in Fig. 16a) mainly

occurs in the upper mixed layer, which is highly consistent with

the vertical distribution of the BSK rather than the PKE (recall

Fig. 7). The transition scale is ;25 km for the near-surface

layer and quickly decreases to ;10 km in the middle of the

mixed layer. In the main thermocline, the forward KE energy

flux is dramatically reduced but still displays a slight forward

energy cascade at scales less than 10 km.

Likewise, the spectral buoyancy flux can be defined as

P
2

(k)5

ðkmax

k

<(ŵ*b̂) dk . (27)

As shown in Fig. 16b, the buoyancy flux in the upper ocean is

mostly positive, implying a continuous downscale cascade of

the potential energy across the scales. The enhancement of the

flux at ;100 km is likely associated with the generation of

mesoscale eddies. In the submesoscale range, the buoyancy

flux mainly exists within the mixed layer, consistent with the

vertical distribution of PKE observed in Fig. 7b. The conver-

sion of PE to KE serves as an important energy sink for the PE

in themesoscale energy cycle (Ferrari andWunsch 2009) and is

seemingly similar for the submesoscale found in this study.

Note that the buoyancy flux in the mixed layer becomes much

smaller at ;10 km, indicative of weaker baroclinic effects at

high wavenumbers in Fig. 16b (which agrees with the quick

decrease of PKE at high wavenumbers in Fig. 15).

5. Summary

Submesoscale activities in the upper ocean act as a dynam-

ical conduit between the mesoscale and the dissipation scale by

providing substantial available potential energy and driving an

effective forward kinetic and potential energy cascade. This

work uses high-resolution simulations to investigate the sub-

mesoscale energetics in the upper ocean of the Kuroshio

Extension region, with a focus on downscale energy transfers.

It was found that both submesoscale kinetic and potential en-

ergy (SMKE and SMPE) play a significant role in converting

energy to smaller scales through surface-trapped submesoscale

modes. A large amount of submesoscale available potential

energy is generated by stirring the heterogeneous surface

buoyancy field, which is subsequently converted to sub-

mesoscale eddies through buoyancy production (as in Capet

et al. 2016). Further analysis of the submesoscale energetics

reveals the following:

d The frequency–wavenumber spectrum analysis identifies

a broad-banded enhanced vertical vorticity and especially

FIG. 15. Spectral pressure work (PW), background to submesoscale

kinetic energy production (BSK), submesoscale potential to kinetic

energy transfers (PKE), and advection of submesoscale kinetic

energy (ADK) averaged over the upper 50m. The dashed line in-

dicates the wavelength of 10 km.
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horizontal divergence in the high-frequency, high-wavenumber

space, which are taken as the defining characteristics of

geostrophically unbalanced submesoscale flows. This spec-

tral characterization is distinct from that of narrow-banded

inertial–gravity waves in frequency–wavenumber space.
d Submesoscale kinetic energy is generated mainly in the

mixed layer by extracting energy from the mean flow. Both

barotropic and baroclinic routes (BKE / SMKE and

BPE / SMPE / SMKE) efficiently contribute to the

generation of submesoscale phenomena.
d Shear production is particularly active in the near-surface

layer and drives a forward energy cascade at the smaller

submesoscales (i.e., unbalanced submesoscales); while baro-

clinic conversion of potential into kinetic energy dominates

the middle mixed layer and generates submesoscale eddies.

Some of the energy in these eddies subsequently enters an

inverse KE cascade toward the larger submesoscales.
d Transfer of kinetic energy from the background to the

submesoscales effectively contributes to a net forward (pos-

itive) KE transfer, although this contribution is an amalgam

of normal Reynolds shear stress production (HRS), torsional

Reynolds shear stress production (HSP), and vertical Reynolds

shear stress production (VSP), which tend to cancel each other

during eddy–mean interaction. All of these contributions are

differently sensitive to horizontal resolution (;1.5 vs;0.5 km).

VSP is themost sensitive term, although it is the least significant

component for the generation of SMKE at these resolutions.
d The KE and PE transfers from the outer domains provide a

significant portion of energy budget—indeed, the KE flux

from the outer domains is the largest term in the entire

budget. Care is needed to understand this term together with

the transfers between the background and submesoscale. In

the approach chosen here, the boundary term energizes the

background kinetic energy and then some of this energy is

transferred downscale to the submesoscale. An alternative,

equally legitimate framing (appendix) places the boundary

flow of KE first in the submesoscale, which then cascades

upscale to the background flow. It is crucial in regional cal-

culations to consider and understand that energy fluxes

across scales can be contradictory in direction when such

boundary terms are important as they are for KE here.

In this study, we mainly focused on the energy transfer routes

by submesoscale processes in the upper ocean of the Kuroshio

Extension region. A key finding is a method for identifying the

scales dominated by submesoscale turbulence, which are dis-

tinct from the scales of submesoscale instabilities. Once iden-

tified, the next key point revealed is that the net forward energy

transfers occur at scales that are small when compared to those

of the mixed layer baroclinic instabilities. The complex energy

cascade at submesoscales implies a great challenge in param-

eterizing the submesoscales for low-resolution numerical sim-

ulations. Seasonal variability of submesoscales is not discussed

but it affects submesoscale processes by changing atmospheric

forcing and background flow (Sasaki et al. 2014; Qiu et al. 2014;

Rocha et al. 2016). Submesoscale processes should be en-

hanced as a response to the intensified atmospheric forcing in

winter, although managing model and observation resolution

consistently across seasons is an issue (Dong et al. 2020a).

Energy pathways are similar across seasons, but their small

changes can be revealing of the charging and discharging of

different reservoirs (Dong et al. 2020b). Further studies of

higher-resolution simulation and field observations are re-

quired to figure out the energetic details of submesoscale ef-

fects throughout the World Ocean, over the seasons, and over

future climates.
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APPENDIX

Energy Budget Equations

With the abovementioned energy definitions (Fig. 2), the

energy budget equations with boundary terms for a fixed

ocean domain are as follows. The BKE equation is ex-

pressed as

›

›t
(BKE)52= �[u(BKE)]|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}

ADK1

1BndyKE1(u0u0 � =u1 y0u0 � =y)|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
2BSK

2
1

r
0

= �(up)|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
PW1

2
1

r
0

grw|fflfflfflfflfflffl{zfflfflfflfflfflffl}
PKE1

1D
K1

1F
K1

, (A1)

where the subscript 1 denotes the larger, slower scales. Then,

the SMKE eqution becomes

›

›t
(SMKE)52

1

2
= � [u(u02 1 y02)]|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

ADK2

2
1

r
0

= � (u0p0)|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
PW2

2
1

r
0

gr0w0|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
PKE2

2(u0u0 � =u1 y0u0 � =y)|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
BSK

1D
K2

1F
K2

, (A2)

where the subscript 2 denotes the submesoscale. Note that

the energy leakage or source (BndyKE) works on the BKE

budget in this formulation, and then BSK transfers energy

from the BKE to the SMKE. However, SBK is the differ-

ence between BndyKE and BSK in Eq. (A1), so it is equally

legitimate to consider the BndyKE as acting on the SMKE

budget and then SBK is the transfer term from the sub-

mesoscale to the background. Thus, in Figs. 2 and 12,

we illustrate the BndyKE term as arriving between the

SMKE and BKE reservoirs. The expression of SBK is shown

in Eq. (13).

Simarily, the energy equations for BPE and SMPE can be

›

›t
(BPE)52= � [u(BPE)]|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}

ADP1

1
1

r
0

grw|fflfflfflfflfflffl{zfflfflfflfflfflffl}
2PKE1

1BndyPE

1
g2

r20N
2
r0u0 � =r|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}

2BSP

1D
P1

1F
P1
, (A3)

›

›t
(SMPE)52= �

"
u

 
g2r

02

2r20N
2

!#
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

ADP2

2
g2

r20N
2
r0u0 � =r|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}

BSP

1
1

r
0

gr0w0|fflfflfflfflffl{zfflfflfflfflffl}
2PKE2

1D
P2

1F
P2
. (A4)

The integrals of the boundary terms areð
V

(BSK1 SBK) dV5

ð
V

2=
i
(u

j
u

0
ju

0
i) dV5

þ
S

2(u
j
u

0
ju

0
i)ni

dS ,

(A5)ð
V

(BSP1 SBP) dV5

ð
V

2
g2

r20N
2
=
i
� (u0

ir
0r )dV

5

þ
S

2
g2

r20N
2
(u

0
ir

0r )n
i
dS , (A6)

where the repeated indices indicate sums over i, j in all the

directions (Einstein summation) and ni is the outward normal

vector component in the i direction. Note that the last form

on the right always depends on a velocity oriented along the

outward normal, thus global integrals bounded by basin bound-

aries will be zero. For a fixed ocean domainwith open boundaries,

the normal velocities are not zero [right-hand-sides of Eqs. (A5)

and (A6)] and serve to exchange energy from (to) outer domains.

The boundary terms can provide important energy source or

leakage for the research domain as they do in this study.
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