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Fine audiovocal control is a hallmark of human speech production and depends on pre-
cisely coordinated muscle activity guided by sensory feedback. Little is known about
shared audiovocal mechanisms between humans and other mammals. We hypothesized
that real-time audiovocal control in bat echolocation uses the same computational prin-
ciples as human speech. To test the prediction of this hypothesis, we applied state feed-
back control (SFC) theory to the analysis of call frequency adjustments in the
echolocating bat, Hipposideros armiger. This model organism exhibits well-developed
audiovocal control to sense its surroundings via echolocation. Our experimental para-
digm was analogous to one implemented in human subjects. We measured the bats’
vocal responses to spectrally altered echolocation calls. Individual bats exhibited highly
distinct patterns of vocal compensation to these altered calls. Our findings mirror typi-
cal observations of speech control in humans listening to spectrally altered speech.
Using mathematical modeling, we determined that the same computational principles
of SFC apply to bat echolocation and human speech, confirming the prediction of our
hypothesis.

auditory feedback j echolocation j vocal production control j Kalman filter j human speech

The use of sensory signals to adapt motor actions is fundamental to a wide array of
human and animal behaviors. Sensorimotor adaptations require precise, continuous
coordination of stimulus processing and muscle activity on a rapid time scale (1, 2). A
salient example is the fine audiovocal control in human speech production (3).
Although speech is a uniquely human product, sensorimotor speech control may share
mechanisms with some animals (4, 5). Identifying such shared mechanisms requires
suitable mammalian models of comparable vocal control capacity and experimental
tractability.
Echolocating bats offer a tractable model to probe mechanisms of audiovocal con-

trol. They share basic brain anatomy with humans and demonstrate an exceptional
capacity for rapid, precise vocal feedback control (6–8). Echolocating bats that use
short-duration (low duty cycle) frequency-modulated calls adaptively adjust call features
to changes in echo properties with a reaction time of merely a tenth of a second
(9–11). Other bat species that use long-duration (high duty cycle) constant frequency
(CF) calls dynamically control the frequency of their sonar vocalizations to compensate
for Doppler shifts introduced by their own flight, and such audiovocal control is com-
monly known as Doppler shift compensation (DSC) (12–14). Only bat species in the
families Rhinolophidae and Hipposideridae and two species of Mormoopidae exhibit
DSC (13, 14). These bat species use DSC to adjust the frequency of echo returns with
high precision (15–17) and benefit from the frequency separation of calls and echoes (18).
Humans, like bats, perform compensatory vocal adjustments to altered auditory

feedback (19–22). Human subjects rapidly change the pitch of their speech when they
hear a frequency-shifted copy of their own vocalizations. The state feedback control
(SFC) theory explains human vocal frequency control in response to altered auditory
feedback (23–25). In the SFC framework, sensory error, or feedback prediction error,
drives vocal frequency adjustment. Sensory error is a neural estimation of the difference
between predicted and actual feedback from the auditory and laryngeal somatosensory
systems (3, 20, 23). When sensory errors occur, the vocal production system adjusts
the signal parameter of subsequent vocalizations in the opposite direction. The SFC
model can be implemented computationally as a Kalman filter that integrates the pre-
dicted state and sensory feedback based on relative uncertainty (1, 20).
Our

Q:7
study evaluates principles of the SFC model in the audiovocal behavior of the

great roundleaf bat, Hipposideros armiger, a species that uses CF echolocation signals
and shows high DSC precision of 0.15 to 0.17% (16, 17). This bat species’ finely
tuned sensorimotor behavior makes it a tractable model of audiovocal control. Given
that bats share basic auditory and vocal motor control pathways with other mammals,
including humans (26–28), we hypothesized that the computational principles of SFC
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apply to H. armiger. We used an auditory feedback perturba-
tion paradigm analogous to that for human subjects to test
predictions of this hypothesis.

Results

We built a programmable auditory feedback perturbation system
that delivers spectrally altered sounds to vocalizing bats in real time
(Fig. 1A). The perturbation system consists of a microphone, a
loudspeaker, and a digital signal processing (DSP) unit. It shifts
the frequency of the microphone recording sample by sample up
to a sampling rate of 1 MHz, without affecting the fine temporal
structure of the echolocation calls (Fig. 1B). As shown in Fig. 1
C–E, postanalyses of the feedback stimuli confirmed the quality of
the perturbation system across varying shift sizes and perturbation
delays.

Compensatory Adjustment of Call Frequency to Spectrally
Altered Feedback. Our research first investigated whether
H. armiger shows compensatory adjustments of call frequency
to altered auditory feedback. We found that there was little
change in call frequency after the onset of

Q:8
0-cent shifted feed-

back (Fig. 2 A and D). By contrast, the bat rapidly increased
the call frequency after the onset of the !50-cent shifted feed-
back (Fig. 2 B and E), and it decreased the call frequency after
the onset of the 50-cent shifted feedback (Fig. 2 C and F).
Statistical analyses on the relative call frequency confirmed that
the 0-cent shifted feedback did not affect the call frequency of
the bat (Fig. 2G; signed-rank

Q:9
test, all P > 0.05 with effect

sizes < 0.15 kHz). Conversely, the bat made compensatory
adjustments of call frequency in the opposite direction of the
shifted feedback as early as the first call after the perturbation
onset (Fig. 2 H and I; signed-rank test, P < 0.05 with effect
sizes > 0.15 kHz).
Next, we compared the frequency adjustments of H. armiger

across different shift sizes. Fig. 3 A and B shows the time course
of the relative call frequency of two individuals (Ha054 and
Ha082) that received spectrally altered feedback of 0, ±20, and
±50 cents. When statistical analyses were conducted for all four

H. armiger bats, we found that before the perturbations the
maximum frequency adjustments were all centered around zero
and did not differ across conditions (Fig. 3C; rank-sum test
with post hoc pairwise comparisons, all P > 0.05). During the
perturbations, H. armiger increased the call frequency after
receiving the !50-cent shifted feedback and decreased the call
frequency when receiving the 20- and 50-cent shifted feedback
(Fig. 3D; rank-sum test with post hoc pairwise comparisons, all
P < 0.05). H. armiger made a larger frequency adjustment in
the 50-cent than in the 20-cent shifted feedback condition
(rank-sum test with post hoc pairwise comparisons, P < 0.05).
After the perturbations, apart from the 50-cent shifted feedback
condition, the maximum frequency adjustment was similar
across the shift sizes (Fig. 3E).

There is one notable difference between these two bats:
Ha054 exhibited compensatory adjustments of call frequency
to both positive (upward) and negative (downward) feedback
shifts, while Ha082 only decreased the call frequency to the
positive feedback shifts (Fig. 3 A and B). Similarly, Ha045
showed bidirectional frequency adjustments for shifted feed-
back, while Ha052 responded only to the positive feedback
shifts (SI Appendix, Fig. S1 A and B). To explore the possibility
that Ha082 and Ha052 failed to compensate for the negative
feedback shifts because the maximum negative shift size of !50
cents was not large enough, we collected additional data with
all four H. armiger bats receiving feedback stimuli of larger shift
sizes (±100 and ±150 cents). We also repeated the ±50- and
0-cent shift size conditions. As in the first experiment, we
found that Ha054 and Ha045 made compensatory adjustments
in call frequency to the ±50-cent shifted feedback, Ha082 and
Ha052 only decreased the call frequency to the 50-cent shifted
feedback, and all H. armiger made no frequency adjustment to
the 0-cent shifted feedback (Fig. 3 F and G and SI Appendix,
Fig. S1 C and D). To our surprise, we did not observe an
increase in call frequency in response to the larger negative feed-
back shifts of !100 or !150 cents in either Ha082 or Ha052
(Fig. 3G and SI Appendix, Fig. S1D). Notably, the ±50-cent feed-
back shifts were the conditions in which H. armiger made the
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Fig. 1. The experimental setup and the real-time auditory feedback perturbation system. (A) An illustration of the relative spatial relationships of the com-
ponents of the real-time auditory perturbation system. Mic, microphone; Spk, speaker. (B) The original and spectrally altered version of an echolocation call
of H. armiger. (C) Theoretical (predicted) and estimated frequency shift sizes based on the real recordings of the feedback stimuli. (D) Synchronized plotting
of a waveform of the original and spectrally altered feedback stimuli at the zero programmed delay reveals a minimum DSP delay of about 0.6 ms.
(E) Theoretical (predicted) and estimated feedback delay based on the real recordings of the feedback stimuli. Equations in C and E describe the best linear fit.
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largest frequency adjustments. Overall, there was little difference
in the maximum frequency adjustment before and after the per-
turbations (Fig. 3 H and J). During both the negative and positive
feedback shifts, the largest frequency adjustment occurred at the
medium shift sizes of ±50 cents (Fig. 3I). H. armiger also com-
pensated more for the positive feedback shifts than the negative
shifts (Fig. 3K) and more for the early than for the later feedback
perturbations (Fig. 3L). The asymmetric frequency adjustments
between the negative and positive feedback shifts and the dynamic
frequency adjustments across the time course of feedback pertur-
bations cannot be explained by DSC.

Sensory Error Explains Distinct Patterns of Vocal Adjustment.
Next, we applied the SFC framework to bat vocal adjustment
data. Specifically, we tested whether the highly distinct patterns
of frequency adjustment in individual H. armiger can be simu-
lated by a Kalman filter. As described next, we successfully built
a simple Kalman filter that can accurately replicate the distinct
patterns of frequency adjustment across shift size, time course
of feedback perturbation, and individual animals.
Fig. 4A illustrates the conceptual structure of the SFC

model. In this model, the production of an echolocation call is
achieved by a SFC law and starts with the vocal motor system
issuing control signals to the larynx that outputs a call of the
frequency value xk . Shortly before the call emission, the vocal

motor system sends a copy of the call frequency information
(x̂ kjk!1), coded as the efference copy, to the somatosensory and
auditory systems. During the call emission, both the somato-
sensory and the auditory systems receive the actual feedback,
zsom,k and zaud ,k , after certain delays. Subsequently, the pre-
dicted sensory feedback is combined with the actual sensory
feedback to update the state estimate (x̂ k ) in an optimal way.
The stream of information of higher reliability is given a larger
weight. The updated state estimation is sent back to the vocal
motor control system to guide the production of a next call
recursively.

As indicated in the system model of Q:10Eq. 1 in Fig. 4, we mod-
eled the frequency value for call k (xk) as a linear combination
of the frequency value from the previous call k ! 1 (xk!1) and
the required frequency adjustment (uk!1). To keep the number
of free parameters of the model to a minimum, we specified the
required frequency adjustment as the reverse of the updated
state estimate based on the previous call k ! 1 (x̂ k!1), if the
bat were to make a full correction to the sensory prediction
error at call k ! 1 (Eq. 2 in Fig. 4). Since H. armiger receives
the actual sensory feedback after some delay, the current state is
extended using its copies (Eq. 3 in Fig. 4) and the system is
updated with the most delayed state (x̂ k!N ). Eqs. 4–6 in Fig. 4
describe the observation models for the somatosensory and the
auditory systems, which provide actual sensory feedback to

241

242

243

244

245

246

247

248

249

250

251

252

253

254

255

256

257

258

259

260

261

262

263

264

265

266

267

268

269

270

271

272

273

274

275

276

277

278

279

280

281

282

283

284

285

286

287

288

289

290

291

292

293

294

295

296

297

298

299

300

301

302

303

304

305

306

307

308

309

310

311

312

313

314

315

316

317

318

319

320

321

322

323

324

325

326

327

328

329

330

331

332

333

334

335

336

337

338

339

340

341

342

343

344

345

346

347

348

349

350

351

352

353

354

355

356

357

358

359

360

361

362

Fig. 2. A bat’s compensatory frequency adjustment to altered auditory feedback of three shift sizes. (A–C) Spectrograms show bat CF adjustment across
three trials when the bat received spectrally altered feedback of 0, !50, and 50 cents. (D–F) CF adjustment of 10 calls before, 20 calls during, and 10 calls
after perturbation (black circles). CFQ:18 of feedback stimuli is indicated with blue circles. The general trend of call frequency (3-point smoothed) is shown with the
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call position (signed-rank test, *P < 0.05; mean difference, >0.15 kHz). For all panels, the perturbation window is between the red dashed lines.
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H. armiger after some delay. Thus, the optimization of the Kal-
man filter involves searching for only three free parameters: the
ratio of the uncertainties between the somatosensory feedback
and the prediction by the internal model (σsom=σpred ), the ratio
of the uncertainties between the auditory feedback and the pre-
diction by the internal model (σaud=σpred ), and the baseline
auditory feedback uncertainty before the perturbations [f(Δ)]
for each condition. The baseline auditory feedback uncertainty
reflects the estimated reliability of a bat for a given shift size of
auditory feedback perturbation, which is thus individual and
condition specific.
We found that the average difference per call between the

predicted frequency adjustment during the perturbations by the

model and the actual frequency adjustment by H. armiger were
49, 49, 42, and 49 Hz in the four individuals (Fig. 4C). As a
reference, the natural variations in call frequency, as measured
by the SD, were 254 Hz (n = 1,544), 255 Hz (n = 1,684),
243 Hz (n = 1,185), and 299 Hz (n = 1,650) in the four bats,
based on the data from the preperturbation window. The best
model optimized for each individual independently revealed
that the σaud=σsom ratios were all larger than 1, ranging from
1.15 and 1.53, and show that H. armiger relied slightly more
on the somatosensory feedback than the auditory feedback for
frequency control. By contrast, the much larger uncertainties of
the sensory feedback systems relative to the internal model’s
prediction, with the σsom=σpred ratio between 2 and 5.2 and the
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Fig. 3. Effects of shift size and direction on the frequency adjustments of individual bats. (A and B) Time course of the frequency adjustment for two repre-
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σaud=σpred ratio between 3 and 6, suggest that H. armiger relied
strongly on the forward prediction for frequency control during
the auditory feedback perturbations. Similarly, the model
revealed a large difference in the uncertainty of the perturbed
auditory feedback across shift sizes and individual bats (Fig.
4E). Lastly, we examined the effect of different feedback delays
for the somatosensory system (0, 15, 30, and 45 ms) and the
auditory system (0, 30, 60, and 90 ms) on the model’s perfor-
mance. As shown in SI Appendix, Figs. S2 and S3, the model
can achieve similar prediction accuracy at varying combinations
of somatosensory and auditory feedback delays. These findings
underscore the robustness of the SFC framework.

Discussion

We implemented the human speech SFC framework to analyze
audiovocal control of the echolocating bat, H. armiger, in
response to auditory feedback perturbations. Astonishingly, the
highly distinct vocal adjustments exhibited by individual bats
mirrored the experimental observations of human speech con-
trol under similar perturbation conditions (21, 22). These find-
ings reveal that bats and humans share similar computational
principles for audiovocal control.

As is true for any SFC controller, our model assumed an
internal model that can predict the sensory consequences of
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Fig. 4. An SFC model simulates the dynamic frequency adjustment of individual bats across various auditory feedback perturbation conditions. (A) An illus-
tration of the structure of the SFC model. (B) The SFC model is computationally implemented as a Kalman filter, with the major components of the system
model and observation model shown inQ:20 Eqs. 1–6. (C) The simulated trace of frequency adjustment for each perturbation condition and each bat with the
best-optimized models. The root mean square error (RMSE) is the average frequency difference per call (in kilohertz) during the entire perturbation window
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Q:21

initial uncertainty of auditory feedback as a function of shift size. The somatosensory feedback delay and the auditory feedback delay
were 30 and 60 ms, respectively, for the data shown in C to E.
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vocal motor actions and the reliance on both somatosensory and
auditory signals to update the state. Although auditory feedback is
widely studied in echolocating bats, the roles of internal models
and somatosensory feedback in these animals have not been well
explored. One recent study by Salles and colleagues (29) offered
experimental evidence for an internal model that allows echolocat-
ing bats to predict the trajectory of moving prey. Here, our model
shows that the internal model prediction features a much lower
uncertainty compared to that of sensory feedback, stressing a criti-
cal role of the internal model in call frequency control. At the
neural level, predicted sensory feedback may be encoded by effer-
ence copy (30–33). At present, there is very limited information
concerning efference copy in bats. A few studies have identified
prevocal motor signals in the bat midbrain superior colliculus, a
sensorimotor integration hub (34–36). Other potential efference
copy mechanisms for encoding vocal motor commands in bats
remain to be identified.
Our model also shows that the somatosensory feedback plays

a key role in the call frequency control of echolocating bats.
The observation that the baseline uncertainty of somatosensory
feedback is slightly lower than the baseline uncertainty of the
auditory feedback contrasts sharply with the general view that
bats rely primarily on auditory feedback to perform echoloca-
tion tasks. The contribution of nonauditory sensory informa-
tion to bat echolocation has been underestimated in general.
Apart from a few studies that investigated the role of vision in
modulating echolocation behavior of bats (37–39), there are
scarce data on the potential role of other sensory modalities in
bat sonar navigation. Although there is evidence for the contri-
bution of somatosensory feedback to bat flight control (40, 41),
the role of somatosensory feedback in bat vocal control has not
been studied despite its long-suggested importance in mammals
(26). One piece of indirect evidence comes from a recent study,
which reports that horseshoe bats are capable of performing
partial DSC when auditory feedback is eliminated (42). It is
noteworthy that the indispensable role of somatosensory feed-
back in human speech control has been experimentally demon-
strated repeatedly (43, 44). For a better understanding of the
remarkable navigation and orientation behaviors of bats,
researchers should fully explore the role of sensory modalities
outside of hearing.
All four H. armiger bats showed relatively low auditory feed-

back uncertainty for most upward shifted sounds compared with
the downward shifted sounds, with the lowest auditory feedback
uncertainty occurring at the 50-cent condition. This may reflect
biases that have evolved to support DSC behavior of H. armiger
bats in flight, where they typically receive upward shifted echoes
arising from their own movement. The flight speeds that result in
Doppler shifts corresponding to the 20-, 50-, 100-, and 150-cent
shift sizes are 2, 4.9, 9.8, and 14.7 m/s, respectively. Thus, the
largest frequency adjustment at the 50-cent condition would be
induced by a flight speed of 4.9 ms/s, which closely matches the
maximum flight speed of H. armiger in the laboratory at ∼4.7 m/s
(16). H. armiger typically forages close to dense vegetation and flies
slowly close to foliage (45). It is also known that bats tend to fly
more slowly in the laboratory than in the field. Taken together,
we believe that the 50-cent shift size represents more natural
Doppler shifts experienced by H. armiger in the field and therefore
gives rise to the most reliable (lowest uncertainty) auditory feedback.

Conclusions

The present study discovered that bat sonar calls and human
speech, vocalizations serving very distinct functions, operate on

similar computational principles of real-time audiovocal con-
trol. We identified sensory error as a fundamental mechanism
driving dynamic audiovocal adjustments in the bat species
H. armiger. It remains to be determined whether similar SFC
models can account for vocal frequency adjustments in other
species of bats that exhibit DSC, such as horseshoe bats and
mustached bats. It is also unknown whether sensory error cor-
rection accounts for frequency control in bats without DSC
capability. Notably, our research demonstrates that echolocat-
ing bats can serve as powerful mammalian models for under-
standing sensorimotor mechanisms of human speech control.

Materials and Methods

Animals. We tested four adult bats; all were female due to constraints of field
collection. We caught the bats with a hand net during the daytime in September
2020, at the Baini Cave in Chongyang County, Xianning, Hubei Province, China.
We housed the bats in social groups of two to four individuals. We placed their
roosting cages in a room (4.4 m length × 3 m width × 2.2 m height) with a reg-
ulated air temperature of around 24 °C, relative humidity of about 60%, and a
reversed light regime of 12 h of darkness and 12 h of light. Bats had free access
to water and food. The Institutional Animal Care and Use Committee of the
Central China Normal University approved the capture, housing, and behav-
ioral studies.

Real-Time Auditory Feedback Perturbation System. We built a program-
mable auditory feedback perturbation system to deliver spectrally altered audi-
tory feedback to vocalizing bats in real time (Fig. 1A). The setup included a
measurement microphone, a loudspeaker, and a real-time DSP frequency-
shifting module programmed in LabVIEW with field-programmable gate array
(FPGA) chips (PXIe-7858R; National Instruments). The DSP unit shifts the fre-
quency of a microphone recording sample by sample up to 1 MHz. The system
performed frequency shifts without affecting the fine temporal structure of the
echolocation calls (Fig. 1B). With the current program design, for a single trial,
we can achieve a CF offset between the produced calls of the bat and the feed-
back stimuli at a programmable perturbation delay. We can also repeat the per-
turbation many times—that is, controlling the times of feedback perturbations. As
shown in Fig. 1 C–E, postanalyses of the feedback stimuli confirmed the quality
of the perturbation system for both the shift size and perturbation delay. Never-
theless, the minimum DSP delay increased slightly from 0.58 ± 0.4 ms for the
0-ms programmed delay to 0.81 ± 0.5 ms for the 24-ms programmed perturba-
tion delay (Fig. 1E). By Q:11adding 1 ms of sound transmission delay from the bat to
the microphone (20 cm) and from the loudspeaker to the bat (15 cm), we can
achieve a minimum feedback delay of about 1.6 ms, which is approximately
one-sixth of a typical echolocation call of H. armiger.

The frequency-shifting algorithm is a time-domain technique that compresses
or expands the estimated period of the input signal and has been tested with
FPGA hardware previously (46). The largest shift size that we can achieve is
greater than 30 kHz for an input signal of around 70 kHz, which was experimen-
tally tested with the echolocation calls of H. armiger. To facilitate the communica-
tions between the bat community and the speech community, we specified the
shift size in cents, which describes frequency changes at a logarithmic scale. To
convert the frequency change in cents into hertz, one can follow this equation:
Hz = ð2

cents
1200 ! 1Þ × Fref . Thus, when a 70-kHz signal is shifted up by 50 cents,

the corresponding frequency increase is 2.05 kHz (Fig. 1C).

Recording, Playback, and Sound Analysis. We recorded calls produced by
resting H. armiger individuals hanging from an elevated platform 2 m high. We
sampled the input signal with a measurement microphone (7016, 1/4-inch con-
denser with protection grid on; ACO Pacific), amplified by 40 dB (OctaMic II;
RME Audio Interfaces) before the analog-to-digital conversion. We filtered the
samples with a 128-point finite impulse response digital filter with 20- and
80-kHz cutoff frequencies. Then we sent a copy of the digitized samples to the
frequency-shifting algorithm, sample by sample.

Experiments took place in a large flight room (6.5 m length × 5 m width ×
2.3 m height). We covered the walls and ceiling of the flight room with 8-cm-thick
acoustic foam and the floor with nylon blankets to reduce echo reflections. We
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divided each trial into three temporal windows (Fig. 2A): 1) preperturbation
(1 or 2 s), 2) perturbation (variable time required for the bat to produce
20 echolocation calls), and 3) postperturbation (3 s). During the preperturbation
and postperturbation windows, we set the amplitude of the playback system
to zero.

We streamed a copy of the digitized recording and a copy of the output sig-
nals directly to the hard drive. The output from the frequency shifting was then
amplitude scaled, digital-to-analog converted, and passed to the power amplifier
(UltaSoundGate Player with the power adapter option; Avisoft Bioacoustics) and
loudspeaker (Vifa; Avisoft Bioacoustics). We adjusted the digital gain of the input
and output so the maximum peak amplitude of the playback signal was around
1 V, resulting in a 94-dB sound pressure levelQ:12 (relative to 20 μPa) amplitude at
the bat’s position. Both echolocation calls and playback signals were processed
by customer-built sound analysis scripts in MATLAB that were described in a pre-
vious study (47).

Computational Simulation. We used a Kalman filter to simulate the highly dis-
tinct patterns of frequency adjustment in individual H. armiger. This computational

algorithm for the SFC framework simulated the frequency control of human
speech (23, 25, 48). The Kalman filter used a two-stage process: 1) estimating
the current state using an internal model and 2) updating the state estimation
given sensory feedback. The goal was to identify the bats’ computational prin-
ciples for transforming spectrally altered feedback into call frequency control.
Our Kalman filter accurately replicated distinct patterns of frequency adjust-
ment across the shift sizes, multiple perturbations, and individual animals.
Further details of the computational models are presented in SI Appendix.

Data Availability. All study data Q:13are included in
Q:14

the article and/or SI Appendix.
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