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ABSTRACT

Jovian planet formation has been shown to be strongly correlated with host star metallicity, which
is thought to be a proxy for disk solids. Observationally, previous works have indicated that jovian
planets preferentially form around stars with solar and super solar metallicities. Given these findings,

it is challenging to form planets within metal-poor environments, particularly for hot Jupiters that are
thought to form via metallicity-dependent core accretion. Although previous studies have conducted
planet searches for hot Jupiters around metal-poor stars, they have been limited due to small sample

sizes, which are a result of a lack of high-quality data making hot Jupiter occurrence within the metal-
poor regime difficult to constrain until now. We use a large sample of halo stars observed by TESS
to constrain the upper limit of hot Jupiter occurrence within the metal-poor regime (-2.0 ≤ [Fe/H] ≤
-0.6). Placing the most stringent upper limit on hot Jupiter occurrence, we find the mean 1-σ upper
limit to be 0.18 % for radii 0.8 -2 RJupiter and periods 0.5 − 10 days. This result is consistent with
previous predictions indicating that there exists a certain metallicity below which no planets can form.
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1. INTRODUCTION

The evolution of the Milky Way and planet formation
are connected (Forgan et al. 2017). Metallicity links

these seemingly unrelated topics by playing an impor-
tant role in the formation and evolution of stars and
therefore affects the formation of giant planets (Johnson
& Apps 2009; Choi & Nagamine 2009). Host star metal-
licity is thought to reflect the metallicity of the proto-
planetary disk from which planets form (Wyatt et al.
2007; Haworth et al. 2016). Given that the first genera-
tion of stars was metal-poor, the first planets must also
be lacking in metals. By probing planet occurrence in
the metal-poor regime, we can gain insight into the first
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generation of giant planet formation and determine the
metallicity at which no planet can form.

A metal-poor environment poses many challenges for

planet formation. At low metallicities, the protoplane-
tary disk lifetime is significantly shorter which decreases
the likelihood of planet formation (Kornet et al. 2005;
Yasui et al. 2010; Ercolano & Clarke 2010). The vast
majority of the gas within the disk is hydrogen and
helium, and heavy elements compose only a fraction
∼ 10−5 of the total mass in the metal-poor regime
(Johnson & Li 2012). A shortened disk lifetime can
be detrimental to planet formation, especially at short
orbital distances where planet formation is thought to
be dominated by core accretion (Miller & Fortney 2011;
Bailey & Batygin 2018). Although we know that planet
formation is increasingly improbable with decreasing
metallicity, the metallicity for which no planet can form

is still uncertain.
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Since the discovery of four Jovian planets orbiting
metal-rich stars in 1997 by Gonzalez et al. (2001), the
correlation between planet occurrence and host star
metallicity has been a point of focus within the ex-
oplanet community. Following this discovery, various
studies also noted that Jovian planets preferentially
orbit metal-rich stars (Santos et al. 2004; Fischer &
Valenti 2005; Mortier et al. 2013). The occurrence of
Jovian planets has been shown to increase exponentially
with the increase of metallicity for solar and super-solar
metallicities (Udry & Santos 2007; Johnson et al. 2010;
Mortier et al. 2013); however, the hot Jupiter (HJ) oc-
currence trend within the metal-poor regime is still un-
certain. Using radial velocities, Sozzetti et al. (2009)
and Mortier et al. (2012) probed this regime to deter-
mine Jovian planet occurrence and provide an upper
limit for HJ occurrence in the metal-poor regime. Since
the study conducted by Mortier et al. (2012), there has
been little investigation to further constrain HJ planet

occurrence at low metallicities.
With the advent of Transiting Exoplanet Survey Satel-

lite (TESS, Ricker et al. 2015), it is the opportune time
to revisit HJ occurrence in the metal-poor regime as

TESS provides a crucial advantage compared to Kepler
to complete this work. The major advantage of TESS
is its larger field of view, which allows for 30-minute

cadence Full Frame Images (FFI). These FFIs provide
observations of a wide range of stellar types. TESS also
covers ∼ 85% of the sky, which is a significant improve-

ment to the ∼ 0.25% monitored by Kepler. The capa-
bilities of TESS have enabled a more robust determina-
tion of the HJ occurrence within the metal-poor regime
which was not possible until now.

In this paper, we focus on further constraining HJ
planet occurrence in the metal-poor regime (-2.0 ≤
[Fe/H] ≤ -0.6) using a population of halo stars, as they

provide important insights into planet-formation pro-
cesses in the first generation of stars within the Milky
Way. Our approach to deriving HJ occurrence rates is
largely inspired by the method first outlined by Dress-
ing & Charbonneau (2015). We perform a full tran-
sit search of our halo star sample, using both the Box
Least Squares algorithm (Kovács et al. 2002) and Tran-
sit Least Squares algorithm (Hippke & Heller 2019) to
search the light curves. Using an injection-recovery
scheme to calculate our detection efficiency, we use our

results to constrain the occurrence rate of HJs orbiting
halo stars.

The outline of our paper is as follows. Section 2 pro-
vides a description of our stellar sample. In Section 3, we
discuss the method from which we acquire TESS data.
We explain our planet detection pipeline in Section 4.

Table 1. Stellar Sample Parameters

Parameter Range Median Units

Mass 0.34-1.29 1.02 M�

Radius 0.35- 1.17 0.71 R�

log(g) 4.37-4.94 4.73 cgs

TESS Magnitude 12.36-15.59 14.25 mag

Effective Temperature 3780-6440 5714 K

Note—We use the 5% to 95% quantiles for each parameter.

Section 5 contains a description of our planet injection
pipeline. In Section 6, we assess the completeness of our
pipeline. Section 7 is dedicated to a statistical analysis
of the data and estimation of the planet occurrence rate.
We compare our results to previous studies in Section
8 and their implications for the frequency of HJs in the
metal-poor regime before concluding in Section 9.

2. STELLAR SAMPLE

We selected ∼16,940 halo stars, which are typically

sub-dwarfs, to search for HJs using TESS data. Details
on the sample selection and validation can be found in
a companion paper (Kolecki et al. 2021); however, we

briefly describe the sample selection here. The sam-
ple is selected using the transverse kinematic informa-
tion, which was constructed following Koppelman et al.

(2018). Using radial velocities and proper motions from
Gaia DR2 (Gaia Collaboration et al. 2018), we se-
lect stars within 1 kpc and with 2D velocities greater
than 210 km/s with respect to the local standard of

rest. The sample was chosen using heuristic tangen-
tial motion cuts based on simulations of the Milky Way
from Galaxia (Sharma et al. 2011), which is outlined

in Kolecki et al. 2021. By conducting a population
study of ∼120 stars in our sample with APOGEE spec-
tra (Kolecki et al. 2021), we confirmed that 70% of the
selected targets are genuine halo stars. Table 1 list the
ranges of various parameters of the sample, which were
obtained via the TESS Input Catalog (Stassun et al.
2018a). An H-R diagram of the sample is also provided
in Fig. 1. The discontinuity in the distribution is due
to the in-homogeneous treatment to low-mass stars and
other stars in the TESS Input Catalog (see Appendix
E.1.1 in Stassun et al. 2018a).

From the initial sample, we obtained 30-min-cadence
data for ∼ 65% (11,125 out of 16,940) from TESS
through sector 23 (Ricker et al. 2015) Given that only

a small fraction (∼ 1%) of the sample had TESS 2-min
cadence data, we chose to take advantage of a major-
ity of the sample using the 30-min-cadence data. These
light curves were obtained from TESS Full Frame Im-
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Figure 1. Surface gravity and stellar effective temperatures
of the stars obtained via the TESS Input Catalog (Stassun
et al. 2018b) in our final sample (cyan) compared to the
complete sample (purple) initially selected based on kine-
matic information. The bump at high surface gravity and
low effective temperature most likely results from these stars
being a cool dwarfs.

ages (FFI) with Eleanor (Feinstein et al. 2019). The
FFI light curves are then used for planet detection and
injection-recovery tests.

3. ACQUIRING TESS DATA

Eleanor (Feinstein et al. 2019), software that was de-
signed for downloading and analyzing TESS FFI data,
is employed to acquire the 30-min-cadence TESS FFIs
for our sample. Using the TESS magnitude of each tar-

get, we determine the optimal aperture size, which is
then input into Eleanor. We download the four differ-
ent data files: “PCA”,“Correlated”,“Raw”, and

“PSF”. From there, we determine the noise level of
each light curve. We normalize the flux data by dividing
the light curve by the median flux. The noise of each
file is determined by calculating the RMS noise of the
light curve. The data file with the least amount of noise
is saved.

4. PLANET DETECTION PIPELINE AND
RESULTS

To determine the occurrence rates and completeness of
our search, we must search within our sample for planet
candidates. We developed an automated pipeline that
encompasses all the data processing to include detrend-
ing, noise removal, and transit search. Given that our
target stars are relatively faint, we must minimize the
noise where possible. From acquiring the FFI data, we

choose the light curve with the least about of noise. We

also apply the most robust detrending method available
within the detrending program used.

We begin by detrending the light curves. The data
is initially detrended using Wotan (Hippke et al. 2019)
with the Tukey’s bi-weight method, which is indicated
to be the most robust detrending method within their
work (Hippke et al. 2019). Since the TESS data has
sharp peaks at the beginning and ends of an observa-
tion which we consider to be“data gaps”, we perform
sigma-clipping to remove any systematics that Wotan

was unable to remove. We determine the outliers at
the edges of the light curves and at the edges of the
data gaps. We only consider 5% of the data points on
the edges when conducting the sigma clipping as they
most negatively impact the transit search algorithms.
We then calculate the median of the complete light curve
and any points that are over 3σ within the range consid-
ered to be the edges of the data are removed. From here
our pipeline splits into two separate transit search algo-
rithms: Transit Least Squares (TLS, Hippke & Heller

2019)) and Box Least Squares algorithm (BLS, Kovács
et al. 2002)).

TLS, an open source transit search python package, is

noted to be more efficient at conducting transit searches
for small planets (Hippke & Heller 2019). To expand
upon their work, we chose to test whether it also per-
forms better than BLS for giant planets around halo

stars. To test how well TLS performs, we used the de-
fault transit template. For each star, we also input the
limb darkening coefficients, mass, and radius to optimize

for our sample.
For our BLS algorithm, we used the reference imple-

mentation of BLS provided by astropy 4.0.1 (Astropy

Collaboration et al. 2013). With this implementation
the false alarm probability (FAP) and signal to noise ra-
tio (SNR) are not provided; however, they are required
within the vetting process. In Section 4.1, we expand

upon how we calculate the FAP, and SNR given that
these values are not calculated by the BLS program that
we employed.

4.1. BLS

Given our choice to use two transit search algorithms,
we make every effort to conduct a fair comparison. Fol-
lowing Hippke & Heller (2019), we empirically deter-

mined the log-likelihood for an FAP value of 0.01%.
Similar to TLS, we generated 10,000 synthetic light
curves with only white noise with a 1-hour Combined
Differential Photometric Precision of 290 ppm. We
choose this noise level to replicate the typical noise level
for TESS for stars with a TESS magnitude of 12 (Ricker
et al. 2015), which is the mean TESS magnitude for our
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sample. It is important to note that TESS light curves
have correlated noise resulting from instrumental trends;
however, we use white noise to ensure an equal compar-
ison between TLS and BLS. Once the white noise only
light curves have been evaluated by BLS, we impose an
FAP value of 0.01 % determining the corresponding log-
likelihood threshold for BLS.

Within BLS, the signal-to-noise ratio (SNR) is not
automatically determined; therefore, we calculate a SNR
for each fit as

SNR =
d

σ

√
ntransit (1)

where d is the difference between the median of the data
points in the transit and the flux level outside the tran-
sit, ntransit is the number of points within transit, and
σ is the the standard deviation of the detrended light
curve.

4.2. Edi-vetter Unplugged

Within our planet detection pipeline, we employ
Edi-vetter Unplugged (Zink et al. 2020) to supple-

ment our vetting tests. Edi-vetter Unplugged is an
extension of Edi-vetter, which was designed to run in
sequence with TLS to automatically vet planet candi-

dates. Within this vetting algorithm, multiple tests are
performed to remove false positives, which are briefly
described as follows.

• Flux contamination test: determines whether a
significant amount of flux from a nearby star may
have blended with the pixels of the target.

• Outlier test: tests aimed to identify outliers that
may align causing a false positive.

• Individual transit test: calculates the Bayesian In-

formation Criterion for an single transit to ensure
the expected transit signal strength is large enough
to provide a meaningful fit.

• Even/odd mismatch test: identifies if the transit
primary and secondary eclipse are folded on top of
each other.

• Uniqueness test: determines cases where the phase
folded light curve appears to produce several
transit-like dips.

• Secondary eclipse test: tests the secondary eclipse
model depth to determine if it is greater than 10
% of the depth of the initial transit and therefore
statistically significant.

• Phase coverage test: when removing bad quality
data from light curves, the data removed can line
up in phase space causing a false positive. This
test determines whether the transit contains suffi-
cient data to detect a statistically significant tran-
sit event.

• Transit duration limit test: a check to determine
whether the detected transit duration is too long
for the detected transit period.

• False positive test: after all false positive tests are
complete, this flag indicates whether the planet is
determined to be a false positive. If any of the
previous test are determined to be a false positive,
this flag will be triggered.

4.3. Vetting

Using our transit detection pipeline, we identified 2128
transit events with SNR greater than 5σ. Some of those

signals might have been systematics or astrophysical
false positives instead of transiting planet candidates.
Therefore, we conducted a series of cuts to select the
events consistent with transiting planets, which is de-

scribed below.
After the light curves are searched using both TLS

and BLS, any potential detections we require a FAP

value ≤ 0.0001. The remaining candidates were then
sent through Edi-vetter Unplugged (Zink et al. 2020)
to vet the light curves. If the candidates did not pass

all 8 tests within Edi-vetter Unplugged, they were re-
moved. On the remaining candidates, we conducted vi-
sual examinations. We checked for the appearance of
secondary eclipses and considered the depth of the tran-

sit relative to other potential features. We also checked
for outliers that were not detected by Edi-vetter. From
the visual examinations, 2 planet candidates remained.

The rejected signals were determined to be either eclips-
ing binaries or systematics.

4.4. Follow-up observations & Results

The two candidates that survived our vetting pro-
cess and continued on to follow-up observations are TIC
229802010 and TIC 188593930. For TIC 229802010,
we took one high-resolution spectrum using the MIKE
spectrograph on the Magellan telescope (Bernstein et al.
2003) on UT Jul 27, 2019 (PI: Ting Li). This spectrum

had an exposure time of 1500 seconds resulting in an
SNR of 10 per pixel; therefore, providing a sufficient
SNR to cross-correlate a solar-type synthetic spectrum
with the observed spectrum. The cross-correlation func-
tion clearly showed double peaks that were separated by
∼50 km/s, which is indicative of a grazing eclipsing bi-
nary (EB) system.
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Within the TESS follow-up observation collaboration,
we took two spectra with CHIRON (Tokovinin et al.
2013), resulting in two RV points at a phase of approx-
imately 0.45 and 0.82 for TIC 188593930 (PI: Samuel
Quinn). However, the RV data quality was insufficient
to conclusively rule out the EB scenario. Ground-based
photometry later retired TIC 188593930 as a false pos-
itive, because a deep eclipse was observed on a nearby
faint star TIC 188593929 1. Therefore, we find that none
of the light curves in our sample exhibit light curves in-
dicative of a Jovian transiting planet.

5. PLANET INJECTION PIPELINE

To accurately measure the planet occurrence rate
based on the results of our planet search, we need to
determine the probability of detecting a planet using
our pipeline. We measure the detection efficiency of our
planet detection pipeline by injecting transiting planet

signals into the TESS light curves and running the light
curves through our detection pipeline where they will be
detrended and vetted. We generate synthetic transit sig-
nals for each light curve with orbital parameters drawn

from a uniform distribution using pylightcurve (Tsiaras
et al. 2016). Each synthetic planet signal that is injected
into a light curve has a randomly determined planetary

radius, orbital period, mid-time, and inclination (Rp, P,
t0, i) taken from the following uniform distributions:

P

day
∼ U(0.5, 20)

Rp

RJ
∼ U(0.08, 2)

t0 ∼ U(0, P )

i ∼ U(imin, imax)

where imax and imin are calculated for each star as the
maximum and minimum inclination for a transit us-
ing the semi-major axis and the radius each star. The
eccentricity is set to 0, given that HJs are subject to
strong orbital circularization and are expected to typi-
cally have low eccentricities (e.g., Alvarado-Montes &
Garćıa-Carmona 2019). Using stellar parameters, the

limb darkening coefficients are determined by interpo-
lating the Claret (2017) limb darkening tables. Specifi-
cally, they are estimated with the effective temperature,
surface gravity, and the median metallicity of our sam-
ple (i.e. [Fe/H]=-1.27), which obtained from the TESS
Input Catalog (Stassun et al. 2018a). After each light

1 https://exofop.ipac.caltech.edu/

Figure 2. Smoothed map comparing the detection efficiency
of TLS (Gray) to BLS (Black). As indicated in the color bar
which corresponds to the the detection efficiency of BLS,
darker regions indicate lower detection efficiencies. The gray
box indicates the region 0.8-2 Rp and 0.5-10 days where BLS
performs worse than TLS.

curve is modified to contain a synthetic planet signal, it
is then sent through our planet detection pipeline.

For a synthetic planet signal to be considered a detec-

tion, we used a nearly identical vetting process to the
detection pipeline. We require the SNR to be greater
than 5σ. The modified light curves must be determined
by Edivetter Unplugged not to be a false positive.

We also require the FAP value to be ≤ 0.0001. After
the modified light curve undergoes this vetting process,
the remaining synthetic planet signals are considered a

detection if the detected period of the planet matches
within 1% of the generated period. Period aliases of
the injected signal are not treated as detections. It is

important to note that, unlike real data, we do not con-
duct visual inspections as it would be highly impractical
given the large number of injections.

5.1. Assessing our Pipeline

To assess the detection efficiency of our pipeline, we

conducted extensive injection-recovery tests. For each
star, we generated 200 synthetic transit signals per light
curve. In total, we injected 2,225,000 transiting planets
into the light curves of the 11,125 stars for both TLS
and BLS. Our pipeline successfully recovered ∼80% of
injected planet signals with an SNR ≥ 5 and FAP ≤
0.0001 within the range of 0.8−2 RJ and periods 0.5−10
days with both TLS and BLS. We used both TLS and
BLS and compare their results; however, we will focus on
TLS within this section and elaborate on the difference
between TLS and BLS within §5.2.

https://exofop.ipac.caltech.edu/
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We calculate the detection efficiency by dividing the
number of the synthetic planet signals detected by the
total planet signals injected. We take this fraction as
the detection efficiency, which is binned as a function of
planet period and radius. As shown in Figure 2 , we
found that our pipeline is sensitive to injected planets
with radii larger than 0.8 RJ . Most of those planet sig-
nals were detected with nearly 75% efficiency out to the
orbital period of ∼ 10 days. Our pipeline displayed a
significant decrease in the detection efficiency of planets
with radii < 0.5 RJ with the recovery fraction ∼ 19%
and 0.5-2.0 RJ planets with periods longer than 10 days
with the recovery fraction ∼12%; however, the decrease
in detection efficiency for smaller planets and longer pe-
riods does not affect our ability to constrain the occur-
rence rate for HJs. While we focus HJs in this work, we
note that it is possible to detect close-in Neptune-sized
planets given our detection efficiency.

5.2. Comparison of TLS vs BLS

Although the BLS algorithm has become a standard
tool for transit searches, Hippke & Heller (2019) devel-
oped a new planet transit search algorithm, TLS, which

is optimized to detect small planets. Instead of a box-
shaped template, they use a template based on actual
transiting planets. Given our large data set, we deter-
mined that it would be pragmatic to compare TLS and

BLS for HJs.
As stated in Section 4, our detection pipeline allows us

to run both TLS and BLS. During our planet injection-

recovery tests, we save the modified light curves, which
are then sent through both TLS and BLS ensuring an
impartial comparison. For TLS, we use the default tem-
plate along with the limb darkening coefficients, mass,

and radius for each star.
We find that these algorithms are comparable; how-

ever, TLS slightly outperforms BLS. In Figure 2, we
show the detection efficiency. We find that overall TLS
successfully recovered 38.8% of the injected planets us-
ing the default template, while BLS successfully recov-

ered 37.4%. However, TLS and BLS perform signifi-
cantly better within the region 0.8-2 RJ and 0.5-10 days
that we consider for HJs. For HJs, TLS recovers 80.9%
of the injected planets, whereas BLS recovers 79.5%.

6. CALCULATING SEARCH COMPLETENESS

We define the search completeness to be the probabil-
ity of finding a planet with a random orbital alignment
within our sample using our detection pipeline. There-
fore, the overall search completeness depends both on
the detectability, Pdet(Rp, P ), of a particular planet and
the likelihood that it will be observed to transit. We de-

Figure 3. The search completeness using BLS, showing
the probability of observing a planet with a random orbital
alignment within our sample using our detection pipeline.

termine the detection efficiency of our pipeline by con-
ducting an extensive injection-recovery tests using our

planet injection pipeline (see Section 5).
Once the detection efficiency was determined, we use

the geometric transit probability to account for the like-

lihood of a planet being oriented so that a transit can
be observed. For the geometric transit probability we
assume an eccentricity of zero and use:

Pt(Rp, P ) =
Rp +R?

a
(2)

where R? is the star radius and a the orbital semi-major
axis. a is determined from Kepler’s third law assuming a
stellar mass of 1.01M� and radius of 0.711R�, which are

the median values for the halo stars within our sample.
For a given orbital period and planet radius, we com-

puted the corresponding semi-major axis for a planet
orbiting each of the stars in our sample. With the tran-
sit probability for each radius and orbital period, we
calculated the search completeness by weighting the de-
tection efficiency by the geometric transit probability for

each bin. In Figure 3, we show the search completeness.

7. PLANET OCCURRENCE RATE

To determine the upper limit of planet occurrence
given a null detection, we follow the procedure originally
described in the appendix of Burgasser et al. (2003) and
in McCarthy & Zuckerman (2004) using the binomial
distribution. The probability P (fp) of finding d detec-
tions in a sample of size N can be calculated as a func-
tion of the true planet frequency fp:

P (d,N, fp) = fdp (1− fp)N−d N !

(N − d)! d !
(3)
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Figure 4. The region within the black box contains the binned upper limit of HJ occurrence within the metal-poor regime at
the 1-σ confidence interval. The numbers within each grid cell indicate the upper limit of HJ occurrence rate as a percentage.
We assume stellar mass of 1.01M� and radius of 0.711R�.

In the case of a null detection d = 0, the planet frequency
is constrained to the interval (0, fp,max) for a confidence

interval, C by∫ fp,max

0

(N + 1)× P (0, N, fp) dfp = C (4)

where (N+1) is a normalization factor. Using this equa-
tion, the maximum planet frequency can be solved for

fp,max = 1− (1− C)
1

N+1 (5)

Therefore, we can calculate an upper limit of fp at a
given confidence level by setting C to the corresponding
probability for the confidence level of interest.

However, not all planets are detectable using the tran-
sit method and N must be replaced by the effective sam-

ple size Neff . To calculate the true upper limit of planet
occurrence, we must account for the geometric transit
probability and the detection efficiency of our pipeline.

Therefore, we define our effective sample size as:

Neff (Rp, P ) = N × Pt(Rp, P )× Pdet(Rp, P ) (6)

where N is the total sample size, Pt(Rp, P ) is the geo-
metric transit probability, Pdet(Rp, P ) is the detection
efficiency (see Section 6), P the orbital period and Rp

the planet radius.
Using equation(5) and (6) , we calculate the the upper

limit of HJ occurrence by measuring the range in fp that
covers 68% of the integrated probability function.This is
equivalent to the 1-σ confidence level. We conservatively
choose this confidence level as to not overestimate the

upper limit of HJ occurrence.
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Table 2. Hot Jupiter Occurrence Comparison

Author N fp [Fe/H] P Rp Method

Petigura et al. (2018) 1883† 0.57+0.14
−0.12% (-0.3≤[Fe/H]≤ 0.3) 1 ≤ P ≤ 10 days 0.71-2.14RJ Transit

Wright et al. (2012) 836 1.2 ± 0.38% (-0.4≤ [Fe/H] ≤ 0.3) ≤ 10 days >0.51RJ RV

Zhou et al. (2019) 2401† 0.4 ± 0.10% (-0.5≤[Fe/H]≤ 0.4) 0.9 ≤ P ≤ 10 days 0.8-2.5RJ Transit

Mayor et al. (2011) 822 0.89 ± 0.36% (-0.5≤ [Fe/H] ≤ 0.3) ≤ 11 days >0.75 RJ RV

Masuda & Winn (2017) 1737† 0.43+0.07
−0.06% (-0.6 ≤ [Fe/H] ≤ 0.2) 0.5 ≤ P ≤ 10 days 0.8-2RJ Transit

Mortier et al. (2012) 114 1.00%∗ (-1.4≤ [Fe/H] ≤ -0.4) ≤ 10 days >1.04 RJ RV

Sozzetti et al. (2009) 160 0.67%∗ (-1.6≤[Fe/H]≤ -0.6) < 3 yrs >1.25 RJ RV

This Work 622† 0.18%∗ (-2.0≤[Fe/H]≤ -0.6) 0.5 ≤ P ≤ 10 days 0.8-2RJ Transit

Note— This table is arranged in terms of the minimum metallicity. We use the 5% to 95% quantiles for each study. For all
radial velocity surveys, we use the Chen & Kipping (2017) relation to convert from mass to radius.

† We estimate the median effective sample size using our detection efficiency
∗ This is the maximum 1-σ upper limit of occurrence

In Figure 4, we show the our results using the detec-
tion efficiency determined from BLS. For the upper limit
of HJ occurrence, we consider a radius of 0.8−2 RJ and

periods 0.5− 10 days. We choose a radius of 2 RJ given
that the majority of the confirmed planets to date are
less than 2 RJ (Akeson et al. 2013). Within this re-
gion, we find upper limit of occurrence range between

0.04% ≤ fp ≤ 0.36% within the parameter space con-
sidered with the mean upper limit of occurrence being
fp < 0.18%.

8. COMPARISON TO PREVIOUS WORKS

The occurrence of HJs has been studied by multiple

surveys. For HJs orbiting solar-type stars, RV surveys
have found the occurrence to be between 0.9% − 1.2%
(Wright et al. 2012; Marcy et al. 2005; Mayor et al. 2011;

Petigura et al. 2018), which is in contrast to the signif-
icantly lower occurrence rates determined with transit
surveys. The HJ occurrence observed using TESS and
Kepler range between 0.4%− 0.6% (Howard et al. 2012;
Fressin et al. 2013; Mulders et al. 2015; Santerne et al.
2016; Petigura et al. 2018; Zhou et al. 2019). Although
TESS and Kepler observe different targets, the occur-
rence rates are consistent.

The discrepancy of occurrence rates between RV and
transit surveys has been address by several works. Many

studies have speculated that the difference may be a re-
sult of selection bias. Guo et al. (2017) investigated the
differences in metallicity between Kepler and some ra-
dial velocity surveys; however, they found the difference
in metallicity to be insufficient to explain the HJ oc-
currence discrepancy. Another possible explanation for
the discrepancy may be attributed to the contamination

of multiple stellar systems and evolved stars in transit

samples (Wang et al. 2015). Most recently, Moe & Krat-

ter (2019) concluded that selection effects are the most
probable cause of the HJ occurrence discrepancy. They
quantitatively demonstrate that RV surveys for giant

planets can increase the occurrence rate by a factor of
two by systematically removing spectroscopic binaries
from their samples.

The first attempt to determine HJ occurrence within
the metal-poor regime was Sozzetti et al. (2009). They
used radial velocity data with most stars having 4 to 10
measurements from HIRES on the Keck 1 telescope with

a sample of 160 metal-poor stars (see Table 2). Conse-
quently, strong constraints were derived for short-period
gas giants where they had 95% completeness for periods

≤ 3 yrs with a minimum companion mass of ∼ 0.75 MJ ,
which corresponds to a HJ radius of approximately 1.25
RJ (Chen & Kipping 2017). Given that the majority of

the range is for cool Jupiters, we consider radius as a
step function using the Chen & Kipping (2017) for pe-
riods < 10 days and Thorngren et al. (2019) for periods
> 10 days. Within the HJ range, we expect the planets
to be inflated thereby increasing the radius. Their work
resulted in a 1-σ upper limit of HJ occurrence of 0.67%.

The most recent work to directly consider this regime

for HJs is Mortier et al. (2012). Similar to Sozzetti et al.
(2009), radial velocity measurements were taken using
HIRES and HARPS with a sample of 114 stars. To
avoid biases, the sample was restricted to targets that
had six or more measurements. By imposing this re-
quirement, only 50 of the targets from Sozzetti et al.
(2009) were used in their work. For a completeness of
80% and period < 10 days, they found a minimum com-
panion mass of ∼ 0.314 MJ , which corresponds to a
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radius of 1.04 RJ (Chen & Kipping 2017). Once again,
we use the Mass- Radius relationship from Chen & Kip-
ping (2017), because we expect the HJs to be inflated.
Given the smaller sample size, they found the 1-σ upper
limit of HJ occurrence to be 1.00%.

Compared to the previous works using radial veloci-
ties, we place the most stringent upper limit on HJ oc-
currence. Using TESS FFI data, we allow for a larger ef-
fective sample size that ranges from Neff = 313−2, 582
per bin with a median of Neff = 622 (see equation
6). Our minimum effect sample size is ∼ 2 − 3 times
larger than the sample sizes of Mortier et al. (2012) and
Sozzetti et al. (2009) (see Table 2). Another difference to
note is that each study has varying ranges of radius and
period (see Table 2); however, this does not significantly
affect the comparison. For example, our upper limit of
occurrence within the range Mortier et al. (2012) con-
sidered is between 0.04% ≤ fp ≤ 0.34% with the mean
upper limit of 0.17%.

From the results of this work, a metallicity limit can
be established below which no HJs can form. Within
Mortier et al. (2012), the authors suggested that giant
planets can not form below [Fe/H] = −0.5. Similarly,

we propose that the metallicity limit for HJs would be
between -0.7 and -0.6, which is the upper limit of the
metallicity range for this work. This value is consistent

with observations and previous works (Mordasini et al.
2012; Mortier et al. 2012). To date, no HJ has been dis-
covered below a metallicity of -0.6 (Akeson et al. 2013).

Currently, the most metal-poor star to host a HJ has a
stellar metallicity of -0.6 (Hellier et al. 2014).

Although there is a strong correlation between metal-
licity, it is important to note that we are referring to

the iron abundance of the star. However, there is evi-
dence that indicates the overall metallicity of iron-poor
HJ hosts is higher than the iron abundance (Haywood

2008; Adibekyan et al. 2012a,b). Stars of the thin and
thick disks have an increase in α elements as a function
of metallicity (Haywood 2008; Adibekyan et al. 2012b).
As a result, almost all giant planet hosts in the metal-
poor regime have high [α/Fe] values, such as Mg and
Si (Adibekyan et al. 2012b). This indicates that overall
metallicity is, in fact, higher than the iron-abundance
and that α elements aid in the formation of HJs in the
metal-poor regime.

9. SUMMARY & CONCLUSIONS

In this paper, we presented an updated upper limit
of HJ occurrence within the metal-poor regime using
TESS data. We developed our own planet detection

pipeline to search for transiting planets within our light
curves. We then characterized the completeness of our
pipeline by injecting simulated transiting planets into
the light curves and attempted to recover them. Our
search of the light curves of 11,125 halo stars revealed no
planet candidates. We then calculated the upper limit
of occurrence for HJs around halo stars by using the
null detection hypotheses accounting for the geometric
transit probability and the detection efficiency of our
pipeline. The primary conclusions of this work are:

• In line with previous works, HJs are rare or non-
existent in the metal-poor regime (-2.0 ≤ [Fe/H]
≤ -0.6).

• We further constrain the upper limit HJ occur-
rence within the metal-poor regime using TESS

data. We find the upper limit of HJ occurrence
range from 0.04% ≤ fp ≤ 0.36% with the mean
occurrence being fp < 0.18% for radii 0.8 -2 RJ

and periods 0.5 − 10 days at the 1-σ confidence
level, which places the most stringent constraint
on HJ occurrence.

• TLS is comparable to the BLS when searching for
HJs around metal-poor stars. It performs slightly
better than BLS overall.

Further constraining the occurrence of HJ occurrence
would require significantly larger samples; however, any
planet discoveries would be of great interest within the
metal-poor regime. They would expand our knowledge
on the environment in which the first generation of plan-
ets formed.

Moving forward, our future work will build upon this
work. Using the framework that was developed conduct-
ing this study, we plan to determine an accurate func-

tional form of planet occurrence vs. metallicity (John-
son et al. 2010; Fischer & Valenti 2005; Udry & Santos
2007). We will consider a larger sample size and utilize
the pipelines created for this work. This is a starting
point in constructing a galactic planet formation model,
which relates the metal-enrichment of the Milky Way to
planet formation.
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