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MAXIMAL DIRECTIONAL OPERATORS ALONG ALGEBRAIC
VARIETIES

By FRANCESCO D1 PLINIO and IOANNIS PARISSIS

Abstract. We establish the sharp growth order, up to epsilon losses, of the L*-norm of the maximal
directional averaging operator along a finite subset V' of a polynomial variety of arbitrary dimension
m, in terms of cardinality. This is an extension of the works by Cérdoba, for one-dimensional mani-
folds, Katz for the circle in two dimensions, and Demeter for the 2-sphere. For the case of directions
on the two-dimensional sphere we improve by a factor of /log N on the best known bound, due to
Demeter, and we obtain a sharp estimate for our model operator. Our results imply new L?-estimates
for Kakeya type maximal functions with tubes pointing along polynomial directions. Our proof tech-
nique is novel and in particular incorporates an iterated scheme of polynomial partitioning on varieties
adapted to directional operators, in the vein of Guth, Guth-Katz, and Zahl.

1. Main results, motivation, background and techniques. We are inter-
ested in maximal directional averaging operators, defined with respect to a given
set of directions. Our focus is on the higher dimensional setting where the direc-
tions are distributed on algebraic varieties in R", of any given codimension.

1.1. Main results. More precisely, let n > 2 and define the directional av-
erages of a smooth function f on R" by

1
(f)o(zx) ::][lf(ac—tv)dt, x,v € R",

and consider the maximal averaging operator, at unit scale, associated to a set of
directions V' C R"

(L.1) My f(z) = sup (| f])v(2).

veV
It is customary to study the single scale operator (1.1) for sets of directions V'
which are normalized to live in a fixed but arbitrary annular region excluding the
origin. To state our results, we will use the unit annulus

A, (1) ={veR": 1< |v| <2}.
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1464 F. DI PLINIO AND I. PARISSIS

The first main result of this article is the sharp bound in terms of the cardinality
parameter N, up to arbitrarily small losses, for the maximal operator norm

sup{HMVHH(Rn): VCZ,NA(l), #V < Nm}

when Z,,, C R™ is a real algebraic variety of a fixed dimension 1 <m <n —1. We
send to Section 4 for the precise definition of a real algebraic variety of dimension
m; here, we restrict ourselves to mentioning a prototypical example. If D > 1, we
say that Z,, belongs to the class Z, (D) if

Zm:{:rER”: Pl(:r):--':Pn,m(:E):O}

where Py,..., P,_,, are polynomials in n real variables of degree at most I, and
the tangent space to Z,, is m-dimensional at all points x € Z,,, in the sense of
(2.10) below. For the class Z,;, ,,(D) we are able to obtain a uniform bound on the
operator norm. In particular, polynomial graphs over m variables in R™, of degree
at most D,

L = {(y,h(y)) Ty € ]Rm}, h: R™ — R™ ™ polynomial of degree at most D,
belong to the class Z5, (D).

THEOREM A. Letn>2and 1 <m <n—1. Let Z,, CR" be a real algebraic
variety of dimension m. Then for all n > 0 there is a constant © = O(Z,,,n) such
that

m—1
(1.2) sup [ My || o gy SON T
VCZmN AL (1)
HV<N™

The constant © = O(Z,,,n) depends on 1 and on explicit algebraic properties of
the variety Z,,.

Furthermore, if D > 1 and 2, (D) is the class of real algebraic varieties
defined above, we have the uniform bound

m—1
(1.3) sup sup HMVHLZ(RTL) <ON 2 +n
ZmE€Z n(D) VCZmNAy (1)
#VN™

for all n > 0; the constant © = ©(m,n,D,n) depends only on the dimension pa-
rameters m,n, on the degree D, and on n > 0.

As we will see in the subsequent section, the constant O(Z,,,,n) that appears in
the statement of Theorem A depends on certain notions of degree and count of the
variety Z,,. We refer the reader to §4 for precise definitions and further discussion.

Let My, be the analogue of My of (1.1) obtained from the directional averages
at scale 7 > 0. Scaling shows that My, ||r»rr) = [[Mv||Lr@n). When f is the
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indicator of the unit ball in R™, there holds

1 N
M > —  —<lz|<N
V,Nf(x) = |33\7 ) || )

if VcS'lisa ~-net with ¢ > 0 sufficiently small; we then gather that (1.2),
(1.3) are sharp up to the n-correction for the codimension one case, m =n — 1. For
general codimensions we can adjust the example above by taking 1 € S™ c S*~!
and f = fi @ fr : R x R?~(m+) 5 R where f; is the indicator of the unit
ball in R™*! and f; is a smooth bump function in R ("1 which is identically
1 on the unit ball of R”~ ™+ This modification also proves the sharpness of
(1.2), (1.3), up to the n-correction for general codimensions. In fact, a logarithmic
correction is necessary in the case m = 1; see [12, Proposition 1.3].

All cases of Theorem A are new, except for the case m = 1, which dates back
to the work of Cérdoba [13] and Barrionuevo [5], and the case of Z = S2, which is
the main result of [19] by Demeter. In the latter case, we prove a more precise result
improving on the logarithmic correction of [19]. To describe this improvement, we
introduce the following iterated logarithmic function; for integers k, N > 1 we set

log! N :=log(2+ N), loglF! N :=log(2 +log* =1 V).
THEOREM B. For every k > 1 there exists a constant O > 1 such that

sup My | 2 gy < ©kN7\/log NloghI N.
2
N

As customary, we prove our estimates for a Fourier analogue of My, namely
the maximal directional multiplier operator Ay, defined in (2.2) below, which dom-
inates My, pointwise on the cone of positive functions. If f has frequency support
in the annulus {€ € R": s < || < 2s}, our proof yields the stronger estimate

1
Sup HAVfHLZ(Rz) Sk N2 log[k]N”f”U(M)
Vcs?
#V <N?

uniformly over s > 0. Modifying the example discussed after the statement of The-
orem A, namely testing the operator norm on a suitable frequency cutoff and mod-
ulation of the indicator of the unit ball in R>, reveals that the N-dependence of
the latter estimate is sharp modulo the iterated logarithmic correction; see [32] for
details.

Theorem A yields L?(R™)-bounds for the Nikodym maximal function

1
Myof@) = sp o /T £

z€TET (Zm,0)
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where T (Z,,,9) is the collection of tubes 7" with length 1 and n — 1-dimensional
cross section of width 0 < § < 1, where the long side oriented along some direction
vE ZmNALL).

THEOREM C. Let Z,, C R" be a real algebraic variety of dimension 1 <
m < n— 1. Then for all n > 0 there is a constant © = ©(Z,,,n) independent of
0 < 6 < 1, such that

(m=1)

<Of 7T

HMZmﬁHL%Rn)

Proof. Let 6 >0 and V C Z,, be a §-net with #/ < 6~ ™. A well-known re-
duction [13, 19] yields that

M2, 5] 2y S MV 2 ey
so that the claim follows by an application of Theorem A. O

The exponent in Theorem C is in general optimal up to the arbitrarily small
n-loss. Indeed, notice that the example provided after the statement of Theorem A
with N ~ 1/ also applies to the bounds of Theorem C above. This is because the
Nikodym maximal operator is defined with respect to §-tubes; one then can reduce
the supremum in the definition of the Nikodym maximal function to be taken over
a subset of d-tubes pointing along a d-net on the unit sphere; see [19, p. 718] for
the details of this argument.

This result appears to be new in all cases except for m = n — 1, which is a clas-
sical estimate of Cérdoba [12], and m = 1 [13, Theorem B], also due to Cérdoba.

The converse direction of the implication leading from Theorem A to Theo-
rem C, namely obtaining sharp bounds for the thin averages of (1.1) from sharp
bounds for thick averages over tubes, as the ones involved in the definition of the
Nikodym maximal operator, is not feasible as the averages (1.1) are more singular;
see also [19]. An exception to this heuristic is, in two dimensions, the case of uni-
formly distributed directions on the circle S'. In this setting, the difference between
thin and thick averages is a square function which, at least in L?(IR?), can be easily
treated by overlap considerations; see also the discussion below in §1.3.

1.2. Motivation. In addition to the intrinsic relevance of Theorems A, B
and C to the realm of classical differentiation theory, this paper finds motivation
within a more general program, aimed at understanding directional maximal and
singular integral operators in higher dimensions, under no particular structural
assumptions. This is in contrast with previous results in the literature, for instance
[5, 6, 13], which are obtained for sets of directions complying with some type of
geometric configuration. In the papers cited above, the structure is that of uniform
distribution of the discrete set on the sphere. On the other hand, in e.g., [37] and
references therein, the set of directions is allowed to be infinite but is assumed to be
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lacunary. In both cases, these conditions allow for an effective splitting into subsets
which are either of controlled cardinality, as in the case of uniform distribution, or
exhibit self-similar behavior as in the case of lacunary directions. Both families
of results mentioned above, as well as their two-dimensional counterparts as in
[1, 2, 3], show that a very effective way to handle directional operators is the divide
and conquer technique.

For arbitrary sets of directions in higher dimensions this technique presents a
new challenge: an efficient partitioning of a non-uniformly distributed, not natu-
rally ordered set of directions on S?, for instance, is far from obvious. Inspired by
recent developments in harmonic analysis, most notably the improvements on the
restriction problem by Guth [26, 27], our proofs are based on a polynomial par-
titioning scheme adapted to maximal directional operators. We establish a novel
strategy for handling these operators in a very general setting: the directions lie
on an algebraic variety of arbitrary codimension in R", and essentially no other
structure is assumed. To exemplify the intrinsic gain that is brought by this per-
spective, we mention Theorem B, which is about directions on the sphere S? and
where no a-priori relevant algebraic structure is present. The improvement over
[19] is obtained by partitioning our directions into connected components of the
complement of the zero set of a polynomial P on the sphere, each containing a
roughly constant number of points, and with favorable overlap properties—not too
many cells intersecting each given hyperplane—and using the algebraic structure,
see the dimension 1 estimate of Theorem D, to handle the contribution of those
directions falling on the partitioning zero set.

We believe that our methods can be furthered to obtain LP-estimates for more
general singular and maximal averages in higher dimensions, when there is no
structure in the set of directions. The natural point of view within the polynomial
method is that of systematically attacking the cases of directions lying on algebraic
varieties in R” of arbitrary codimension. As an example of relevant open question,
it is worth noting that no nontrivial bound is currently available for the multi-scale
directional maximal operator along directions lying on a polynomial subvariety of
S™—!, without any additional structure.

1.3. Background. The study of directional maximal and singular integrals
initially arose as a natural companion to questions on Kakeya-type maximal opera-
tors, Bochner-Riesz multipliers, and the conjectures of Zygmund and Stein for cor-
responding objects defined along 2-dimensional vector fields: we provide a short
overview with particular focus on the L?-theory. In [12] Cérdoba showed that the
maximal average defined with respect to rectangles in the plane, of fixed eccen-
tricity d, is bounded on L?(R?) with an operator norm of the order (log 5*1)%; the
bound above is best possible as revealed by a counterexample constructed by means
of the Kakeya set. We note here that, in two dimensions, this operator is essentially
equivalent to a maximal averaging operator along uniformly d-spaced directions in
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S, their difference being that of an easy to treat square function; it is also of some
importance to highlight that this comparison is not as readily available in higher di-
mensions, nor in the case of more general algebraic varieties in place of the sphere.
Soon after the result of [12], Stromberg, [41], showed that the L?(R?) — L>>(RR?)
norm of the maximal average with respect to rectangles pointing in a uniformly
distributed set of N directions in S', without any restriction on their eccentricity, is
of the order (log N )%, and this is best possible. The numerology here is 6 = N~
These results were generalized by Katz in [29, 30], where the author proved the
same sharp bound for the L?(R?) — L>*(R?) bound for the operator norm of the
maximal average with respect to an arbitrary set of N directions in S'. We note
here that L? is the critical LP-space for the Kakeya, or Nikodym maximal operators
in R?, while in R” the critical exponent is p = n; see [42].

Parallel to the results above was the investigation of the maximal averages
in the plane given by a set of directions which is infinite, but possesses certain
arithmetic-geometric structure. Collectively Stromberg, [40], R. Fefferman and
Cérdoba, [14], Nagel, Stein, and Wainger, [35], and Sjogren and Sjolin, [39],
proved that that such maximal operators are bounded on LP(R?) whenever the set
of directions is a lacunary set of finite order. The striking result of Bateman, [8],
characterized lacunary sets of finite order in the plane as the only sets that give rise
to bounded directional maximal operators on LP(R?) for some (equivalently any)
p € (1,00).

In the higher (ambient space R™, n > 2) dimensional setting, the picture is far
from complete. We note that some special cases of higher-dimensional lacunary
sets of directions were introduced by Nagel, Stein, and Wainger in [35], and by
Carbery in [10], where the authors showed the boundedness of the corresponding
maximal operator. However, it was only recently that Parcet and Rogers, [37], gave
a general definition of lacunary sets of directions in any dimension and proved
the boundedness of maximal operators along such directions in LP(R™), for all
p € (1,00) and all n > 2. Recently in [22], the authors of the present paper obtained
the best possible bound for the Hilbert transform along sets of directions in S? that
are lacunary in the sense of [37].

For averaging operators with respect to arbitrary sets of directions in dimen-
sions n > 2 Demeter has studied the case of maximal directional averages along
sets V' C S? and showed L2-bounds of the order N %(log N) for the case that
#V = N2. This result is improved by a y/log N, modulo iterated logarithmic losses,
in Theorem B of the present paper. Also relevant for us is the result of Cérdoba,
[13], for equispaced directions lying on a smooth parametrizable curve in S*~!,
proving L?-bounds of the order (log V)2, for the corresponding multiscale maxi-
mal operator. This bound was improved by Barrionuevo in [5] to the best possible
order log V. Finally, Barrionuevo in [6], has proved almost optimal L?-bounds in
arbitrary dimension for the case of N uniformly distributed directions in S*~!.
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1.4. Techniques. The bulk of the paper is devoted to the proofs of Theo-
rems A and B. These proofs have a similar coarse structure. A finite set of directions
V' lying on an algebraic variety Z C R" of dimension m (the sphere in Theorem
B) is partitioned by the zero set of a polynomial P into cells C, each containing at
most a fixed portion of the original points, plus points lying exactly on (or suffi-
ciently close to) the zero set of P. These lie on an algebraic variety of dimension
u=m —1 and their contribution is estimated by induction, when p > 1, or by
direct methods, when o = 1; see for example Theorem D.

For the cellular part, the estimate is based on the observation that the directions
contributing at a given frequency point £ are localized on a fattening of the hyper-
plane perpendicular to &. If, at first approximation, we ignore the complications
brought by the fattening, we can estimate how many of the V' N C operators overlap
at £ by counting, via Milnor-Thom-type theorems, in how many components the
variety £+ N Z is split by the zero set of P. When Z = S? for instance, £ N Z
is a circle, and the number of zeros of P on the circle is controlled by the degree
of P. In the realistic case, we are dealing with fat hyperplanes and the additional
term consisting of those cells staying close to a (n — 1)-dimensional hyperplane
is handled by comparison with directions lying on an algebraic subvariety of the
hyperplane: an approximate projection of Z. This term is dealt via induction on the
ambient space dimension 7.

Polynomial partition on subvarieties of R™ is in general challenging and an op-
timal procedure is not yet completely understood, especially in codimension 2 and
higher: see the articles [7, 24, 34, 44] and references therein for recent develop-
ments. Motivated by the study of the Fourier restriction operator in higher dimen-
sions, Guth [27] introduced a polynomial partitioning scheme based on transverse
complete intersections (TCI), namely algebraic varieties of the classes Z,; (D)
defined in Section 4, which in effect allows one to partition densities supported on
m-varieties as if they were on R", by keeping some uncertainty in the partition-
ing polynomials. Similar procedures have been used in [36]. We adapt the scheme
of [27] to our context of directional operators, the final result in this sense being
Proposition 2.10. The first main additional difficulty, compared to [27, 36], is that
we are partitioning points and not densities. We tackle this issue by replacing points
from the initial polynomial wall with nearby points, sitting on a nicer wall of the
TClI-type; this replacement can be made harmless for our quantitative estimates.
The second is that the approximate projection procedure hinted at above does not
preserve TCIs. We remedy this by covering an arbitrary algebraic variety of dimen-
sion m with an arbitrarily small neighborhood of a union of a controlled number
of TCIs of dimension no more than m; see Proposition 4.5.

Interestingly, the recent article by Katz and Rogers [31] solves a conjecture of
Guth [27] concerning the maximal number of §-separated J-tubes contained in the
d-neighborhood of an algebraic subvariety of R™. While their estimate is somewhat
dual to that of Theorem C, none of the two can be promptly reduced to the other
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one. However, remarkably, the proof techniques of the main result of [31] share
some aspects with our arguments of Section 4: in particular, the authors of [31]
appeal to Tarski’s quantifier elimination principle within the category of semial-
gebraic sets, combined with Gromov’s complexity estimate. In contrast, inspired
by arguments in [34] by Matousek and Patakova, we construct (approximate) pro-
jections of algebraic varieties by explicitly computing elimination ideals of the
original variety, via Grobner bases and the related quantifier elimination theorem;
see [15, 16] and references therein. This technique allows us to work within the
class of algebraic sets.

1.5. Structure. Section 2 contains some preliminary analytic tools and
a version of polynomial partition on m-dimensional polynomial subvarieties R"
adapted to our problem, and involving directional averages; see Proposition 2.10.
The proof of Theorem B is given in Section 3. Section 4 contains several defini-
tions and tools from algebraic geometry. The proof of Proposition 2.10, which will
find use in the proof of Theorem A, can also be found in Section 4. Finally, the
proof of Theorem A is given in the final Section 5.

Acknowledgments. The authors want to express their gratitude to the reviewers
for their careful reading and suggestions which contributed to improvements in the
presentation.

2. Preliminaries.

2.1. Notation and recurring definitions. By @al,...,a]- we denote a pos-
itive constant, possibly depending on the parameters «y,...,«; only, which may
differ at each occurrence. We also write

A Sal,...,a]- B << A < ®a1,...,ajB7

A ~Nag,..,a; B+ A S,al,...,aj B: B §a17...7o¢j A.

For a bounded operator T : L?>(R") — L?(R™) we use the shorthand notation
1T r2gny = IT : L*(R™) = L2(R™)||. If v € V C R™\ {0} we write v/ = v/|v]|
and V' :={v': v € V} C S"~!. We use the notation

dist(U, V') := sup inf |u — v

ueU VeV

for the (asymmetric) distance between U,V C R". We will be working with (fre-
quency and directional) annuli: for R > 1,

An(R) = {¢eR": R < |¢| <2R}.



DIRECTIONAL OPERATORS ON VARIETIES 1471

We define the frequency bands

@1 Reg={neA1): [&-nl <shnl}, €CR™\{0}, s>0.

Let A, , be the operator defined in (2.2) below and .S be a smooth frequency cutoff
adapted to the annulus 4,,(1). Abusing notation we will write 3\1 for the (smooth)
Fourier multiplier of the operator S1; we will be using repeatedly that the Fourier
support of A, 0.5y is contained in the (fat) band R, ;. For R C R", we write

fula) = [ Fleera.
R
to indicate the rough frequency restriction to R.

2.2. Single scale averages. Our tools will be largely Fourier analytic in
nature: in fact, we will work with maximal operators obtained by replacing the
rough averages in (1.1) with the smooth directional Fourier multipliers

R’I’L

(2.2) Ay,f = sug |Ay s fl, Apsf(x) = A(g)q/) <£TU> e dg

with £ € R™ and s > 0. Throughout, ) : R — R will be the Fourier transform of an
even nonnegative Schwartz function ¥ : R — R with the following properties:

supp ) C [—2’10,2’10], W(t) > 1_p1)(t).

This smooth function will remain fixed throughout the paper so we suppress any
implicit dependence on the choice of 1. We are chiefly interested in the case s =1,
where we suppress the subscript and simply write A,, Ay in place of A, 1, Ay,1.
By scaling f, we see that

0D Al = AV ey Y530, 0<p<e

This scaling invariance is destroyed when restricting the operators Ay, to act on
functions with frequency support in 4, (1), and for this reason we work with a
more general scale parameter below; see for instance Proposition 2.5.

With our choice of 1/, we have the following comparison principle; the upper
bound is immediate by pointwise comparison for f > 0, while the lower bound
follows from (2.8) below, and scaling.

LEMMA 2.3. Let V C R". Then

HMVHU(R’L) ~n HAVHLZ(RT‘)’
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2.4. Decoupling of frequency annuli and localization. Let S| be a
smooth Littlewood-Paley radial cutoff to the annulus .4,(1). Using the Chang-
Wilson-Wolff inequality as in [18, 22, 21, 25], and scaling, we are able to reduce
our maximal estimates to functions with frequency support in A, (1), as recorded
in the following proposition.

PROPOSITION 2.5. Let V' C R" be a finite subset. Then
HAVHLz(R”) Sn v IOg#VS‘;po [Av,s0 8 HLz(Rn)'
S

The main advantage of the reduction of Proposition 2.5 is that, in addition to
being Fourier localized, the averages (2.2) also enjoy a localization property with
respect to the direction v, in the sense of the next lemma. Below we denote by M
the usual Hardy-Littlewood maximal function in R"

1
Mf(z) = sup — !f(a:—t)‘dt, xr e R"™.

r>0T" Jit|<r

LEMMA 2.6. Let s >0 and 0 < a <2°. Let U,V C A,(2) have the property
that

2.4) dist (U/, V') < as.
where U’ := {u/|u|: u € U} and similarly for V. Then
| Avs© il gny S max (1A | 2y IMIL2gee) ) = 1A 32
Proof. Below all the implicit constants in the almost inequality sign may de-

pend on n only, and may differ at each occurrence. The approximate equality in
the conclusion is obvious so it suffices to show the estimate

[Avs 051 HL2(R") Sn max (HAVHL2(R")’ MHLZ(R”))’
Note also the trivial estimate
(2.5) SUP[|Au,s 0 St 12y S IMI| 2 n).-
s>1

Indeed the operator on the left-hand side has symbol

§-v
m(©) = (£ o)
where ¢ is smooth and supported on an annulus || =~ 1. As || =~ 1 < s on suppm
we get that [0fm(£)[ < €| ~1el for 0 < |a| < 10n, whence the estimate (2.5).
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For the rest of the proof we assume that s < 1; it is convenient to work with
the scaled rough averages and maximal operators

= xr —1v S—dt T) = Su xX),
(Foal) = |/ St Moo= o)

note the somewhat nonstandard use of space scales 1/s and that the same scaling
property (2.3) holds for My in place of Ay .
AsV C A,(2) and V' C S"!, we have the estimates

(2.6) HMV"UHLZ(R”) S HMW% HLZ(R”) S HA%% HLZ(R")

uniformly over o > 0, where the last inequality is obtained by Lemma 2.3. By
virtue of (2.6) it suffices to prove

(2.7) HAU,SOSIfHLz(Rn) 5 s'ip HMV/,U(Slf)HLz(Rn)-

We write g := S f below for simplicity. Let v(u) € V be chosen such that |v(u) —
u'| < as. We claim the estimate

(28) |Au,sg| 5 Z27an(<|g|>v(u)',2*k5)‘
k>1

We first show how (2.8) implies (2.7):

HAU,ngLz(Rn) N

sug/ ZTMM (gl 2-xs)

VEV > L2(R™)
S ZTMHM OMV’J’kngLz(R”)
k>1

S 3P [[My 591 g

which is (2.7); note that (2.8) has been used in the first inequality.

In order to prove (2.8) we may assume, by rotation invariance, that v(u)" =
(1,0,...,0). Then

1 4 1
(2.9) lui] $1, = sup |uj| <= sup |uj| < 4min (—,a).
52<j<n S2<j<n s

Let us write

(Au,sslf)/\ = mu,sz

for the multiplier of A,, 4S;. Now note that under our assumptions on the parameter
a there exists a dimensional constant ¢ > 1 such that the set R, .; contains the
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support of m,, ;. Relying on (2.9), for every multiindex o we obtain

|a?mu,s(£) | =

o [E(E)w (siluf) ] ‘ < s % min (l,sflo‘Ho‘l) ~sM

since s < 1. This readily implies that /K, 5 :== nﬁu\ s satisfies the estimate

—10n

n !
S o~
Kaslor o) | £ g (14200l | S22 T,
j=2 k>1

where B}, is the tube centered at the origin and of sidelengths s~'2* along e; and
2% along ey, ...,e, and 15, = 15, /| By|. Hence

‘Au,sg| = |9*Ku,s| < |g|* ‘Ku,s|

S22 Mgl ds S 32 Mgl gy 2-v)
=1 k>1

where we used the inequality |g| 15, < M((|g])y(uy 2-#5)- We have reached (2.8)
and the proof is thus complete. O

Lemma 2.6 tells us that it suffices to study small scales when f has annular
frequency support.

COROLLARY 2.7. There holds

Sup HAAn(Z),SOSIHLz(Rn) Sn L
§>273

Proof. Let s >27°. Let V be a 27 %-net in S*"!. Then U = A,,(2) and V
satisfy the assumption (2.4) of Lemma 2.6 with a = 2~*. Hence

1A 4n @50 51| 2y S [[AV || 2y S 1

as V has cardinality ©,, and for every v the averaging operators f +— A, f are
bounded on L?(R™). Note that an alternative proof of the statement of the corollary
follows by the kernel estimates established in the proof of Lemma 2.6, applied for
s> 1. O

COROLLARY 2.8. Let0 < s <275, n >3, andlet Z C A,(1) have the property
that

dist(Z,&%) < as
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for some a < 23. Denote by II¢ Z the orthogonal projection of Z on ¢ =R
Then

(?épz HAU75051HL2(R") SnSup HAVHU(RvH)'

Clle
#USN #V<N

Proof. Let U C Z have #U < N. The set V :=1I.U is contained in 11 Z C
R" ! and has #// < N. Then U and V/ satisfy the assumption (2.4) of Lemma 2.6.
We obtain that

HAU75051HL2(R") Sn HAVHLZ(R") Sn HAVHH(R’L*I)

where the first inequality is an application of Lemma 2.6, and the second follows
from Fubini’s theorem applied on the slices Fj :== {x € R": z-{ = b}, b € R. The

proof is complete. U
2.9. Polynomial partition of directions. We write z = (z1,...,z,) € R"
and denote by R[zy,...,z,] the ring of n-variable polynomials with real coeffi-
cients.
A transverse complete intersection Z in R" of dimension m € {1,...,n—1}
is the common zero set of polynomials Py,..., P, € Rlzy,...,z,]:
Z:Z(Pl,...,Pn,m) = {$ eR": Pl(l‘) = :Pnfm(l') :0}7

with the property that
(2.10) VP (x)AN---AVP,_(x) #0

holds for all z € Z. In particular transverse complete intersections are m-dimen-
sional smooth submanifolds of R". We will in general use the shorthand notation
(TCI) for transverse complete intersections.

The following proposition, which is fundamental for the analysis in the cur-
rent paper, is a form of polynomial partitioning on manifold, inspired by [26, 27]
(see [44, Theorem 2.3] for a different approach) and adapted to the structure of
our problem. It partitions a finite set of directions V' lying on an m-dimensional
TCI into a boundary component V. of points lying arbitrarily close to a controlled
number of (m — 1)-dimensional TCIs, and a cellular component V. The compo-
nent V5 is itself partitioned into connected components of the complement of zero
sets of boundedly many polynomials of controlled degree, each containing at most
a fraction of the original number of points. The proof of this proposition together
with a detailed presentation and analysis of relevant tools from algebraic geometry
is contained in Section 4.

PROPOSITION 2.10. Let Z =Z(P,...,P,_m) CR"™ be a transverse complete
intersection of degree D. Let V' C Z be a finite point set with #V < N™. For each
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integer E with E™~! > D™ and 6 > 0 we may perform a partition
V=V,uVy

with the following properties.
(1) There exist < ©,, , D" transverse complete intersections

W, = Z(Pl,...,Pn,m,Qj)
of dimension m — 1 and degree < O, , F such that

sup infdist (v, W) <.

veVy J

(2) There exist < ©,, , D" E™ disjoint connected subsets C € C of Z with the
property that

N m
Vo:UqVC, Ve=VnC, #VC§<E> :
CeC

and such that for almost every £ € R™ and every a € R, the intersection CN{x €
R™: &-x = a} is nontrivial for at most < (97%,%D2’"”E”"“1 elements of C.

3. Directional averages along arbitrary directions on S>. This section is
dedicated to the proof of Theorem B. Given a set of directions in S* we will apply
polynomial partitioning, in the form of Proposition 2.10, to reduce the problem of
estimating the corresponding maximal directional average into two parts. The first
one, corresponding to the cells of the partition, will be handled inductively. The
second term corresponds loosely to the zero set of the polynomial partitioning,
which in this case is an algebraic variety of dimension 1. In particular, the applica-
tion of Proposition 2.10 of the previous section allows us to work with a nice class
of algebraic varieties, namely transverse complete intersections.

3.1. Directional averages along one dimensional varieties. In the theo-
rem below we work on the particular case of algebraic varieties of dimension one,
contained in S?. We note here that for a single smooth parametrizable curve in S*~!
an argument of Cérdoba from [13, p. 223], or of Christ, Duoandikoetxea, and Rubio
de Francia from [11], could be used to yield a bound of the form Dlog N. How-
ever these arguments do not seem to directly provide the degree dependence D2 in
the case of a general one-dimensional algebraic variety which might have several
connected components. This degree dependence is crucial for our application in
the case of averages along directions in S?, forcing us to modify the argument from
[13] in order to get the correct behavior D? in terms of the degree, at the price
of a slightly worse bound in terms of the cardinality of the set of directions. As
we will need to apply the result below for a relatively high degree D this trade-off
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is in our favor. We only insist on this variation for the case of algebraic varieties
of dimension 1 contained in S? as for the higher codimensional case the result of
Cérdoba is sufficient for our purposes; see Subsection 5.3.

THEOREM D. Let Z C S? be a transverse complete intersection of dimension
1, given by a nonzero polynomial P with deg P = D, namely

Z={z eR’: P(x) = Pypn(z) =0}
where Py () =23+ 23+ 23 — 1 and
VP(x)ANx#0 VrelZ

Then

1 3
sup [|Av f| o) S D2 (log N)2 | | 2ge)-
R

Furthermore we have the following single-annulus estimate

1
(3.1) sup sup HAV,sOSlfHLZ(RS) < D: 10gN||SlfHLz(R3).
s>0 VcZ
#V=

Proof. We fix a transverse complete intersection Z as in the statement of the
theorem and let V' C Z be a set of directions with #/ = N. By an application of
the Chang-Wilson-Wolff inequality of Proposition 2.5, the proof of the lemma will
follow from the single annulus estimate (3.1) which we prove in what follows. By
Corollary 2.7, it suffices to treat the case 0 < s < 273, The proof is divided in steps.

Decomposition into good and bad components. The variety Z can be de-
composed into connected components Z = U; Z;. It is important to note here that
the number of connected components of Z is at most O(D?); see for example [4]
and the references therein.

Let Q C S? be a 27 '9s-net, that is a set of 27 !%s-separated vectors ¢ € S? such
that the collection of caps

w578:{v682:|v—£|<s}, £eq,

is a finitely overlapping cover of S%. A cluster ke C {Z;}; with top £ € Qis a
subset {Z;, }r € {Z;}; with Z;, C R¢ 3,. We say that a cluster is bad if its interior
contains (in the sense of set inclusion) more than D distinct components from
{Z;};. By a greedy selection algorithm we can identify a set Qp,g C Q and a
corresponding set Zpog C {Z;} of at most O(D) bad clusters. Setting go0d =
Q\ Qpag we then know that for every £ € Qgo04 the band R 35 contains at most D
connected components from {Z; } ;. We define V04 and Vi,aq to be those directions
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from W contained in Zgood, and Zpag, respectively. We also write Ve for those
directions contained in a cluster k¢ for some & € (2.

Estimate for the bad component directions V},,4. We first estimate the op-
erator corresponding to directions in Vp,4 on a single frequency annulus. We have

1

2

(3.2) 1AVosss 0 S1F | ey < | D Aves 0 S1f [l ooy
£€ad

We note that for £ € Qp,q the set (J{Z; : Z; € k¢} is contained in a frequency
band R 3, so we can approximate the directions in Ve for § € Qp,q by directions
lying on £+ NS? = S'. Note that the sets {Ve}ecq,,, are pairwise disjoint, by our
greedy selection algorithm, and each has cardinality < N. More precisely, we apply
Corollary 2.8 with £ € (aq to obtain

oy AvesoSllagy S| s IAvlo |15l
#U<N

S VI9og N|[S1f 23y

The last inequality follows by an application of the two-dimensional single-scale
result of Katz [30]. Alternative proofs of this two-dimensional result have since
been given in [18, 20]. Combining (3.2) with (3.3) we gather that

1

HAVbad,sOSIfHLZ(RB) S Z log N HSIfHLZ(RB) S D% V logN”SlfHLz(R3)
§€0aa

since #Qpaq < D. This gives the desired estimate for the bad part.

Estimate for V,04. We now move to the estimation of V04 Which relies on
overlap considerations. Let Zg,04 consist of some connected components {Zj } jeJ
and let V; denote the directions of V' contained in Z;. We write

Vj = {7)j71,...,7)j7n].}

where, for fixed j € J, the directions are sorted in consecutive order.
In this proof, we need a rough analogue of A, ;. Let I C R be any interval and
for g € L*(R™) define

By.19(z) i:/ G(B)1(B-v)e™PdB, Byrg:= Su€|Bv,Ig|'
n ve
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We also define I, , := (a — 0,a+ o). By an averaging argument we have that

HAVgood7 SlfHLz R") S Hw”BV sup sup HBVgood la,o (Slf)HLZ R™)

<o<s|al<s

Therefore, it suffices to estimate the L?(IR?)-norm of the operator By, 05

good,Iq,o
uniformly over 0 < ¢ < s. This can be done as follows. Set

Lggoi= {UESZZ |B-v—al <a}:{v€S2: B-ve€lygt, BeA(l).

Then
n;—1 %
2
HBVgOOdJa,c OSl HLZ(Rz — Z Z ‘1L5 a,o 'U] £+1) ]'LB,a,a (Uj,g)‘
An( jed (=1

suP Z ‘]'LB a,o UJJFI 1) ]'LB,a,a (Uj,nj) ‘2
BGAn jed

+|[By, Viood:Tao 05 HLZ(R»*)
where Vgood C Vgood satisfies #Vgood <#Vgood /2.

We now estimate the square functions in the first two summands. For this fix
some 3 € A, (1) and pick £ € Q such that 5’ € wg ;. Here we remember that ' =
B/|8| and note that £ remains fixed as long as £ is fixed. For the square function in
the first summand note that if 11, , (vjey1) =1L, (vje) # O then the piece of
Zj between v; ¢ and v; ¢, 1, which is connected, must cross one of the hyperplanes
{v: B-v=a+o}. Overall the variety Z can cross these hyperplanes at most O(D)
times so the first summand above is O(D% ).

For the square function in the second summand we note that 1, b (vj+171) —
14, ,(Vjn;) # 0 implies one of the two following possibilities

either |3-vji11—al <o and |[B-vj,; —al >0,

or [B-vji1,1—al>0 and |B-vj,, —al<o.

In either one of the cases above there is at least one component Z, € Zyooq and 5 €
S? such that |3’ -v —a| < s for some v € Z,, where we crucially use that |a|,o < s
and that 3 € A(1). This implies that Z, N R¢ 35 # @ using the triangle inequality
and the facts that |a| < s and ' € we 5. Thus a bound for the second summand can
be calculated by counting how many of the components Z, € Zgo04 Can intersect
Re¢ 35. As the components Z, € Zgo0d, at most D of them can be contained in the
interior of R¢ 3. On the other hand the components Z, that satisfy Z, ¢_ Re 35
and Z, N R¢ 3, # @ can be counted by the number of connected components of
the set {n € S?: n-& = £3s}\ Z which is O(D). This follows from the fact that
the set {n € S?: n-& = £3s} is a smooth algebraic variety of dimension 1 and an
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application of the Milnor-Thom theorem; see for example [4] and the references
therein.
We have thus proved the estimate

HBVgood,Ia,a OSI‘ LQ(R3)

<CD? —I—HB

LZ(R3) ‘7good,1a’g © Sl ‘
This recursive inequality can be iterated on Viooq yielding the bound D3 log N for
the good part so the proof is complete. O

3.2. Reduction to single annulus and polynomial partition. Theorem B
is reduced via Proposition 2.5 and Corollary 2.7 to the following single annulus
bound. As mentioned after the statement of Theorem B in §1, standard counterex-
amples show that the growth rate in (3.4) is sharp up to the iterated logarithmic
term.

PROPOSITION 3.3. Let V C S? be a finite subset with #V = N?. Then for all
k>1

(3.4) sup |Avis © 1 [ aas) S N2 loghl(N).
s>

As anticipated, the proof uses polynomial partitioning on S?. We will prove the
proposition by showing inductively that

2
KN ‘=Ssup sup HAV,S OSI HLZ(RB)
s>0 ycs?
#V=N?
fulfills (3.4). More precisely, for every positive integer £/ > 1 we will prove the
recursive estimate

(3.5) Ky <OF [(mg N)? +K%]

where the constant © > 0 is independent of N and E. We show at the end of the
proof how (3.5) implies the proposition.

Proof of (3.5). By Corollary 2.7 it suffices to argue for 0 < s < 27>, Through-
out, © > 0 will be some absolute constant which may vary from line to line. To
prove (3.5) we fix some V' C S? with cardinality at most N2. Applying the poly-
nomial partition on S? = Z(Pypn) C R? from Proposition 2.10, so that D = 2, with
the choice 6 =275, we obtain a decomposition

(3.6) V=V, UV,
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with the following properties. First, there exist < © transverse complete intersec-
tions W; = Z(Psph, Q) of dimension 1 and degree < O F such that

(3.7) sup infdist(v, W;) <27 1%s.
veVy J

Secondly, there exist < ©E? disjoint connected subsets of S?, denoted by C € C,
with the property that

N 2
(3.8) Vo= Ve, Ve=venC #ve< <E> ,
CeC

and such that for almost every ¢ € R? and every a € R, the intersection CN {x €
R?: £ = a} is nontrivial for < O F elements of C.

Remark 3.4. For those readers who have not looked ahead at the proof of
Proposition 2.10, we provide an explanation of how the bounded crossing prop-
erty

(3.9) #CeC:Cn{zeR’:¢-a=a} #0} <OF

is obtained. This explanation is fully rigorous if the points of V' initially lie on a
coordinate neighborhood of S? (say the 1/10 neighborhood of the north pole), and
is made fully rigorous in a more general setup in the proof of Proposition 2.10.
The cells C € C are the connected components of S?\ Z, where Z is an algebraic
subvariety of S? obtained as the zero set Z = Z(P, Pqpn) with P a polynomial of
degree < OF. The intersection of a generic hyperplane with S?\ Z can have at
most < ©F connected components (as many as the common zeros of P, Py, on
the hyperplane), and the number of these connected components coincides with the
left-hand side of the last display.

Controlling V. In view of (3.7) we may find subsets V; C W) with #V; <
N? so that for each v € V. there exists j and w(v) € V; with [v —w(v)| < 27 10s.
Hence using Lemma 2.6, directions from V. can be effectively approximated with
directions from V; C W;. More precisely, we have that

2 2 )
oo Ao Sl <6 (Sgp\\Aw\\Lz<R3)) Isuf

< @E(logN)3HS1fH2LZ(R3)

applying Lemma 2.6 for the first inequality and Theorem D for each subset V; of
the transverse complete intersection W; to finish.
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Splitting V, into good and bad clusters. First of all, let ¢ € Q be a 2~ 0s-net
on S? chosen so that the bounded crossing property (3.9) holds with a = +3s, for
all £ € €. We define ke C C to be a cluster of cells with top § € Q if

Cc R@gs vCe kf.

We say that a cluster k¢ is bad if it contains more than E cells. As #C < OF2, by an
iterative selection algorithm, we may construct Qp,q C 2 with #Qp,q < ©F such
that setting

Egood = (_f\ U kg
§€bad

there holds
#{C € Cooa: CCReas} < B VEEQ

Accordingly we define

Ve = UVC, Vo,bad = U Ve, Vo good = U Ve.
C€k§ £E€Qpad CGEgood

Controlling V; p.q. Each of the < ©F bad clusters will be controlled by a
lower dimensional estimate. By construction, for each v € Ve we may find u(v) €
We = SN &L with [v —u(v)| < 3s. Define Ug = {u(v) : v € Vg} C We, and note
that #Us < N 2. Using Lemma 2.6 again we get

e 50y <0 s ) 5071

E8lpad

3.11)
< ©E(logN)||51f|>

where we used the D = 1 case of Theorem D on each Ug C W.

Controlling V, 5504. It is convenient to write F' := 5 f below. For C € égood
we define

(3.12) Rc:= [ Rus.

veVe

We rely on the observation below (2.1) to gather that A, ;F' = A, ;Fr. whenever
v € C, where we remember that Fz denotes the rough frequency restriction of F
to some R C R3. Then we compute the overlap of the bands {R¢: C € 6good} at
a generic 3 € R3. By homogeneity it is enough to take 5 € S?. Choose £ € 2 with
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|€ — 8| < 27195, Then the overlap of the frequency supports Rc at 3 is bounded by
(3.13) #{C € Cooou: CN Ry, # 2} <#{CE Coooa: CNRe2s # 2},
As by construction of Cgooq
#{C € Cgood: CC R§,3s} <FE
we are left with counting

#{C € Cyood: CNReps # D, CF Ress
<#{C€Cyooa: CN{z €R?: (-2 =435} 0} <OF

where (3.9) has been taken into account. As each V¢ contains at most (N/E)?
directions, see (3.8), and Fr. = S| Fg., we note that

HAVC,SFRC HZLZ(R»*) = K% HFRC HzLZ(R»*)'

Therefore
2 2
1AV, gt ey < D [[Aves Fllpaes)
Ce(_fgood
2
= Z HAVC,SFRCHLz(R3)
CECgOOd
2
(3.14) <Ky > |1Frcllpam
Cngood

gK% sup Z 1r (B) HFH%Z(M)

es?
B Cngood

2
§ @EK% ||F||L2(R3)'

Collecting (3.6), (3.8) with estimates (3.10), (3.11), and (3.14) completes the proof
of (3.5). O

Proof that (3.5) implies Proposition 3.3. Observe that an application of (3.5)
with E ~ N/(log N)? gives the recursive estimate

K 3
N (logN)
N = (log N)?
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for some numerical constant © > 0. Iterating we get for any integer k£ > 1 that

Kn oF + oF K ogltl vy '
N ~ (log"l N)3

However for any integer M > 1 we have the trivial estimate Kj; < M? which
together with the recursive estimate above gives

Ky SOFN +0F(logh! N3N
and completes the proof. U

4. Notions from algebraic geometry, projection varieties, and polynomial
partition. In this section, we turn to setting up the algebraic geometry defini-
tions and tools needed in the proof of Theorem A, beyond the notion of transverse
complete intersection already introduced in Subsection 2.9. We will also prove the
Proposition 2.10, namely the version of polynomial partition used throughout the
paper. A short summary that can be used in parallel with reading the proof of The-
orem A is the following:

§4.1 definition and basic notions concerning m-dimensional real algebraic va-
rieties in R™;

§4.3 approximation of m-dimensional real algebraic varieties with transverse
complete intersections; approximate projection of a transverse complete intersec-
tion on a lower dimensional subspace;

§4.7 approximate polynomial partitioning in R™ and proof of Proposition 2.10.

4.1. Real algebraic varieties and dimension. For us a real algebraic vari-
ety in R" is a set

Z(I)={zeR": P(x)=0 VPel}

where I C Rxy,...,x,] is an ideal. We possibly write Z([) = Z(P,...,Py) if
{P,...,Ps} CR|xy,...,z,] is a basis (finite generating set) for the ideal I.

Count and degree. Following the approach of [38, Section 4], we write
ctZ(I) to denote the count of Z(I), that is least cardinality of a basis of the ideal
I, and degZ(I) to denote the least integer D such that there exist polynomials
Py,...,Pywithdeg P; < D for all j, that generate the ideal /.

Dimension. The dimension dimZ of a real algebraic variety Z = Z([I) is
defined as in [9, Def. 2.8.11]; see also [43]. Let {P,...,P;} C R[zy,...,z,] be a
basis for the ideal /. If Z(I) has dimension 1 < m < n, we say that z € Z([) is a
smooth point if

rank(DP)(z) = n —m,
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where DP is the Jacobian matrix of the vector valued function P: R" — R/ ,
namely the J X n matrix whose jth row is the vector VP; = (0y, Pj,...,04, P;).
We say that Z = Z(1) is a smooth algebraic variety of dimension 1 < m < n if
every point x € Z is a smooth point in dimension m. The set of smooth points of
an m-dimensional algebraic variety in R™ will be denoted by Z°™. A special im-
portant case of smooth m-dimensional algebraic varieties in R™ are the transverse
complete intersections Z = Z(Py,..., P,_,,) defined in §2.9.

We conclude our discussion of dimension of algebraic varieties by recalling
the following standard result; see [38, Theorem 4.8] for a proof.

LEMMA 4.2. (smooth components) Fix positive integers J,D and m < n.
There exists a constant © = O jp . such that the following holds. Let Z =
Z(I) C R™ be a real algebraic variety with

ctZ=J, degZ=D, dimZ=m.

Then Z' == Z \ Z°™ is a real algebraic variety with ctW < ©,degW < O, and
dimW < m.

Classes of algebraic varieties. Finally, it will be convenient to us to intro-
duce pieces of notation for the classes of algebraic varieties involved in our theo-
rems, namely:

o Zmn(D,J) is the collection of real algebraic varieties Z in R" with dim Z =
m,degZ < D,ctZ < J.

o Zx (D) is the collection of transverse complete intersections Z in R"™ with
dim Z =m, deg Z < D. This is the collection appearing in the quantitative estimate
(1.3) of Theorem A.

4.3. Approximation by and projection of transverse complete intersec-
tions. The ultimate aim of this subsection is to show that any real algebraic vari-
ety of dimension m can be approximated in a suitable sense by a controlled number
of transverse complete intersections of dimension up to m and of controlled degree.

We begin with detailing a continuity property of nonsingular zero sets, which
are semialgebraic sets; see [9]. It is convenient to introduce some pieces of nota-
tion before the statement. Given 1 < ¢ <n and polynomials {P; : 1 < j < ¢} C
R[z1,...,2n] we write P = (P,...,P.): R" — R¢. Let 7 be an indexing of the
(Z) choices of ¢ x ¢ minors DTﬁ of DP and for each 7 we write ATﬁ = detDTﬁ,
which is a polynomial of degree at most D€. In the statements below the notion of
distance dist(U, V') is as in §2.1.

LEMMA 44. Let Py,...,P. €Rxy,...,z,]| and Z =Z(Py,...,P,). For p,R>
0, let

Upr = {a: €Z: |z| <R, m3x|AT]3\ > p}.
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For a = (ay,...,a.) € RS B = (B1,...,Bn1) € R"! define the algebraic vari-
eties

V&'CZZ(Pl—I—al,...,PC—FOZC), W=

3 =2(P, 5.Ps,....P.),

1,67

where
PLB‘(xl,.. . 7331’1,) = Pl (ZEl +/81:L'n,.. 3 Tp—1 —|—ﬁn71$n’$n).
Then for all £ > 0 there exists & = 8(e, p, R, P) > 0 such that

(4.1) @] +15] < 6 = dist (Up g, Vi) +dist (U, p, W) <.

In addition, if Z is a transverse complete intersection, so are Vg and WE‘

Proof. We prove the approximation claim for Wg, a similar but simpler proof
works for V. Pick a point € U, g. By symmetry, suppose that the ¢ x ¢ matrix
A={0y; Pr(): 1 <j,k <c}isinvertible and [det A| > p. Let F' = F(z,3) :R"x
R"~! — R be the vector valued function with F (z, §) == R1,E(m) and F(x) =
Py(x) for 2 < k <c.Then A is a ¢ x ¢ invertible minor of D F'(Z,0). By the implicit
function theorem, for 1 < j < ¢ we find smooth functions h; = hj(zci1,...,Tn, E )

defined for | 5] + sup;~.|z; — Z;| sufficiently small such that

h'(£c+17 7‘lin7OR”71) :j]’

R (hl Lty xan) xC+17 xn718>7m0+17"'7mn) =0.

Then (4.1) follows from the above display and standard estimates on the L”-norms
of the derivatives of h;, obtained from the lower bound on |det A|. The claim that
if Z is a transverse complete intersection so are Vy, Wg, is actually a byproduct of
the application of the implicit function theorem above. O

Using Lemma 4.4 in combination with the smooth component Lemma 4.2 we
obtain the following approximation result by transverse complete intersections.

PROPOSITION 4.5. Let Z = Z(I) be an algebraic variety in R™ of dimension
0 <m <mn, degree D, and {P,,...,Ps} be a generating set for I. Let £ > 0,
R > 1. Then there exists a set Zy C Z with #Zy < ©, and collections of transverse
complete intersections 2,,(Z) = {Z,9: 1 <9 <O} C Z,(0), such that

dist [ Z N Ayl ZOUUUZM <e.
pu=19=1

The constant © = O, ,, j p depends only on the indicated parameters and can be
explicitly computed.
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Proof. We prove the proposition by induction on the dimension m. If Z has
dimension zero, then Z N A, (R) is a finite set with #2Z < © points, whence the
claim holds with Zy = Z and empty collections Z,,. If Z has dimension n, there is
nothing to prove.

We now deal with the inductive step for which some preliminary notation
is needed. Let 1 <m <n—1, Z and {P},...,Ps} be as in the statement of
the lemma. Let ¢ = n —m and o be a choice of increasing c-tuple of indices
{j1,--yJe} € {1,...,J}; there are (‘Cl) choices. Let P, : R™ — R® be the vector-
valued function with (ﬁg) = Pj, and A, B, = detD, P,, as in the statement of
Lemma 4.4. Calling

7'=2ZnZL({A P, 0,7},

that is Z’ is the complement in Z of the set of smooth points Z°"™, we gather from
Lemma 4.2 that Z' € Z; ,(©,0) for some 0 < /i < m. We now partition

ZN ARy =UUW

where W is the intersection of Z N A, (R) with the £/2 neighborhood of Z’. By
the inductive assumption applied to Z’ N A,,(R) with /2 in place of &, we may
find Zy with #Z, < © and families Z,(Z’) C Z,,(©) for 1 <y < i each with at
most O elements so that

m ©
(4.2) dist | WNAL(R), ZoU|J | Zuw | <=
p=19=1

We are left with treating the U-component. Notice that, as we have excised an
e /2-neighborhood of Z({A, P, : 0,7}), there exists p > 0 such that

UcC UU", U? = {a: € Z(P,): |z| < 2R, maxmin|A, P, (z)| > p}.
p T xzeU
Now we may apply Lemma 4.4 to P =P, with U° in place of U, > and obtain
that
dist (Ua, Vg@) <eg, Vo’& = Z(Po(l) +ay,..., PU(C) + ac),

provided |@| < d(e,p) is sufficiently small. We also note that a recursive appli-
cation of [27, Lemma 5.1] tells us that the variety V,; 5 is a transverse complete
intersection in Z%, (D) for almost all @ € R. Choosing one such & for each o,
we obtain

(4.3) dist (U,UVU@> <e.

Combining (4.2) with (4.3) completes the inductive step. U
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The next lemma will be used in the course of the proof of Theorem A to control
the contribution to our maximal averaging operator of (a piece of) a m-dimensional
transverse complete intersection lying s-close to the n — 1 dimensional hyperplane
zy = 0, by a m-dimensional algebraic variety /ying on the hyperplane x,, = 0.

LEMMA 4.6. (approximate projection of a transverse complete intersection)
Let

Z=Z(P,....,Py)
be a transverse complete intersection in R™ with deg Z = D. Let
U=Zn{zeR": 1<|z|<2, |z,| < s}

for some 0 < s < % There exists an algebraic variety W with the following prop-
erties:

() Wceb:={reR": 2, =0}

(i) dimW <m;

(iii) ctW +degW < Oy, 1. D,

(iv) dist(U, W) < 2s.

Proof. We identify e.> with R"~!. The proof includes a technical reduction
which we first include in our assumptions, postponing its justification until the end
of the argument.

Claim. Theideal I C R[zy,...,z,] generated by P, ..., P, _,, contains a poly-
nomial f of degree d where the monomial 2¢ appears with nonzero coefficient, for
some d > 1.

We proceed assuming the claim. Define
Z:={zeC": P(z)=0YPel}.

Observe that Z is a complex variety of dimension m which is invariant under
complex conjugation and Z = ZNR". Let II: C* — C* ! indicate the canoni-
cal projection erasing the last coordinate. By virtue of our claim we may apply [17,
Theorem 1.68] (see also [34, Theorem 3.3]) and obtain that

W=IZ={zeC"": P(z) =0vPe I},

where I’ is the first elimination ideal of I, namely I’ = I NR[zy,...,2,_1]. Such
aWisa complex algebraic variety of dimension m. We may find a generating set
of for I’ by arguing as follows. According to the results of Dubé [23] and Latyshev
[33], we may pick a Grébner basis for I, which we denote {Q; : 1 <j < J}, Q; €
Rlz1,...,2,], whose degree A := maxdeg(;, and cardinality .J, is bounded by a
constant depending only on D,n,m. Using the elimination theorem [16, Chap. 2,
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Theorem 3], a (Grobner) basis for I’ is given by those (); which do not depend
on the coordinate z,: this completes the claim about the generating set of I’. For
definitions and constructive algorithms leading to Grobner bases we send to the
monographs [15, 16] and references therein.

At this point we denote W = WNR™ ! and W satisfies (i) by construction.
It is immediate to verify that W contains the projection of Z on the last n — 1
coordinates, whence the claim (iv) follows; in fact the stronger dist(U,WW) < s
holds. Furthermore, the fact that WW is a real algebraic variety of dimension < m,
namely claim (ii), follows by a straightforward application of [34, Lemma 2.1]. As
W = Z(I'), the upper bound of claim (iii) is a consequence of the above construc-
tion of a generating set for I’. This last assertion completes the proof of the lemma
up to the verification of the preliminary claim, which follows next.

We make sure that the claim holds by perturbing Z slightly. For dy,...,d,—1 €
R consider the polynomial

flx) =P (ml + 01T, Tpel +5n,1xn,a:n).

As noticed in [34, Lemma 3.4], for all § > O there exist 1, ..., d,—1 with max|§;| <
0 such that f satisfies the condition required in the claim. We take advantage of
Lemma 4.4 and obtain that for a suitable choice of §;

Z=1(f,P,....,Py)

is a transverse complete intersection satisfying the claim and dist(U, Z) < 2710,
In particular we may findaset U C ZN{z €R™: 1-278 <|z] <2427%, |z,| <
(14+27%)s} such that dist(U, ) < 27 '%s. Applying the above proof to I in place
of U with the slightly different value of s completes the reduction and therefore the
proof of the Lemma. U

4.7. Approximate polynomial partitioning on R"” and proof of Proposi-
tion 2.10. We now begin the proof of Proposition 2.10. One of the main tools
is the following approximate polynomial partitioning theorem on R™ which can
be seen as the adaptation to our setting of the Guth-Katz polynomial partitioning
theorem [28] and of its hypersurface refinement due to Zahl [43]. These results are
appealed to in the proof.

LEMMA 4.8. (Approximate polynomial partitioning on R™) Let V C R"
be a finite point set with #V < N™ and § > 0. There exists a polynomial
Q € Rxy,...,z,] of degree < ©,F and £y > 0 such that

(1) Each of the < ©, E™ connected components of R™ \ Z(Q) contains at most
at most (N/E)"™ points of V.

(2) If |e| < ep, then dist(VNZ(Q),Z(Q +¢)) < 0.
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Proof. We use the polynomial partitioning theorem of Guth and Katz, [28,
Theorem 4.1], with the improvement of Zahl from [44, Corollary 2.3]. The theo-
rem of Guth and Katz yields the existence of @ € R[x,...,z,] of degree < O, F
such that each of the ©,, E™ connected components of R™ \ Z(()) contains at most
(N/E)" points. Now the improvement of Zahl implies that we can assume that ev-
ery irreducible component Q of @ satisfies dim(Q) =n — 1 and VQ does not vanish
identically on Z(Q). In particular the latter condition implies that Z(Q) is (n — 1)-
dimensional and smooth points are dense in Z((Q). Therefore for all v € VNZ(Q)
we may find a smooth point w(v) € Z(Q) with |[v —w(v)| < 27'6. By Lemma 4.4
and a compactness argument there exists €9 > 0 such that for all |¢| < &

\SRIS)

sup dist (w(v),Z(Q+¢)) <
veVNZ(Q)

The above estimate together with the construction of w(v) prove the second claim.
O

The proof proper of Proposition 2.10 is articulated into several steps.

Step 1. (reduction to coordinate patches) This step is an adaptation of [27,
Subsection 5.3] by Guth. For an element g of the Grassmanian A™R" define the
polynomial

Py(x) =VPi(x)N---AVP,_(z)Ag

which has degree < ©,, ,,, D. It is proved in [27, Lemma 5.6] that one may choose
a ﬁ-net G C A™R" so that, for every g € (G, we have that

W, :=Z(P,...,Pym,P,)

is a transverse complete intersection of dimension m — 1 and degree < ©,, ,,, D.
Before moving further we operate a first excision from V', namely we set

Vo = {v e V' inf dist(v, W) < 5}.
geG

Clearly, if v € V'\ Vi, then v belongs to a connected component O € O of the set

Z\U{Z,: g € G}. Notice that there are at most ©,, ,,, D" elements in O. We thus

partition

V\Va=J Vo, Vo=Vno.
00

Step 2. (partition of each coordinate patch) Fix one such connected component
O € O. Proceeding exactly like in [27, Lemma 5.6] we notice that O is the graph
of a Lipschitz map h : O' — R ™ with Lipschitz constant < 1—10, where O’ is an
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open connected subset of R™. By rotational invariance we may identify R™ =
span{ey,..., e, } and write

0= {(ylv"'7ym7h(ylv"'>ym)): (ylv"'vym) € O/}

Let IT: R" — R™, II(zy,...,2y) = (z1,...,Zm); polynomials of R[zi,..., 2]
will be identified with a corresponding polynomial in R[zy,...,x,] by precompos-
ing with IT without explicit mention.

Observe that ITis injective on O and set VY, :=IIVp C O' C R™. We may apply
Lemma 4.8 to the set V), with m in place of n and §/2 in place of ¢, in order to find
a polynomial Qo € Rz, ...,x,,] with the following properties: Qo partitions O’
into < ©,, E™ cells C', the connected components of O'\ Z(Q o), with the property
that each C’ contains at most (IN/E)™ points of V/); and V), NZ(Qo) is contained
in the (§,/2)-neighborhood of Z(Qo +¢) in R™ for all sufficiently small €. By [27,
Lemma 5.1] we may choose ¢ such that the above property holds and

4.4) Wo =Z(P,...,Ppn,Qo+¢)
is a transverse complete intersection. It follows that the < ©,, E™ cells
C:= {(yl,...,ym,h(yl,...,ym)): (yl,...,ym) € C’} C O,
which we group into C € éo, are the connected components of
O\Z(Pi,..., Py, Qo)
and the sets
4.5) Ve=VonC

have at most (IV/E)™ elements. It remains to take care of those points v € Vp
such that ITv € Z(Qo). We call this set Vp . By the above, we may pick v’ =
(wi,...,wy) € Z(Qo + ¢) such that |ITv —w| < §/2. Notice that the point w =
(w',h(w")) belongs to Wo defined in (4.4) and satisfies |v — w| < |IIv — w'| +
|h(ITv) — h(w")| < 6 using the Lipschitz constant of 4. We have proved that

sup dist (v,WO) < 0.

veVi o

Step 3. (definition of V) By the constructions in Steps 1 and 2, the set

Vie=Veu ] Vo
OeO
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satisfies the required claim, and the collection of transverse complete intersections
W; of the statement is obtained by putting together the < ©,, ,, transverse com-
plete intersections {Wy: g € G} of Step 1 with the < ©,,, , D" transverse complete
intersections {Wp: O € O}.

Step 4. (definition of V,, and counting of the hyperplane crossings) We define
6::U{60: 0 €0}.

By the construction in Step 2, the sets V¢ defined in (4.5) exhaust V' \ Vi and
satisfy the cardinality requirement. We are left with counting how many of the
intersections {CN{z € R": £-2 =a}: C e C} are nontrivial. As we have at
most < 0,,D" elements O € O, it suffices to show that for almost every & €
R™, a € R the intersection {CN{z € R" : {-z = a} is nontrivial for at most <
®n,mD”E’"*1 connected components C € éo}.

Fixing one such O, we may go back to the coordinate system where O
is a graph over the first m variables. Consider Pt ,(x1,...,zp) =1 -2 —a
as an element of R[xy,...,x,,]; we prove the claim for all { € R™ such that
Ze =1L(Py,..., Py, P ) is a transverse complete intersection of dimension
m — 1, as these £ are a set whose complement is a null set in R”.

We first count how many C & Co satisfy the condition

CﬂZ(P&a) +J, 8CﬂZ(P§7a) = .

This number is controlled by the number of connected components of the set
Z(P¢ )\ Z, which is controlled by ©,, D" !: to see this apply [38, Theorem 4.11],
which is a reformulation of the main result by Barone and Basu [4]. Now we count
how many C € (_fo satisfy instead the condition

CNZ(Pcy) #@, OCNL(P,)# 2.
This number is controlled by the number of connected components of the set
Z(Pg,a,Pl,.. . ,Pm) \Z(Qo)

which is controlled by @mmD”Em*l: to see this apply again [4] in the form of
[38, Theorem 4.11], with U = Z(F¢ 4, Pi, ..., Py), which has dimension m — 1,
and W =Z(Qo), which has degree E. Putting together the two counting arguments
above completes the last claim of the second point of Proposition 2.10 and therefore
the proof of the proposition.
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5. Proof of Theorem A.

5.1. Main line of proof. Both statements in the theorem will be a conse-
quence of the following uniform estimate: forall 1 <m <n, D,J > 1,and n > 0,
there exists a constant © = ©,, ,, p, s, such that

2
Kpnp,s(N) = sup sup sup HAV,S oS HLZ(R")
>0 Zezm,n(D7‘]) VCZﬁAn(%)
5.1 HU<N™
g @NM*I#‘T]’

where Z,, ,(D,J) is the class of real algebraic varieties introduced in Subsection
4.1. Notice the slightly enlarged annulus, which is for technical reasons. This re-
duction was made using Proposition 2.5 to insert the annular cutoff. The proof of
(5.1) will be inductive, and the constants we will induct on are the following; for
Re{1,2},N>1

2
K . p(N,R) :=sup  sup sup HAV,S 0S5 HLZ(R”)’
$>0 Ze 2% (D) VCZNAL(R)

BV <N™
KonpN) =K p(N,1).

The approximation Proposition 4.2 allows us to relate Ky, ,, p.s(N) to K : o)
for 1 <y < m and some suitable constant © = ©,,, ,, ; p and ultimately induct on

the latter quantity only.

LEMMA 5.2. There exists a constant © = ©,, ,, j p such that

Kpnp.y(N)<OlogN sup K;n@<N%).
ISMSm )y

Proof. Throughout the constant © = ©,,, ,, p s is understood to depend only on
the indicated parameters and may vary from line to line. For every positive integer
M the inequality
(5.2) K

m,n,D

(M72) gKXJLD(M)

m

is obvious by rescaling. So it suffices to prove that

Kpnp,g(N)<OlogN sup K

m,n,0
1<p<m

(N ,2).

To do so, by virtue of Corollary 2.7, it is enough to estimate operator norms on the
left-hand sides of (5.1) for 0 < s < 273. Fix such an s and Z € Z,, ,,(D, J). Notice
that by a straightforward application of Proposition 4.5, we may find that there
exist © = 0,, , p,s and a set Zy C Z with #Zp < © and collections of transverse
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complete intersections Z,(Z) =={Z,y: 1 <9 <O} C Z,(O) such that

m ©
dist [ ZNAu(3/2),ZoU | | Zuw | <27,

p=19=1
Applying Lemma 2.6 we have
2 2
sup Ay 4085 o <O sup  sup sup Ay n
VCZﬂAn(3/2)H ° HLZ(R ) 1<p<m 1<9<0O szu,ﬁmAn(z)H HLZ(R )
#V<N™ HV<N™
<OlogN | sup K, ¢ (N%,z)
1§“§m 310y

where in the last step we applied Proposition 2.5. The claim follows by taking
supremum over s and Z € Z,, ,(D,J). O

We now show how Lemma 5.2 reduces (5.1) to the following statement; here
1<m<n.

THE (TCI)(;,, ) ESTIMATE. For all D > 1 and for all n > 0O there exists a
constant Y, » p , Such that

(TCI)(m,n) K, (N) < Tm,n,D,nNmilJﬂ?-

m,n,D

Proof that the (TCI)(,, ,, estimate for all 1 < p <'m implies (5.1). Fix D, J >
1. Applying Lemma 5.2, we may find a constant © = O, ,, p, s such that

Kpnp,g(N) < @logN< sup K\ (NT)>
lgugm 3Ty

ON: m
sup K* (NF) .
n <1<u£m w1, )

Using the estimate (TCI)(, ,) for 7 > 0, we have that

IN

K><

m,n,0

(N) < Tm7n,97gNmil+g

while using the (TCI)(, ,,) estimate with (m — ) /m in place of n when p < m, we
have that
K;n@ (Nﬁ) = T%"»Q(m*u)/mNmil'

Putting together the last three displays completes the proof of the implication. []
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Summarizing, we have reduced Theorem A to proving (TCI)(,, ) for all pairs
(m,n) with 1 <m < n. This will be done by the induction scheme

m
m—1,n)A /\ = (m,n), l<m<n-—1,

while using the two base cases (1,n) and (n — 1,n) as seeds of our induction.
The main inductive step is summarized in the following estimate which is a conse-
quence of polynomial partitioning.

THE (PART)(;,, ) ESTIMATE. Let 1 <m <n-—1land D > 1. For all integers
E with E™ > D", there holds
K><

m,n,D

n m— N
IR L I
(PART)(,,..) +(l0gN) K e 5 (N%)

+FE(logN)?* sup K* - l@mna( %)}

1<pu<m

We detail the two base cases in Subsection 5.3 and 5.5 and prove the parti-
tioning estimate (PART),,, ,,) in the final Subsection 5.6. The main line of proof of
Theorem A will be complete once we establish the implication

>3

(PART) (13,,n) A (TCD) (1 ) A N (TCD 1y = (TCD) ()

p=1

foralll <m<n-—1.

Proof of the implication. Fix D > 1,17 > 0. The goal is to find a uniform in NV
bound for
T(N) =
For each £ > 1 we may use the induction assumptions (TCID)(,, —1,5), (TCI) (1)
for 1 < p <'m to get the estimates

KTTL*LTLv@m,nE (Nm—l ) < T
Nmfl - m*17n7®m,nE7#7
K* (N#)
-1 Gm n
PSP man, D <7T m—p I<pu<m-—1
Nmfl - “7”717®m,n,D7 m_’ — — 9

X
N
m7n717®m,n,D( ) < »-r 77]\7 )

Nm—1 = +mn—1,0m n D,y

S
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By virtue of these estimates and of the elementary bound log N < %N i

(PART)(,,n) by IV m=141 yields that for all E™ > D"

OmnD™ (N
T(N) < TT<E>

@mszn
(5.3) + T

, dividing

mflyr’fv@m,nEy

€1
m

+Tm,n*1@mnD2+ sup Tun 1,0 M]

1<p<m—1 mm DT

Now choosing
1
E = E(m,n,D,n) = {(2@m D) ﬁ]

20,,, D™

Tm,mDﬂ? = 7

[ M71,n7®m’nE7# + Tmynflygm,n,Dv%

+ sup T, o mep |,
1<p<m—1 wn=1L9mn D, 5

estimate (5.3) becomes

1 (N YnD
4 N)— 7| = | <« 2200

and induction on NV of (5.4) yields the claimed (TCI);, ,,) for this choice of D,n.
O

5.3. The (TCI)(; ,) estimate. To prove the (TCI) ,) estimate, we fix a
transverse complete intersection Z =Z(P,..., P,-1) € 2, (D). Note that in par-
ticular Z is the union of at most D™ smooth connected curves V; = {v;(t): t €
I;} C R™ where I; C R are parameter intervals. Now for each { € R", a € R the
function ¢+ & -;(t) — a may change sign at most O(D;) times with >, D; < D.
The latter property allows us to appeal to an estimate of of Cérdoba from [13]
which can be summarized in the following calculation. If V; NV = {v; 1,...,vjn, }
where for each j the directions are in consecutive order then

HAZmV,sfHLz(Rn) < HAZQV7sfHL2(R")

D™ nj—1 %
(Z S A s = Auyes) 2 )
7j=1 1=1
1

<ZH >fHLan)
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where #V < #V//2. The first square function is estimated as in the proof of the
good part in Theorem D by a constant multiple of |[¢||gy Dz | f|| 2(rn) Using the
D crossing property of each V;; here we remember that 1) is the smooth function
used to define A, ;. The square function of the second summand is estimated just
by triangle inequality and is bounded by a constant multiple of D2 7l r2(rn)- Thus
induction on #V" yields the bound [|Azav,s|| 12y Sn D% log(#V N Z). Note that
the argument above is essentially identical to the one used for the good part in the
proof of Theorem D; here however we can afford implicit losses depending on D.
The estimate described above is summarized in the following proposition.

PROPOSITION 5.4. Let V = {~(t): t € I} C R™ be the image of a smooth
curve y with the property that for each £ € R", a € R, the function t — &-y(t) —a
changes sign at most D times. Then

A . <©,D7logN.
VCS(‘T‘E”(I)H VHL2(R) nl) 2 10g
#V <N

In consequence of this proposition we have

2n
OuD

K[, p(N) <©,D(logN)* <
for all n > 0, which complies with the claimed (TCI)(; ,,) estimate.

5.5. The (TCI), i ) estimate. For the codimension 1 case, we first ob-
serve that whenever V' C A, (1), denoting V' = {v' : v € V} € S~ ! we have

HMVHU(R") = 2HMV’ L2(R")

By virtue of the above display and of Lemma 2.3, we obtain that

2
(5.5) Ky 1 np(N) <O sup  sup [|Avs0 S,
0<s<2-5 vcsn!
#V/ <N

We know, respectively from [30] and from Theorem B with k£ = 1 (say), that the
supremum in the right-hand side of (5.5) is bounded by ©log N < %N T when

n=2and by ONlogN < %@N 1+1 when n = 3. These observations deal with the
cases n = 2,3 of (TCD)(,—1 p)-

We now estimate (likely not optimally) that the right-hand side of (5.5) is
controlled by ©,N" 2(log N)" > when n > 4, completing the proof of the
(TCI)(,—1,n) estimate in all cases. Fix 0 < s < 27 and take a 27 '%s-net in 2 and
for each £ € 2 we define the cluster V; = V' N R¢ 35. We say that a cluster is bad
if #Ve > N "=2 By a greedy selection algorithm we can identify a set Qp,q C
having at most N elements, and disjoint sets W C V, with the property that,
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defining,
Via = | Ve= J We, Ve =V\ J Ve,
§€Qbad £E€Qbad £E€Qbad

there holds

sup#(Vgood) N Re s < N2,
£eq

An easy overlap estimate on the Fourier support of the multipliers {A4, s : v €
Vgood } then leads to the bound

HAVgoomsOSlszLz(Rn) = GnanszH;

For the directions in V' \ Vgooq We use an n — 2 dimensional estimate for each
We, as W is 3s-close to a set Ug C Stinet =872 with #We = #U¢. Arguing
inductively with the help of Proposition 2.5, we know

n-3

[Av, HZLz(R”*') < O, (#Ug) "2 (log N)" 2,

one more log factor than the inductive estimate we assumed for Ay, s 0 S;. In fact,
applying Corollary 2.8,

HAVbad,s O‘SlszLZ(Rn)

<0, Y HAW&SOSIinZ(R”)
€€Qbad

<On [ Y llAvelo@ery | 151511y
£E€Qpad

<0,00g N2 [ 37 @U0)RE | |[sif|12

£€0bad
log N
<ON"(log N)" 2 | D7 2R E € Qpag: #U~ 2N} |51 £ 5
k=1

<O, (Nlog N)" 2|11 £;

as #{¢ € Qpaq: 2V N2 <#U; <2FN"2} <27FN.

Note that if we apply the approach above for directions on S? we get the bound
N? (log N )% for the single annulus estimate, which has been proved in [19] with
similar ideas. This is worse than the bound proved in Proposition 3.3 where the
factor of v/Tog N is replaced by an arbitrary iterated logarithm.
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5.6. Proof of the (PART),, ,,) estimate. Let D > 1, E™ > D" and
Z=L(P,...,P,) € 2 n(D)

be a TCIL. By Corollary 2.7 it is enough to argue for 0 < s < 27°. Fix a subset
V C ZNA,(1) with #/ < N™. To estimate the maximal operator Ay ;0 5|, we
will partition V' using Proposition 2.10, choosing § = 2~ 1%s. We obtain the decom-
position

V=V,uVy

with the following properties. To begin with, we may find < ©,,, , D" transverse
complete intersections W; =Z(Py,...,P,_,Q;) of dimension m — 1 and degree
< Oy, F such that

(5.6) sup infdist(v, W;) < 271%s.

veVy J

Moreover, there exist < ©,, , D" E™ disjoint connected subsets of Z, denoted by
C € C, with the property that

N m

.7 o: ) :: o 7# S = b

(5.7) V. Uﬁvc Ve:=V.NC, #Vc <E>
CeC

and such that for almost every £ € R™ and every a € R, there holds
580 #{CeC:Cn{zeR":¢-x=a} #2} <O, D"E™".

Controlling V... In a similar way to what was done in the proof of Theo-
rem B, we approximate directions from V. with directions from the < ©,, , D"
transverse complete intersections WW; which are lower-dimensional. To wit, we use
(5.6) to find subsets V; C W, with #V; < N™ so that for each v € V there exists
j and w(v) € V; with [v —w(v)| < 27'%. In particular V; C A,(2). Applying the
approximation of Lemma 2.6, followed by Proposition 2.5, we deduce that

v o571 < 0 (sl s ) 5151

(5.9) < OmaD Ky o, 5 (N71,2)log N |1 £

< GmmDnKnX%Ln,@,mE(N"z' ) logNHSlin

as each W; € Z7 | (©,,F), and using inequality (5.2) in the last step. This

completes the control of the V. component of V.
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Splitting V; into good and bad clusters. Using that C is a finite set, we may
choose a 27 1%s-net © on S"~!'such that the bounded crossing property (5.8) holds
with a = £3s for all £ € Q. For £ € Q we define ke C C to be a cluster of cells with
top £ € Qif

Cc R§73s vC e kg.

We say that a cluster k¢ is bad if it contains more than E™ 1 cells. As #C <
O, D" E™, by an iterative selection algorithm, we may construct Qp,q C 2 with
#bad < O, , D" E such that setting

égood = 6\ U kg,
€€Qbad

there holds
#{C € Cgood: CC R5,3s} <E™! veeq.
We split accordingly

Ve = UVC, Vo,bad = U Ve, Vo good = U Ve.
CGkE 5€Qbad Ceegood

Controlling V, p,g. We still aim to control the contribution of the
< Oy, D"E bad clusters with a lower dimensional estimate, replacing the
< N™ vectors V¢ with a set Ug consisting of < N™ vectors from the (n —1)-
dimensional hyperplane £-. This step is more difficult than the analogous one
from the proof of Theorem B because we need to make sure that the obtained Uy
is contained in an m-dimensional algebraic variety on &+ of controlled degree
and count. This is not in general possible by simply taking projections and using
Lemma 2.8 as the projection of an algebraic variety is in general a semi-algebraic
set [9].

We tackle this difficulty by applying the approximate projection Lemma 4.6,
after a rotation taking ¢ to e,,, with choice of U given by U := Z N A, (1) N R 35
Notice that the latter set contains Ve. Then Lemma 4.6 yields the existence of an
algebraic variety We € 2, ,—1(©mn,D Om,n,p) contained in &% such that for
every v € Ve we may find u(v) € W with |[v —u(v)| < 6s. Define Uz = {u(v) :
ve Vet CWenA,—1(3/2), and observe that #U; < N'™. Using that there are at
most ©,, , D" E bad clusters together with the approximation Lemma 2.6 in the
first step, Fubini’s theorem in the second, Proposition 2.5 in the third, we obtain
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the chain of inequalities
HAVo,bamS © SlfH;

n 2 2
<0005 sp ) [0

bad

€8lpad

< On.D"E ( sup \\Auglriz@m)) 151£]5
(5.10)

£€Qpaq 0>0

< emmDnElOgN( sup SupHAU&O'OSl”%z(R"‘)> HSlfui
S ®m,nDnElogN'Km,”*lygm,n,D,@m,n,D(N)HSlfui

2
29

< OmnD"E(logN)? < sup K:nfl S <N%>> H51f
1<u<m 5 ym,n,

where we used Lemma 5.2 in the very last step. This completes the treatment of
V5 bad-

Controlling V, ;oq- This estimate is not much different to the one appear-
ing in the corresponding proof of Theorem B. We keep when possible the same
notations. For C € (_fgood we define Rc as in (3.12) and again notice that A, ;f =
Ay.s fre whenever v € C. The next step is the estimation of the overlap of the sets
{Rc: Ce (_fgood} at a generic € R". By homogeneity in the definition of R, ,
it is enough to take 3 € S"~! and approximate by ¢ € Q with |¢ — 5] < 2710s.
Then the overlap of the multipliers 1z at 5 is bounded by the same right-hand
side of (3.13). The removal of the bad clusters when constructing Cgooq ensured
the property

#{C € 6good: Ccc R§738} < Em™1
so we are left with counting

#{C € Cyood: CNRens # D, Cf Ress
<#{C€Chooa: CN{z €R?*: -2 =435} £0) <O,,,D"E™ !,

where (5.8) has been taken into account. Therefore arguing exactly like in (3.14)
and using that V¢ contains at most (N/E)™ directions, see (5.7), we obtain

2 _
(5.11) HA%,gOOmeHz < @n,sznEm 1K;17H,D(N/E)Hf”%

The sought after (PART),,, ,,) estimate for these values of m,n, D, N, E follows
by collecting (5.9), (5.10), and (5.11).
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