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ABSTRACT. Integrity constraints such as functional dependencies (FD) and multi-valued
dependencies (MVD) are fundamental in database schema design. Likewise, probabilistic
conditional independences (CI) are crucial for reasoning about multivariate probability
distributions. The implication problem studies whether a set of constraints (antecedents)
implies another constraint (consequent), and has been investigated in both the database and
the AI literature, under the assumption that all constraints hold ezactly. However, many
applications today consider constraints that hold only approximately. In this paper we
define an approximate implication as a linear inequality between the degree of satisfaction
of the antecedents and consequent, and we study the relazation problem: when does an
exact implication relax to an approximate implication? We use information theory to define
the degree of satisfaction, and prove several results. First, we show that any implication
from a set of data dependencies (MVDs+FDs) can be relaxed to a simple linear inequality
with a factor at most quadratic in the number of variables; when the consequent is an FD,
the factor can be reduced to 1. Second, we prove that there exists an implication between
CIs that does not admit any relaxation; however, we prove that every implication between
CIs relaxes “in the limit”. Then, we show that the implication problem for differential
constraints in market basket analysis also admits a relaxation with a factor equal to 1.
Finally, we show how some of the results in the paper can be derived using the I-measure
theory, which relates between information theoretic measures and set theory. Our results
recover, and sometimes extend, several previously known results about the implication
problem: the implication of MVDs and the implication of differential constraints for frequent
item sets can be checked by considering only 2-tuple relations.

1. INTRODUCTION

Traditionally, integrity constraints are assertions about a database that are stated by the
database administrator and enforced by the system during updates. However, in several
applications of Big Data, integrity constraints are discovered, or mined in a database
instance, as opposed to being asserted by the administrator [GR04, SBHR06, CIPY14,
BBFT16, KN18]. For example, data cleaning can be done by first learning conditional
functional dependencies in some reference data, then using them to identify inconsistencies in
the test data [IC15, CIPY14]. Causal reasoning [SGS00, PE08, SGS18] and learning sum-of-
product networks [PD11, FD16, MVM™18] repeatedly discover conditional independencies
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Relaxation Bounds

Cone o | MVDs+FDs MVDs+FDs  Disjoint MVDs+FDs
crera = FD = any = MVD/FD

T, (2")! (Thm. 6.1) 1 (Thm. 4.1) %z (Thm. 4.1) 1 (Thm. 4.11)

r* 0o (Thm. 5.1) 1 (Thm. 4.1) 2 (Thm. 4.1) 1 (Thm. 4.11)

Py 1 (Thm. 7.4) 1 (Thm. 7.4) 1 (Thm. 7.4) 1 (Thm. 7.4)

TABLE 1. Summary of results: relaxation bounds for the implication ¥ = 7
for the sub-cones of I'), under various restrictions. (1) General; no restrictions
to either ¥ or 7. (2) X is a set of saturated CIs and conditional entropies
(i.e., MVDs+FDs in databases), and 7 is a conditional entropy. (3) X is
a set of saturated Cls and conditional entropies, 7 is any CI. (4) Disjoint
integrity constraints where the terms in 3 are both saturated and disjoint
(see Definition 4.6 in Sec. 4), and 7 is saturated.

in the data. Constraints also arise in many other domains, for example in the frequent
itemset problem [Li05, CPO1], or as measure based constraints [SGGO8] in applications like
Dempster-Shafer theory, possibilistic theory, and game theory (see discussion in [SGGO0S]).
In all these applications, quite often the constraints are learned from the data, and are not
required to hold exactly, but it suffices if they hold only to a certain degree.

The classical implication problem asks whether a set of constraints, called the antecedents,
logically imply another constraint called the consequent. In this setting, both antecedents
and consequent are required to hold exactly, hence we refer to it as an ezact implication (EI).
The database literature has extensively studied the EI problem for integrity constraints
and shown that the implication problem is decidable and axiomatizable for Functional
Dependencies (FDs) and Multivalued Dependencies (MVDs) [Mai83, KLV13, AD80, BFH77],
and undecidable for Embedded Multivalued Dependencies (EMVDs) [Her06]. The Armstrong
axioms, for instance, provide a sound and complete system for inferring FDs when the
antecedents are FDs [AD80], and Beeri et al. [BFH77] present a set of axioms which are
sound and complete for inferring MVDs and FDs when the antecedents are a set of FDs and
MVDs.

Conditional Independencies (CI) are assertions of the form X L Y | Z, stating that
X is independent of Y conditioned on Z. A CI is saturated if it covers all variables in
the joint distribution (i.e., XY Z = all variables); it is called a conditional if it has the
form X — Y and Y is a function of X. The AI community has extensively studied the EI
problem for Conditional Independencies (CI), and has shown that the implication problem
is decidable and axiomatizable for saturated CIs [GP93] (where XY Z = all variables). On
the negative side, it has been shown that in the general case, there exists no finite, sound
and complete inference system for the implication of CIs [Stu90]. In the Frequent Itemset
Problem, a constraint like X — Y V Z vV U means that every basket that contains X also
contains at least one of Y, Z, U, and the implication problem here is also decidable and
axiomatizable [SVGO5].

The Relaxation Problem. In this paper we consider a new problem, called the relazation
problem: if an exact implication holds, does an approximate implication hold too? For
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example, suppose we prove that a given set of FDs implies another FD, but the input
data satisfies the antecedent FDs only to some degree: to what degree does the consequent
FD hold in the database? The relaxation problem asks whether we can convert an exact
implication into an approzimate implication. In other words, we ask how the error in the
antecedents propagates to the error in its consequent. When relaxation holds, then the error
to the consequent can be bounded, and any inference system for proving exact implication,
e.g. using a set of axioms or some algorithm, can be used to infer an approximate implication.

In order to study the relaxation problem we need to measure the degree of satisfaction
of a constraint. In this paper we use Information Theory. This is the natural semantics
for modeling CIs of multivariate distributions, because X L Y | Z iff I(X;Y|Z) = 0 where
I is the conditional mutual information. FDs and MVDs are special cases of Cls [Lee87,
DR00, WBWO00] (reviewed in Section 2.1), and thus they are naturally modeled using the
information theoretic measure I(X;Y|Z) or H(Y|X); in contrast, EMVDs do not appear
to have a natural interpretation using information theory, and we will not discuss them
further in this work. An approzimate implication (ApXI) is an inequality that (numerically)
bounds the information-theoretic measure of the consequent (e.g., conditional entropy
H(:|-) if it is an FD, or the conditional mutual information I(-;-|-) if it is an MVD) by
a linear combination of the information-theoretic measures of the antecedents. The link
between integrity constraints and information theoretic measures is, in itself, not new.
Several papers have argued that information theory is a suitable tool to express integrity
constraints [Lee87, DR00, WBWO00, Mal86, GR04].

An exact implication (EI) becomes an assertion of the form (6; =0A o2 =0A...) =
(t = 0), while an approximate implication (APXI) is a linear inequality 7 < A - (Z 0’2‘),
where A > 0, and 7,01, 09, ... are information theoretic measures. We say that a class of
constraints can be relazed if every EI where the antecedents are from this class, implies
the corresponding APXI; we also say that this EI admits a A-relaxation, when we want
to specify the factor A in the ApPXI. By the non-negativity of the Shannon information
measures (described in Section 2), we get that an ApxI always implies the corresponding EI.

Results. We make several contributions, summarized in Table 1. We start by showing in
Section 4 that MVDs+FDs admit an n?/4-relaxation, where n is the number of variables.
When the consequent is an FD, we show that implication admits a 1-relaxation. Thus,
whenever an exact implication holds between MVD+FDs, a simple linear inequality also
holds between their associated information theoretic terms. In fact, we prove a stronger
result that holds for Cls in general, which implies the result for MVDs+FDs. In Section 8,
we further show that under some additional syntactic restrictions to the antecedents, the
bound can be tightened: from a n?/4-relaxation to a 1-relaxation, even when the consequent
is not an FD. We leave open the question of whether a 1-relaxation exists in general.

So far, we have restricted ourselves to saturated or conditional CIs (which correspond to
MVDs or FDs). In Section 5 we remove all restrictions, and prove a negative result: there
exists an EI that does not relax (Eq. (5.4), based on an example in [KR13]). Nevertheless,
we show that every EI can be relaxed to its corresponding APXI plus an error term, which
can be made arbitrarily small, at the cost of increasing the factor A. This result implies
that every EI is a consequence of its corresponding inequality ApPXI, plus an error term. In
fact, the EI in Eq. (5.4) follows from an inequality by Matis [Mat07], which is precisely the
associated APXI plus an error term; our result shows that every EI can be proven in this
style.
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In Section 6 we consider approximate (and exact) implications that can be proved
using Shannon’s inequalities (monotonicity and submodularity, reviewed in Section 2.2). In
general, Shannon’s inequalities are sound but incomplete for proving exact and approximate
implications that hold for all probability distributions [ZY97, ZY98|, but they are complete
for deriving inequalities that hold for all polymatroids (defined in Section 2.2) [Yeu08].
We also prove that every exact implication that holds for all polymatroids relaxes to an
approximate implication with a finite upper bound A < (2")!, and a lower bound A > 3; the
tightness of these bounds remain open.

In Section 7 we show that the Shannon inequalities are sound and complete for implication
from measure-based constraints [SGGO8] that arise in market-basket analysis. More generally,
in Section 7 we restrict the class of models used to check an implication, to probability
distributions with exactly 2 outcomes (tuples), each with probability 1/2; we justify this
shortly. We prove that, under this restriction, the implication problem has a 1-relaxation.
Restricting the models leads to a complete but unsound method for checking general
implication, however this method is sound for saturated+conditional Cls (as we show in
Section 4), and is also sound for deriving implications from Frequent Itemset constraints (as
we show in Section 7).

In Section 8 we extend some of the results in this paper and provide alternative proofs
using the I-measure theory that relates between Shannon’s information measures and set-
theory. Specifically, we extend the result of Section 4, and provide an alternative proof to
the result of Section 7.

Two Consequences. While our paper is focused on relaxation, our results have two
consequences for the exact implication problem. The first is a 2-tuple model property:
an exact implication, where the antecedents are saturated or conditional ClIs, holds iff it
holds on all uniform probability distributions with 2 tuples. A similar result is known
for MVD+FDs [SDPF81]. Geiger and Pearl [GP93], building on an earlier result by
Fagin [Fag82], prove that every set of Cls has an Armstrong model: a discrete probability
distribution that satisfies only the CIs and their consequences, and no other CI. The
Armstrong model is also called a global witness, and, in general, can be arbitrarily large.
Our result concerns a local witness: for any EI, if it fails on some probability distribution,
then it fails on a 2-tuple uniform distribution.

The second consequence concerns the equivalence between the implication problem of
saturated+conditional Cls with that of MVD+FDs. It is easy to check that the former implies
the latter (Section 2). Wong et al. [WBWO00] prove the other direction (i.e., if an implication
from MVDs+FDs holds then the same implication holds for saturated+conditional CIs),
relying on the sound and complete axiomatization of MVDs [BFH77]. Our 2-tuple model
property implies the other direction almost immediately, leading to a much simpler proof in
Section 4.

This article extends the conference publication by the authors [KS20]. We have added
in this article all the proofs and intermediate results that were excluded from the conference
paper, as well as examples illustrating the ideas and methods introduced.

2. NOTATION AND PRELIMINARIES

We denote by [n] = {1,2,...,n}. If Q@ = {Xy,...,X,,} denotes a set of variables and
U,V CQ, then we abbreviate the union U UV by UV.
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2.1. Integrity Constraints and Conditional Independence. A relation instance R
over signature Q = {X3,..., X, } is a finite set of tuples with attributes Q. Let X,Y,Z C Q.
We say that the instance R satisfies the functional dependency (FD) X — Y, and write
RE= X — Y, ifforall t1,t2 € R, t1[X] = t2[X] implies ¢1[Y] = t2[Y]. We say that R satisfies
the embedded multivalued dependency (EMVD) X — Y | Z, and write R = X - Y | Z,
if for all ¢1,t2 € R, t1[X] = t2[X] implies 3t3 € R such that [XY] = #3[XY] and
to[ X Z] = t3[X Z]. One can check that X — Y | Y iff X — Y. When XY Z = Q, then we
call X — Y | Z a multivalued dependency, MVD; notice that X,Y, Z are not necessarily
disjoint [BFHT7T].

A set of constraints X implies a constraint 7, in notation ¥ = 7, if for every instance
R, if R = ¥ then R = 7. The implication problem has been extensively studied in the
literature; Beeri et al. [BFH77] gave a complete axiomatization of FDs and MVDs along
with a polynomial time procedure for deciding implication. Herrman [Her06] showed that
the implication problem for EMVDs is undecidable. In the following we refer to this type of
implication as Ezxact Implication, abbreviated EI.

Recall that two discrete random variables X, Y are called independent if p(X = x,Y =
y) = p(X = z)-p(Y = y) for all outcomes x,y. We say that X,Y are conditionally
independent given another discrete random variable Z if p(X = z,Y =y|Z = z) = p(X =
z|Z = z)-p(Y = y|Z = z) for all outcomes z,y, and z. Fix Q@ = {X;,...,X,,} aset of n
jointly distributed discrete random variables with finite domains D1, ..., D,, respectively;
let p: Dy X -+ x Dy, — [0,1] be the probability mass.

Notation 2.1. For a C [n], denote by X, the joint random variable (X; : i € «) with
def
HiEa D;.

domain D, =

We write p = Xg L X,|X, when X3, X, are conditionally independent given X,.
Applying our previous definition, this means that for any triple (zq, g, zy) where zo € Dq,
xzg € Dg and z, € D, we have that p(z.,23,2,) = p(ag|ra)p(zy|za). In the special
case where 3 = v, then p = Xg 1 X3|X, has the following meaning. Let xz, € D, such
that p(xzo) > 0, and let g € Dg. Applying the definition of conditional independence
directly gives us that p(xg, xg|ra) = p(2g|ra)p(2s|2za). On the other hand, we know that
p(xg,x8|Ta) = p(x8, |ra). Hence, we get that p(xs, |za) = p(xs|ra)p(xg|re). This holds
only in one of the following conditions: (1) p(xg|re) = 0 or (2) p(zg|re) = 1. In other
words, given that X, = x, there is exactly one possible assignment Xz = x3 such that
p(xg|re) > 0. Hence, X, functionally determines Xg, and we denote this by p = X, — X3.

An assertion Y L Z|X is called a Conditional Independence statement, or a CI; this
includes X — Y as a special case. When XY Z = Q) we call it saturated. When XY C
and Z = (), we call it marginal. A set of Cls X implies a CI 7, in notation ¥ = 7, if
every probability distribution that satisfies 3 also satisfies 7. This implication problem has
also been extensively studied: Pearl and Paz [PP86] gave a sound but incomplete set of
graphoid axioms, Studeny [Stu90] proved that no finite axiomatization exists, while Geiger
and Pearl [GP93] gave a complete axiomatization for saturated, and marginal CIs.

Lee [Lee87] observed the following connection between database constraints and Cls.
The empirical distribution of a relation R is the uniform distribution over its tuples, in other
words, Vt € R, p(t) = 1/|R|. Then:

Lemma 2.2 [Lee87]. For all X,Y,Z C Q such that XY Z = Q.
REX—=Y & pEX—=Y ad REX->Y|Z & pEXLZX) (21)
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As can be seen in the Example of Table 2, the lemma no longer holds for EMVDs,
and for that reason we no longer consider EMVDs in this paper. The lemma immediately
implies that if ¥ is a set of saturated+conditional CIs and the implication ¥ = 7 holds for
all probability distributions, then the corresponding implication holds in databases, where
the CIs are interpreted as MVDs or FDs respectively. Wong [WBWO00| gave a non-trivial
proof for the other direction; we will give a much shorter proof in Corollary 4.3.

X1 Xo X3

SR R
ISUIS ST SO
S O O OO

TABLE 2. The relation R[X7, Xs, X3] satisfies the EMVD () — X3 | X5, yet
for the empirical distribution, Ij,(X7; X2) # 0 because X1, Xy are dependent:
p(Xi=a)=2/#p(X1=a|Xe=¢c)=1/2.

2.2. Background on Information Theory. We adopt required notation from the liter-
ature on information theory [Yeu08, Chall]. For n > 0, we identify vectors in R?" with
functions 2" — R.

Polymatroids. A function! h € (R,)?" is called a polymatroid if h(P) = 0 and it satisfies
the following inequalities, called Shannon inequalities:

Monotonicity: h(A) < h(B) for A C B C [n] (2.2)

Submodularity: h(AU B) + h(AN B) < h(A) + h(B) for all A, B C [n] (2.3)

The set of polymatroids is denoted I', € (R1)?", and forms a polyhedral cone (reviewed in
Section 5). For any polymatroid h and subsets A, B,C C [n], we define?

h(B|A) £ h(AB) — h(A) (2.4)

def

In(B;C|A) = h(AB) + h(AC) — h(ABC') — h(A) (2.5)

Then, for all h € I';,, we have I,(B;C|A) > 0 and h(B|A) > 0. The chain rule for entropies
and mutual information, respectively, are the identities:

h(BC|D) = h(B|D) + h(C|BD) (2.6)

I(B;CD|A) = I(B; C|A) + I(B; D|AC) (2.7)

when the rule being applied is clear from the context, we will only say that we apply the

chain rule.
We call I;,(B;C|A) saturated if ABC = [n], and elemental if |B| = |C| = 1. The

conditional entropy h(B|A) is a special case of the mutual information Iy, because h(B|A) =
I1(B; B|A).

IMost authors consider rather the space R, by dropping h(0) because it is always 0.
2Recall that AB denotes AU B.
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Entropic Functions. If X is a random variable with a finite domain D and probability
mass p, then H(X) denotes its entropy

def Z p(x 0g2 ) (2.8)

z€D
For a set of jointly distributed random variables Q = {X1,..., X,,} we define the function

h:2 5 Ry as h(a) = &f H(X,) (see Notation 2.1); h is called an entropic function, or, with
some abuse, an entropy. The set of entropic functions is denoted I'},. The quantities h(B|A)
and Ih(B;C|A) are called the conditional entropy and conditional mutual information
respectively. The conditional independence p = B L C | A holds iff I;,(B;C|A) = 0,
and similarly p = A — B iff h(B|A) = 0, thus, entropy provides us with an alternative
characterization of Cls.

Notation 2.3. We summarize the various ways a conditional independence statement (CI)
and related notions are represented in the paper, and the relationships between them. In what
follows, we let p be an n-variable joint probability distribution over variable set 2, and we
let Hy, denote the entropy function corresponding to p (see (2.8)). Let X,Y,Z C Q where X
and Y are non-empty.

(1) The notation X LY |Z implies that for any set of values x,y, z in the domains of X, Y and
Z respectively, it holds that p(X = z,Y =y, Z =2) =p(X =z|Z = 2)p(Y =y|Z = z2).

(2) The statement X 1Y |Z is equivalent to saying that Iy, (X;Y|Z) = 0 where Iy, is defined
n (2.5). Note, however, that the notation I;,(X;Y|Z) = 0 is more general since we only
assume that h is a polymatroid (i.e., but not necessarily the entropy function associated
with a probability distribution).

(3) For a polymatroid h (which may or may not be an entropic function), we denote by the
triple o dZEf(X; Y|Z) a CI statement that may hold either exactly (i.e., In(X;Y|Z) =0),

or approzimately (i.e., In(X;Y|Z) < e for some threshold ¢ > 0). We then abbreviate:
def

h(o) = In(X;Y|Z).

(4) When XY Z = Q, and p is a uniform distribution (i.e., for every r € Dq either p(r) = 37
for some M > 0 or p(r) =0), then by Lemma 2.2, an MVD Z — X|Y holds in p iff
Iy, (X;Y|Z) = 0.

Next, we prove two simple, technical lemmas concerning CIs (X;Y|Z) where the
intersection between the variable-sets (e.g., X NY, X N Z, or Y N Z) may be non-empty.
These lemmas will be used later on.

Lemma 2.4. Let h € T, be an n-variable polymatroid, and let X, Y and Z denote subsets
of of variables. Then for any CI (X;Y|Z) where Y C Z, it holds that I;,(X;Y|Z) = 0.

Proof. Since Y C Z, we denote Z = Z'Y where Z' = Z \ Y. Therefore, by (2.5):
L(X;Y|Z'Y) = W(XY Z') + h(Z'Y) — h(Z'Y) — (XY Z') = 0 0

Lemma 2.5. Let h € 'y, be an n-variable polymatroid, and let X, Y and Z denote subsets of

variables. Then I5(X;Y|Z) = h(Bxy|Z')+In(X";Y'|Z') where X' € X\Y Z, Y €Y \XZ,
7'z \ XY are pairwise disjoint, and Bxy “xXny \ Z.
Proof. We define Axyy & XY, Axz ¥ XNnZ, Ay, ¥vnZ and Ay, ¥ xXNnYnz.

We let X' = X\ AxyAxz, Y = Y\AXyAYZ, and Z' = 7'\ AXZAYZ Hence, we can
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X Y Z Pr A B C D Pr

X1 Xo U Uz Pr 0 0 0 1/4 00 0 0 1/2—¢

0 0 0 0 1/2 0 1 1 1/4 001 0 1 1/2-¢

1 1 0 0 1/2 1 0 1 1/4 1 01 0 ¢
1 1 0 1/4 1 1 0 0 ¢

(a) /
(b) (c)

FIGURE 1. Two uniform probability distributions (a),(b); a distribution
from [KR13] (c).

write In(X;Y|Z) as:
In(Axy AxzX'; Axy Ay 2Y'|Axz Ay 2 Z")
=I(Axz; Axy Ay zY'|AxzAv 22" ) + I(Axy X'; Axy Ay zY'|Ax 2z Ay 2 Z")
=Ih(Axy X' Axy AyzY'|Axz Ay 2 Z")
=Ih(Axy X' Avz|AxzAv2Z') + In(Axy X' AxyY'|Ax 7 Ay 2 Z')
=Ih(Axy X' ; AxyY'|AxzAv 2 2Z")
=Ih(Axy X' ; Axv|2) + In(Axy X'; Y| Z Axy)
(
(

Chain Rule 2.7
Lemma 2.4
Chain Rule 2.7
Lemma 2.4
Chain Rule 2.7
Chain Rule 2.7

Lemma 2.4

= In(Axy; Axy | Z2)+1n (X' Axy | Axy Z)+1n (X Y| ZAxy )+ 1n(Axy; Y| X ZAxy)

=In(Axy; Axy|Z) + In(X"; Y'|ZAxy)

= h,(Axy|Z) + [h(X/;Y/|ZAxy)

Bxy def Axy \ Z
Chain Rule 2.7

hAxyz|Z) =0

= h(AxyzBxvy|Z) + (X', Y'|ZAxy)
= h(Axyz|Z) + h(Bxy|Z) + In(X";Y'|ZAxy)
= h(Bxy‘Z) + Ih(X,;Y,‘ZAxy)

By definition, X', Y/, Z and Bxy are pairwise disjoint, thus proving the claim. []

2-Tuple Relations and Step Functions. 2-tuple relations play a key role for the impli-
cation problem of MVDs+FDs: if an implication fails, then there exists a witness consisting
of only two tuples [SDPF81]. We define a step function as the entropy of the empirical
distribution of a 2-tuple relation; R = {t1,t2}, t1 # t2, and p(t1) = p(t2) = 1/2. We denote
the step function by hy, where U C () is the set of attributes where 1, ¢y agree. One can

check:
0 ifwWcCUuU
hy(W) = ~ (2.9)
1 otherwise

To see why, observe that, by definition, for every set of attributes W C U we have that ¢,
and ty agree on all attributes in W (i.e., t1[W] = to[W]). Hence, hy (W) = 1log1l = 0. On
the other hand, if W € U, then t;[W] # to[W], and computing the entropy gives us that
hy(W) = Llog2+ Llog2 = 1. If we set U = Q in (2.9) then hg = 0. That is, ho(W) =0
for all W C Q, and hence, hq is equivalent to the function that always returns 0. Unless
otherwise stated, in this paper we do not consider hq to be a step function. Thus, there are
2" — 1 step functions and their set is denoted S,,. We will use the following fact extensively

in this paper: I, (Y; Z|X) =11 X CU and Y, Z Z U, and I, (Y; Z| X) = 0 otherwise.
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We now present two simple polymatroids that correspond to the entropic functions of
the distributions in Figure 1.

Example 2.6. Consider the relational instance in Fig. 1 (a). Its entropy is the step
function hy,p, (W), which is 0 for W C UjUsz and 1 otherwise. R = X; — X» because
h(X2|X1) = h(X1X2) —h(X1) =1—-1=0, and R = Uy — X; because h(X1|U1) =
h(X1U1) — h(Up) =1 — 0 0.

Example 2.7. The relational instance R = {(z,y,2) | +y+ 2z mod 2 =0} in Fig. 1
(b) is called the parity function. Its entropy is h(X) = A(Y) = h(Z) = 1, h(XY) =
MXZ) = h(YZ) = h(XYZ) = 2. We have that R = Y L Z because I;(Y;Z) =
hY)+h(Z)—h(YZ)=14+1—-2=0,but REY L Z|X because I,(Y;Z|X) = 1. To see
this, observe that:

L(Y; Z|X) = hM(XY) + h(XZ) — h(X) — (XY Z)
—242-1-2
=1

2.3. Discussion. This paper studies exact and approximate implications, expressed as
equalities or inequalities of entropic functions h. For example, the augmentation axiom
for MVDs [BFH77] A — B|CD = AC — B|D is expressed as I;(B;CD|A) = 0 =
I,(B; D|AC) = 0, which holds by the chain rule (2.7). Thus, our golden standard is to prove
that (in)equalities hold for all entropic functions h € I'}.

Fix a set A C RV in an N-dimensional euclidean space with distance metric d. The
topological closure of A is defined as:

cl(A) d:ef{xeRN|V€>0,HseA:d(s,x) <e}

Equivalently, ¢l (A) consists of all limits of convergent sequences in A. The set A is called
topologically closed if A = cl(A). The topological closure enjoys the following basic property:
if f:RY — R is any continuous function, and f(x) > 0 for all x € A, then f(x) > 0 for
x € cl(A). Yeung [YeuO8| has proven that, when n > 3, then I'} is not topologically closed,
in other words, I’} C cl(I'}). The elements of the set cl(I'}) are called almost entropic
functions. Equivalently, a function g is almost entropic if it is the limit of a sequence
of entropic functions. It follows immediately from our discussion that, if an inequality
holds for all entropic functions h € I'}, then, by continuity, it also holds for all almost
entropic functions h € cl (I'}). However, this observation does not extend to implications of
(in)equalities; Kaced and Romashchenko [KR13] gave an example of an exact implication
that holds only for entropic functions but fails for almost entropic functions. Thus, when
discussing an EI, it matters whether we assume that it holds for I'} or for cl (I'}). The only
result in this paper where this distinction matters are the two main theorems in Section 5:
the negative result Theorem 5.1 holds for both I'} and for ¢l (I}), while the positive result
Theorem 5.2 holds only for ¢l (I'} ). The results in Section 4 apply to any set of polymatroids
K that contains all step functions, i.e. S, € K C I'j, thus they apply to both I';, and
cl (")), while those in Section 6 and Section 7 are stated only for I',, and only for (the conic
closure of) S, respectively.
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3. DEFINITION OF THE RELAXATION PROBLEM

We now formally define the relaxation problem. We fix a set of variables Q = {X1,..., X, },
and consider formulas of the form o = (Y;Z|X), where X,Y,Z C Q, which we call a
conditional independence, CI; when Y = Z then we write it as X — Y and call it a

conditional. An implication is a formula ¥ = 7, where Y is a set of Cls called antecedents

and 7 is a CI called consequent. For a CI o0 = (B;C|A), we define h(o) &f I,(B; ClA)

(see (2.5)), for a set of CIs X, we define h(X) &f Y eex M(0). Fix aset K s.t. S, C K CTy,.

We recall that S, is the set of step functions, and that I';, is the set of polymatroids.

Definition 3.1. The ezact implication (EI) ¥ = 7 holds in K, denoted K =gy (X = 7)
if, for all h € K, h(X) = 0 implies h(7) = 0. The A-approximate implication (A-APXI)
holds in K, in notation K = \-h(X) > h(7), if Vh € K, X\ - h(X) > h(7). The approzimate
implication holds, in notation K [Eapx1 (X = 7), if there exist a A > 0 such that the A-ApxI
holds.

We will sometimes consider an equivalent definition for ApXI, as > s Aoh(o) > h(7),
where A\, > 0 are coeflicients, one for each o € 3; these two definitions are equivalent, by
taking A = max, A\,. Notice that both EI and APXI are preserved under subsets of K in
the sense that K; C Ky and Ky =, (¥ = 7) implies K =, (X = 7), for = € {EI, ApxI}.

APpxI always implies EI. Indeed, h(7) < A-h(X) and h(X) = 0 imply h(7) < 0, which
further implies h(7) = 0, because h(7) > 0 for every CI 7, and every polymatroid h. In this
paper we study the reverse.

Definition 3.2. Let Z be a syntactically-defined class of implication statements (X = 7), and
let K CT,,. We say that Z admits a relazation in K if every implication statement (X = 1)
in Z that holds exactly also holds approximately: K g1 ¥ = 7 implies K [Fapxr 2 = 7.
We say that Z admits a A-relazation in K, if every EI admits a A-ApXI.

If K1 € Ky and 7 admits a A-relaxation in K7j then, in general, it does not necessarily
admit a A-relaxation in Ko, nor vice versa. However, the following more limited fact holds:

Fact 3.3. If 7 admits a A-relaxation in K, then it also admits a A-relaxation in cl (K).

Proof. Let ¥ = 7 be a ClI statement in the syntactic class Z, and suppose ¢l (K) g1 (X = 7).
Then K [=g1 (¥ = 7). Since Z admits a A-relaxation in K, we have K [Eapx1 (X = 7), or,
equivalently, Yh € K : X\ - h(X) > h(7). By continuity, Yh € cl (K) : Ah(X) > h(7), proving
the claim. ]

Example 3.4. Let ¥={(A; B|0), (A;C|B)} and 7=(A;C|0). By the chain rule (2.7), we
have that

I(A; BC) = I (A; B|0) + I(A; C|B) and

In(A; BC) = In(A; C|0) + In(A; B|C) = In(A; C|0)

Hence, I;,(A; C|0) < I,(A; B|0)+1,(A; C|B). Therefore, the exact implication T, Frr X = 7
admits a 1-ApxI.
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4. RELAXATION FOR FDs AND MVDs: ArLways POSSIBLE

In this section we consider the implication problem where the antecedents are either saturated
ClIs, or conditionals. This is a case of special interest in databases, because the constraints
correspond to MVDs, or FDs. Recall that a CI (B;C|A) is saturated if ABC = Q (i.e., the
set of all attributes). Our main result in this section is:

Theorem 4.1. Assume that each formula in ¥ is either saturated or a conditional (e.g.,
Z — X ), and let T be an arbitrary CI. Assume S,, |Fg1 X = 7. Then:

(1) Ty b= 0 h(3) > h(7).
(2) If T is a conditional, then T, = h(X) > h(7).

Before we prove the theorem, we list two important consequences.

Corollary 4.2. Let X consist of saturated Cls and/or conditionals, and let T be any CI.
Then Sy, g1 X = 7 implies Ty, Ep1 X = 7.

Proof. It S,, Egr ¥ = 7 then Yh € Ty, h(7) < %Qh(E), thus h(X) = 0 implies h(r) = 0. []

The corollary implies that if 3, 7 are restricted to saturated Cls and/or conditionals,
then the Exact Implication problem is the same for S, as it is for any other set K where
S, CKCT,,.

The corollary has an immediate application to the inference problem in graphical
models [GP93]. There, the problem is to check if every probability distribution that satisfies
all CIs in ¥ also satisfies the CI 7; we have seen that this is equivalent to I'} =g ¥ = 7.
The corollary states that it is enough that this implication holds on all of the uniform
2-tuple distributions, i.e., S,, g1 2 = 7, because this implies the (even stronger!) statement
'y, Egr ¥ = 7. Decidability (i.e., for exact implication) was already known: Geiger and
Pear]l [GP93] proved that the set of graphoid axioms is sound and complete for the case
when both 3 and 7 are saturated. Specifically, the equivalence between saturated Cls
and MVDs [GP93] enables the application of the polynomial implication algorithm devised
for MVDs [Bee80] which, in this setting where both ¥ and 7 are saturated, has a run-
time complexity of O(|X|n?). Gyssens et al. [GNG14] improve this result by dropping any
restrictions on 7.

The second consequence is the following:

Corollary 4.3. Let X, 7 consist of saturated Cls and/or conditionals. Then the following
two statements are equivalent:

(1) The implication ¥ = T holds, where we interpret ¥, 7 as MVDs and/or FDs.
(2) r, ):EIE:>T.

Proof. We have shown right after Lemma 2.2 that (2) implies (1). For the opposite direction,
by Th. 4.1, we need only check S, |Err ¥ = 7, which holds because on every uniform
probability distribution a saturated CI holds iff the corresponding MVD holds, and similarly
for conditionals and FDs. Since the 2-tuple relation satisfies the implication for MVDs+FDs,
it also satisfies the implication for Cls, proving the claim. []

Wong et al. [WBWO00] proved that the implication for MVDs is equivalent to that of the
corresponding saturated CIs (called there BMVD); they did not consider FDs. For the proof
in the hard direction, they use the sound and complete axiomatization of MVDs in [BFHT77].
In contrast, our proof is independent of any axiomatic system, and is also much shorter.
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Finally, we notice that the corollary also implies that, in order to check an implication
between MVDs and/or FDs, it suffices to check it on all 2-tuple databases: indeed, this is
equivalent to checking S, =gr ¥ = 7, because this implies Item (2), which in turn implies
item (1). This rather surprising fact was first proven in [SDPF81].

The proof of Theorem 4.1 follows from a series of lemmas, and a Theorem that is of
independent interest, that we prove next. Before proceeding, we note that we can assume
w.l.o.g. that ¥ consists only of saturated Cls. Indeed, if 3 contains a non-saturated term,
then by assumption it is a conditional, X — Y, and we will replace it with two saturated
terms: (Y;Z|X) and XZ — Y, where Z = Q\ XY. Denoting 3’ the new set of formulas,
we have h(X) = h(X'), because h(Y|X) = I,(Y; Z|X) + h(Y|X Z). Thus, we will assume
w.l.o.g. that all formulas in X are saturated.

We say that a CI (X;Y|Z) is elemental if | X| = |Y| = 1.

Lemma 4.4. Every CI 7 = (X;Y|Z) can be written as a sum of m + nx - ny elemental
terms where m = | X NY \ Z|, nx = |X \YZ|, and ny = |Y \ XZ|. Furthermore, it holds
2

that m +nx -ny < 7.

def

Proof. By Lemma 2.5 we have that h(7) = h(Bxy|Z)+1,(X';Y'|Z) where Bxy = XNY'\ Z,
X' =X\YZ, and Y =Y \ XZ. By the chain rule, h(Bxy|Z) and I,(X';Y'|Z) can be
written as the sum of m = |Bxy|, and | X’|-|Y’| = nxny elemental terms respectively. Since
Bxy, X', and Y/ are pairwise disjoint, then m + nx + ny < n. Therefore:

(n—m)
1

n2 — 2m?2 4+ m?2
<m+ m<n

m+nx-ny <m+

Where the last transition follows by observing that im(él —m) < 1 for all integral m (e.g.,
for m € {1,3} then 3m(4 —m) = 2, and for m = 2, 1m(4 —m) = 1). Since the number of

elemental terms is integral then m +nx - ny < "72 as required. []

Theorem 4.1 follows from the next result, which is also of independent interest. We say
that o covers 7 if all variables in 7 are contained in o; for example o = (abc;d|e) covers

T = (cd; be). Then:

Theorem 4.5. Let 7 be an elemental CI, and suppose each formula in X covers 7. Then

Sn Err (X = 71) implies T'y, = h(1) < h(2).

Notice that Theorem 4.5 immediately implies Item (1) of Theorem 4.1, because by
Lemma 4.4 every 7 = (Y; Z|X) can be written as a sum of at most n?/4 elemental terms.
In what follows, we prove Theorem 4.5, then use it to prove item (2) of Theorem 4.1.

Finally, we consider whether (1) of Theorem 4.1 can be strengthened to a 1-relaxation;
we give in Th. 4.11 below a sufficient condition, whose proof uses the notion of I-measure
(Section 8), and leave open the question whether 1-relaxation holds in general for implications
where the antecedents are saturated ClIs and conditionals.
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Definition 4.6. We say that two Cls (X;Y|Z) and (A; B|C) are disjoint if at least one of
the following four conditions holds: (1) X CC, (2) Y CC,(3) AC Z,or (4) BC Z.

If 7= (X;Y|Z) and 0 = (A; B|C) are disjoint, then for any step function hyy, it cannot
be the case that both hy (7) # 0 and hyy (o) # 0. Indeed, if such a W exists, then Z,C C W
and, assuming (1) X C C (the other three cases are similar), we have ZX C W thus
hw (1) = 0.

Lemma 4.7. Suppose S, [=r1 £ = 7, where 7 = (X;Y|Z). Let 0 € ¥ such that 7,0 are
disjoint (Def. 4.6). Then: S, g1 (2\{o}) = 7.

Proof. Let ¥/ & 50\ {o}. Assume by contradiction that there exists a step function hy
such that hy (X') = 0 and hy (1) = 1. Since o, 7 are disjoint, hy (o) = 0. Then hy (X) = 0,
contradicting the assumption S,, Fpr X = 7. []

4.1. Proof of Theorem 4.5. The following holds by the chain rule, and will be used later
on.

Lemma 4.8. Let 0 = (A; B|C) and 7 = (X;Y|Z) be Cls such that X CA, Y C B, CCZ
and Z C ABC. Then, I';, = h(1) < h(o).

Proof. Since Z C ABC, we denote by Z4y = ANZ, Zg=BNZ,and Zoc = CN Z. Also,
we define A’ = A\ (Z4UX) and B' = B\ (ZpUY). So, we have that: I(A4;B|C) =
I(ZAA'X; ZgB'Y |C). By the chain rule, we have that:

I(ZAA'X; ZgB'Y|C) = I(Za; Zp|C) + I(A'X; Z|CZa) + 1(Za; BY|ZpC)
+I(X;Y|CZAZB) + I(X; B'|CZaZpY) + I(A; BY |CZAZ5X)

Noting that Z = CZaZp, we get that I(X;Y|Z) < I(A; B|C) as required. ]

We now prove theorem 4.5. We use lower case for single variables, thus 7 = (z;y|Z)
because it is elemental. We may assume w.l.o.g. that neither x nor y are in Z: z,y € Z
(otherwise I (z;y|Z) = 0 and the lemma holds trivially). The deficit of an elemental CI
T = (z;y|Z) is the quantity | — Z|. We prove by induction on the deficit of 7 that
Sp Er1 ¥ = 7 implies I'), = h(7) < h(X).

Assume S,, Fg1 (2 = 7), and consider the step function hy at Z. Since hz(7) = 1,
there exists o € X, written 0 = (A; B|C), such that hz(o) = 1; this means that C C Z,
and A, B € Z. In particular z,y ¢ C, therefore x,y € AB, because o covers 7. If x € A
and y € B (or vice versa), then I';, = h(7) < h(o) by Lemma 4.8, proving the theorem.
Therefore, we assume w.l.o.g. that z,y € A and none is in B. Furthermore, since B Z Z,
there exists u € B — Z.

Base case: 7 is saturated. Then u ¢ xyZ, contradicting the assumption that 7 is
saturated; in other words, in the base case, it is the case that x € A and y € B.
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Step: Let Z4 = ZNA, and Zp = ZNB. Since C C Z, and 0 = (A4; B|C) covers T, then
Z = Z,ZpC. We also write A = xyA’'Z 4 (since z,y € A) and B = uB'Zp. So, we have
that 0 = (A4; B|C) = (xyA'Z4;uB’'Zp|C), and we use the chain rule to define o1, oa:
h(o) =In(zyA'Za;uB'Zp|C) = In(xyA' Za;uZp|C) + I (vyA'Za; B'|uCZp)
—_—————

def def
=01 =02

We also partition X s.t. h(X) = h(o1) + h(X2), where X9 e (X\ {o})U{o2}. Since o3 is a
saturated CI (i.e., contains all variables in o, which is saturated), then 3 is saturated as
well (i.e., contains only saturated Cls).

Next, define 7/ df (z;uy|Z) and use the chain rule to define 71, 7o:

h(z;y|Z) < In(x;uy|Z) = In(zsulZ) + In(x; yluZ) (4.1)
—— ~— —— ~——
T T/ def def

By Lemma 4.8, T';, = h(o1) > h(71). We will prove: S,, g1 X2 = 72. This implies the
theorem, because Yy is saturated, so by the induction hypothesis, I';, = h(X2) > h(12)
(since the deficit of 7 is one less than that of 7), and the theorem follows from h(X) =
h(o1) + h(X2) > h(71) + h(12) = h(7") > h(7). It remains to prove S, Fr1 X2 = 72, and we
start with a weaker claim:

Claim 4.9. S, 'ZEI ¥ = 1.
Proof. By Lemma 4.8 we have that
W) = In(eyA'Za; uB'Z|C) > Tn(wy; ulZ) = Lu(y; ulZ) + Ln(w: ulyZ).

Therefore, T',, Fr1 ¥ = (z;ulyZ), and in particular, S, Frr ¥ = (z;ulyZ). Since
Sn Er1 X = (z;y|Z) (i.e., by assumption), then by the chain rule we have that S,, Fg1 ¥ =
(z;uy|Z) = 7', and the claim follows from (4.1). ]

Finally, we prove S,, Frr Y2 = 72. Assume otherwise, and let hyy be a step function such
that hy (m2) = In,, (z;y/uZ) = 1, and hy (X2) = 0. This means that uZ C W. Therefore
uZp C W, implying I, (xyA'Za;uZp|C) = hw(o1) = 0 (because uZpC C uZ). Therefore,
hw (2) = hw(o1) + hw(X2) = 0, contradicting the fact that S,, g1 ¥ = 72. A more direct
way to see this is to observe that o1 and 7 are disjoint (Definition 4.6). Hence, by Lemma 4.7
we have that S, g1 X\ {01} = 72, and the result follows by noting that ¥\ {01} = Xo.

4.2. Proof of Theorem 4.1 Item 2. We now prove Item 2 of Theorem 4.1. That is, we
show that if 7 is a conditional Z — X and S,, g1 X = 7, then I'), = h(X) > h(7).
For the following lemma, we recall that by the chain rule for entropies (see (2.6)), we

have that for a conditional 7 = Z — uX we have that:

h(1) =h(Z — uX) = h(uX|Z)\:f/h(u\Z) +h(XuZ)=h(Z = u)+h(uZ - X) (4.2)

(2.6) TI 2

Lemma 4.10. Let X be a set of saturated Cls s.t. S, Egr1 X = 7. Suppose 7 = (Z — uX),
and define 1y = (Z — u), 7o = (uZ — X) (see (4.2)); thus, h(1) = h(m1)+h(m2). Then, there
exists X1 and 3o such that: (1) h(X) = h(X1)+h(22). (2) X1 covers 11 and S, Fg1 X1 = 1.
(8) X9 is saturated and S, FEg1 Yo = To.
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Proof. We partition ¥ into X1 and X9 as follows. For every o = (A; B|C) € X, if u € C then
we place o in Yo. Otherwise, assume w.l.o.g that u € A, and we write A = uAzAx A’ where
Az =ANZ, Ax =ANX, and A = A\{uAzAx}. We use the chain rule to define o1, o9:

Ih(A; B|IC) = In(uAzAx A'; B|C) = I (uAz; B|C) + I(Ax A’; BluAzO) (4.3)

def def
=01 =02

We place o7 in 31, and o9 in ¥. We observe that oy covers 7 (because Z = AzB;Cy C
AzBC) and o9 is saturated. Furthermore, h(31)+h(X2) = h(X). We prove S,, Fgr1 £1 = 7.
By assumption, S, g1 £ = 71 = (Z — u). Let any o2 = (A4; B|C) € X9; since u € C, by
Lemma 4.7 we can remove it, obtaining S, =g X\ {02} = 71; repeating this process proves
S, Err 21 = 71. Finally, we prove S, g1 X2 = 7. By assumption, S, Fpr ¥ = 7o =
(uZ — X). Let any 01 = (uAz; B|C) € ¥y; since udyz C uZ, by Lemma 4.7 we can remove
it, obtaining S,, g1 X \ {01} = 7o; repeating this process proves S, g1 X2 = 7. ]

We now complete the proof of Theorem 4.1 item 2. Let 7 = (Z — X)), and ¥ be saturated
(recall that by our assumption 3 contains only saturated CIs). We show, by induction on | X|,
that if S,, Fr1 £ = 7 then Iy, = h(7) < h(X). If | X| =1, then X = {z}, h(z|Z) = I (z; x| 2)
is elemental, and the claim follows from Th. 4.5. Otherwise, let u be any variable in X, write
T =(Z — uX’), and apply Lemma 4.10 to 7 = (Z — u), 72 = (Zu — X'), which gives us a
partition of ¥ into X1, X9 such that h(X) = hA(X1)+h(X2). On the one hand, S, Fgr X1 = 71,
and from Th. 4.5 we derive h(m1) < h(X;) (because 71 is elemental, and covered by Xi);
on the other hand S,, g1 Y2 = 7 where Xy is saturated, which implies, by induction,
h(m2) < h(X2). The result follows from h(7) = h(m1) + h(m2) < h(X1) + h(X2) = h(X),
completing the proof of Theorem 4.1.

4.3. A special case. In Theorem 4.11 we show that under the assumption that the set
of CIs in ¥ is pairwise disjoint (Definition 4.6), we also obtain a 1-relaxation. The rather
technical proof that relies on the I-measure is deferred to Section 8, where we present the
I-measure.

Theorem 4.11. Let 3 be a set of saturated, pairwise disjoint CI terms (Def. 4.6), and T be
a saturated CI. Then, S, =g1 (X = 7) implies I'y, = h(T) < h(X).

5. RELAXATION FOR GENERAL CIS

We now extend our discussion from saturated CIs and conditionals (or, equivalently, FDs
and MVDs), to arbitrary Conditional Independence statements. We prove two results in
this section. First, we prove that relaxation fails in general, and, second, we prove that a
weaker form of relaxation holds.

In both results the relaxation problem is considered in ¢l (I'}). Recall that our golden
standard is to check whether the relaxation problem holds in I';,. As we saw, when the
constraints are restricted to FDs and MVDs, then the relaxation problem is the same in S,
in I'}, in cl(I}), and in T',,. But for general constraints, these relaxation problems differ.
Our first result in this section (the impossibility result) also holds in I'}, by Fact. 3.3, but
we leave open the question whether the second result (weak relaxation) holds in I'.

We state formally the two results in this section:
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Theorem 5.1. There exists ¥, with four variables, such that cl(I'}) g1 (X = 7) and

Theorem 5.2. Let 3,7 be arbitrary Cls, and suppose cl (I'}) gt X = 7. Then, for every
€ > 0 there exists A > 0 such that, for all h € cl(I'},):

h(r) <A-h(S) +e - h(Q) (5.1)

We will prove both theorems shortly. Before we do this, however, we provide some
background and context for these theorems, which requires us to review the concept of cones.

5.1. Cones. Both theorems 5.1 and 5.2 are best understood when viewed through the lens
of convex analysis, in particular cones. We briefly review cones here, and refer to [Sch03,
Stu93, BV04] for more details. Fix some number N > 0. A set K C R” is called a cone, if
for every x € K and 0 > 0 we have that fx € K. A set C C RY is called convez if, for any
two points x1,x2 € C and any 0 € [0, 1], 6x; + (1 — 0)x3 € C. Unless otherwise stated, in
this paper every cone will be assumed to be convex. The intersection of a, not necessarily
finite, set of convex cones is also a convex cone. The conic hull of a set C C R, in notation
conhull (C), is the smallest convex cone that contains C, or, equivalently, it is the set of
vectors of the form 6;xy + - - - + Oxxy, where k > 0, x1,...,x, € C, and 0; > 0,Vi € [k].

Fix a vector u € RY. The set K = {x | x-u <0} is a convex cone called a linear
half-space. A polyhedral cone is the intersection of a finite number of linear half-spaces.
Equivalently, K is polyhedral if K = {x | x-u; <0,...,xu, <0}, where ug,...,u, € RY
are fixed vectors, or, also equivalently, K = {x | x' A <0} where A € RV*" is a matrix.
A cone K is called finitely generated if K = conhull (C) for some finite set ¢ C RY;
equivalently, K is finitely generated if> K = {Az | z € R™,z > 0}, for some matrix A €
RNXm  Results by Farkas, Minkowski, and Weyl imply that a cone is finitely generated iff it
is polyhedral [Sch03, pp.61].

As we discussed, an entropic function, or a polymatroid h : 20" — R4 can be seen

as a vector h € RY, where N def 2™, in other words I'},I",, C RY. By definition, T,
is a polyhedral cone, hence it is a finitely generated, convex cone. Yeung [YeuO8] has
proven that, when n > 3, then I'} is neither convex, nor a cone, but its topological closure
cl(I'}) is always a convex cone. When n < 3, cl(I'}) = T, and thus cl(I'}) is finitely
generated. For n > 4, cl(T'}) is not finitely generated [Mat07]. A conditional entropy
h(B|A) = h(AB) — h(A) is equal to u-h where u € R" is the vector having +1 on the
dimension AB, —1 on the dimension A, and 0 everywhere else. Similarly, the mutual
information Ij,(B;C|A) = h(AB) + h(AC) — h(ABC) — h(A) equals v - h where v is a
vector with two +1’s corresponding to dimensions AB and AC, two —1’s corresponding to
dimensions ABC' and A, and the rest 0.

This discussion justifies phrasing the relaxation problem as follows. Fix a convex
cone K C RV, and let yo,y1,...,ym be m + 1 vectors in RY. Relaxation asks whether
statement (5.2) below implies statement (5.3):

Vx € K : xy1 <O0A- AXyn <0=>xyy<0 (5.2)
391,...,9m,VX€K2 X Yo §01x-y1+---—|—9mx-ym

3Here, and throughout the paper, the inequality z > 0 means component wise inequalities.
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When each y; has the property x-y; > 0 for all x € K (as is the case with the vectors
defining h(B|A) and Ij,(B;C|A)), then the condition x-y; < 0 is equivalent to x-y; = 0, and
statement (5.2) is an Exact Implication. Furthermore, we can set all 6;’s in statement (5.3) to
be equal to A def max; 6;, because x-y; > 0 implies >, 0;xy; < A) . x-y;, and statement (5.3)
is an Approximate Implication. If we view relaxation at this level of generality, then it is
easy to find cases where relaxation holds, and where relaxation fails:

Theorem 5.3. (1) If K is finitely generated, then statement (5.2) implies statement (5.3).
(2) There exists a convex cone K C R3 where statement (5.2) does not imply statement (5.3).

Proof. (1) We give here a quick and simple proof based on Farkas lemma; in the next
section we give in Theorem 6.1 a slightly more elaborate proof, based on the strong duality
property (which is a consequence of Farkas’ lemma), in order to obtain an upper bound on
the relaxation coefficient.

More precisely, we use here the following version of Farkas lemma [Sch03, pp.61, Corollary
5.3a]. For any matrix A € RV*M and vector y € RY the following two statements are
equivalent:*

o Vx € RV, xTA < 0 implies xTy < 0.

e There exists z € RV, z > 0 such that Az =y.

If K is finitely generated, then it is polyhedral, hence K = {x | x"u; <0A--- AxTu, < 0}.
Let A be the N x (r + m) matrix whose columns are the vectors uj,...,u,,y1,...,¥m-
Then, statement (5.2) can be written equivalently as:

vx € RN : XTASO:>XTy§O

Farkas lemma implies the existence of a vector z € R™™™ such that z > 0 and Az = y.
Denoting its components as z = (v1,...,%,01,...,0py), we have y = (3_; vju;) + (32, 0iyi)
and therefore:

Vx e K: xy = vxewy) + (O 0xyi) <Y hixy
j i i

since x-u; < 0, proving the claim.
(2) Let K C R? be the following cone:
K = {(x1,22,23) | 11 > 0,33 > 0, 2123 > 23}

Equivalently, K is the positive semidefinite cone [BV04], i.e. the set of semi-positive definite
2 X 2 matrices:

Kd:ef{Ad:ef<ac1 2 ) | Vu € R? : u’ Au > 0}
Tro I3

It is immediate to check that K is a convex cone. Then K satisfies the following Exact
Implication:

V(z1,29,23) € K: 21 <0=129<0
because 1 < 0 is equivalent to z; = 0, implying x% < 0 thus 292 = 0. However, K does not
satisfy the corresponding Approximate Implication, more precisely the following is false:
N> 0,V(z1,20,23) € K 29 < A1y (this is false)

4The first statement is normally given with > 0 instead of < 0. It is easy to revert the inequality by
replacing A,y with —A, —y.
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Indeed, for every choice of A > 0, choose 0 < x1 < 1/A, and let 2o = 1, 3 = 1/z1. Then
(r1,29,23) € K, yet xg > Ax1. ]

5.2. Proof of Theorem 5.1. For n < 3, the set ¢l (I'}) is a polyhedral cone, and relaxation
holds, by Theorem 5.3 (1). Thus, we need a counterexample with n = 4 jointly distributed
random variables. The cone cl (FZ) is a subset of R0 hence the counterexample needed to
prove Theorem 5.1 will be more complex than that used to prove Theorem 5.3 (2). For that
purpose, we adapt an example by Kaced and Romashchenko [KR13, Inequality (Z5') and
Claim 5], built upon an earlier example by Matus [Mat07].

Let ¥ and 7 be the following;:

% ={(C;D|A),(C; D|B), (4; B), (B;C|D)} T =(C; D) (5.4)
We first prove that, for any A > 0, there exists an entropic function h such that:
In(C; D) >X - (In(C; D|A) + In(C; D|B) + In(4; B) + 1(B; C|D)) (5.5)

Indeed, consider the distribution shown in Fig. 1 (c) (from [KR13]), where 0 < e < 1/2. We
will prove that for this distribution, the following identities hold:

I,(C; D) =¢ + O(£?) (5.6)
I5(C; D|A) =I,(C; D|B) = In(4; B) =0 (5.7)
I4(B; C|D) =0(¢?) (5.8)

These three identities prove Eq.(5.5), by choosing £ small enough. These equalities were
stated in [KR13, Claim 5], but no proof was provided; for completeness, we include here
their proofs. In general, if X, Y are two joint random variables, then the conditional entropy
h(Y'|X) satisfies the following equality: h(Y'|X) = > p(X = 2)h(Y|X = x), where x ranges
over the outcomes of the random variable X, h(Y|X = z) is the standard entropy of the
random variable Y conditioned on X = z, and, by convention, p(X = z)h(Y|X =2) =0
when p(X = z) = 0. Similarly, I,(Y; Z|X) = >, p(X = 2)I;,(Y; Z|X = z). Furthermore,
Y, Z are independent random variables iff I,(Y;Z) = 0. Therefore, the expressions in
Eq. (5.7) become:

In(C DIA) =(1 — 26)I5(C; D|A = 0) + 2eI,(C; DA = 1) = 0 +0 = 0
1,(C; D|B) :%Ih(C; DIB=0) + %Ih(C; DB=1)=0+0=0
Iy(A; B) =0

In the first line we used the fact that when A = 0 then C is constant and thus C, D are
independent, and when A = 1 then D is constant. The same argument applies to the second
line. For the last line it suffices to check that A, B are independent: p(A = 1) = 2¢, p(B =
1)=1/2,and p(A=1,B=1)=e=p(A=1)-p(B =1). (It is standard that the other
combinations of values for A and B follow, for example p(A=1,B=0)=p(A=1)—p(A =
1LB=1)=p(A=1)—p(A=1)p(B=1)=p(A=1)(1 -p(B=1))=p(A=1)p(B=0).)
This proves Eq. (5.7).

For the proof of identities (5.6) and (5.8), we start by listing explicitly the probability
distribution of C, D, then expand I (B;C|D) = p(D = 0)I;(B;C|D = 0) + p(B;C|D =
1) and list explicitly the probability distribution of B,C conditioned on D = 0 (since
In(B;C|D =1) =0):



Vol. 18:1 INTEGRITY CONSTRAINTS REVISITED 5:19

7 D B C

0 0 1/2 0 0 (1/2-¢)/(1/2+e) El-e-e
0 1 1/2-¢ 0 1 ¢/(1/2+¢) e

1 0« 1 0 ¢/(1/2+¢) e,

where e1 = g9 = O(e) (we use different symbols 1, €2, even though they are equal, to make
it easier to follow the calculations below). These two distributions are quite different (the
first has the probability mass split almost 1/2 and 1/2, the second has the entire mass
concentrated on the first outcome) and we need different techniques to compute the mutual
information I, (- --). We begin with I;,(C; D):

1,(C; D) =h(D) — h(D|C) = k(D) — p(C = 0)K(D|C = 0) = h(D) — (1 — £)h(D|C = 0)

For any number z € (0,1), denote by B(z) a Bernoulli random variable X, with outcomes

p(X =0) =1—2 and p(X = 1) = . We denote by f(z) its entropy, and f'(x), f"(z) its

derivatives:

f(x) = —(zlogx + (1 —2z)log(l —xz)) = —(zlnz+ (1 —x)In(1 —x))loge

fl(z)= (lnx—ln(l—x))loge
(

() =

Notice that f'(1/2) = 0, and f"(1/2) = —4loge ~ —5.77. We use Taylor’s expansion to
compute f in a vicinity of 1/2. For 0 < 6 < 1/2, there exists 7 € (0,6) such that:

1
+7)loge

f(/2=0)=f(1/2) +0f'(1/2) + 9221”'(1/2 —7)=1-0(6%
The distribution of D is simply B(1/2 — ¢), and the distribution of D|c_q is B (1{‘:5) —
B(1/2 — §) where 6 = O(¢), therefore:
1,(C:D) =f(1/2— &) — (1 — ) f(1/2 — )
=1-0(e?) — (1 —e)(1 — 0(6%)
=+ 0(6%) — O(?)

which proves (5.6).
Next, we compute I (B; C|D = 0), for which we apply the formula

. — . o p(X:.CI},Y:y)
=2 pX =aY =yl ®p(X =2)p(Y = )

We denote by po(—) o p(—|D = 0), therefore:

1l—¢1—¢ €1 €2
In(B;C|D=0)=(1—¢1 — 1 log —— log—————
w(B; ) =(l—e1—22) Og(l—sQ)(1—51)+€1 0g(1—62)51+€2 Og52(1—51)
1—61—52 1 1
=(1—¢e; —e9)l log — log —
(I—e1—e)log sy +eals g~ +eleg—y

=—((1—e1—e2)In(l —eg) + e1In(1 —&2) + e2In(1 — 1)) loge
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where:
(1—52)(1 —81) _ £1€2
1—¢e1—¢9 1—¢e1—¢9
Finally, we use the fact that —In(1 — ) = O(x) and obtain:
Ih(B;C‘D = 0) :(1 — &1 — 62)0(80) + 810(62) + 620(81) = 0(8182)

which proves equation (5.8)

Next, we prove cl(I'}) =g (X = 7). This follows from an inequality initially proven by
Matis [Mat07], then adapted by [KR13]. For completeness, we review here that inequality,
starting with the statement of Theorem 2 in [Mat07], which asserts that for every entropic
vector h € I'; over 5 variables, and every natural number & > 1:

k(k — 1)
2

€0 =1- = 0(6152)

k (|:|13724 + A34|5 + A45|3) + A35‘4 + <A24|3 + A34‘2> -h >0

where, using our notation:

Ayzx-h CL(Y5Z1X) Oapeph ©10(C; DIA) + 1n(C; D|B) + In(A; B) = In(C: D)
Substituting A =1,B=3,C =4,D =2, F =5 in Matus’s inequality and dividing by k, we
obtain the following (which is Eq.(ii) in Theorem 2 of [KR13]):

(In(C; D|A) + In(C; D|B) + In(4; B) — I(C; D))
1 k—1
+11(B; C|E) + In(C; BIB) + - In(B; E|C) + —— (In(C; D|B) + In(B; C|D)) > 0

Finally, we set E = D to obtain the following inequality, for all h € I'}, and k£ > 1:

k+3 k+1 1
10(C; D) <I4(C; DIA) + “L214(C: DIB) + 1n(4; B) + 2= 1u(B; CID) + - 1u(B; DIC)

(5.9)

By continuity, the inequality also holds for ¢l(I'}) too. We can prove now that the
Exact Implication ¥ = 7 holds in ¢l (I'};). Assume I,(C;D|A) = I;,(C; D|B) = I,(A; B) =
I;,(B; C|D) = 0. Then inequality (5.9) implies 0 < I,,(C; D) < +I,(B; D|C), for any k > 1.
Letting k — oo, implies I;,(C; D) = 0.

It is interesting to observe that inequality (5.9) is almost a relaxation of the implication
(5.4): the only extra term is the last term, which can be made arbitrarily small by increasing
k. Our second result generalizes this.

5.3. Proof and Discussion of Theorem 5.2. The proof of Theorem 5.2 follows from a
more general statement about cones:

Theorem 5.4. Let K C RN be a topologically closed, convex cone, and let yo,¥1,...,Ym
be m + 1 wvectors in RY. The following are equivalent:

Vx e K: X y1<0,....x yn<0=>x-y9<0 (5.10)
Ve > 0,3604,...,0,, > 0¥Vx € K, xyo < 01xy1 4+ -+ X Ym + €l1X]| o (5.11)

We first show that Theorem 5.4 implies Theorem 5.2. For this purpose we take K def
cl (I'}), which is a closed, convex cone [YeuO8]. Let ¥ = {(B1;C1|A1), ..., (Bm;Cml|A4mn)},
and 7 = (Bp; Cy|Ag). We define the vectors y; such that y;-h = I(B;; C;|A;), and notice

that the conditions y;-h < 0 and y;-h = 0 are equivalent, because I (B;; C;|A;) > 0 always
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holds. If the Exact Implication ¥ = 7 holds, then condition (5.10) holds. This implies

condition (5.11), and inequality (5.1) in Theorem 5.2 follows by setting A dof max; 0;, and
observing that ||h||lcc = h(Q2) (i.e., this is because max;cn h; = hy = h(Q)).

In the rest of this section we prove Theorem 5.4. While we only need the implication (5.10)
= (5.11), it helps to observe that the reverse holds too. Indeed, assuming x-y; < 0 for
i = 1,m, the condition (5.11) implies that, for every € > 0: x-yo < €||x||. By taking ¢ — 0
we obtain x-yg < 0.

To prove the implication (5.10) = (5.11) we need to review some properties of cones.
For any set C C RV, its dual, C* C RY is the following set:

o ¥y | vx € C,x'y > 0} (5.12)

It is immediate to check that C* is a topologically closed, convex cone (because C* is the
intersection of, possibly infinitely many, linear half-spaces, each of which is a topologically
closed, convex cone), formally: C* = ¢l (C*). We warn that the = in I'}, does not represent
the dual; the notation I'} for entropic functions is by now well established, and we adopt it
here too, despite its clash with the standard notation for the dual cone.

We need the following basic properties of cones:

(A) If L is a finite set, then conhull (L) is topologically closed.
(B) For any set K, cl (conhull (K)) = K**.

(C) If Ky and K are closed, convex cones then: (K;NKa)* = (cl (conhull (Kf U K;)))

Item (A) follows immediately from the definition: conhull ({x1,...,%,}) = {3, 0ix; |
01,...,0; € [0,1]}. Ttem (B) is well-known and non-trivial, see for example [Stu93, Fact 6].

Item (C) is perhaps less well-known, and we include the proof here. We will use
repeatedly the anti-monotonicity of (—)*: Cy C Cs implies C7 D C5. We first prove the
inclusion:

<c1 (conhuu (K;U KQ))> C(K1 N K>)* (5.13)

as follows: for i € {1,2}, K; O K1 N K>, which implies K} C (K; N K»)*, thus Kj U K5 C
(K1 N Ks)*. Eq. (5.13) follows from the fact that (K7 N K2)* is both a convex cone and
topologically closed. Next, we prove:

(K1 N Ky)* C <c1 (conhull (K7 U KQ))> (5.14)

For i € {1,2}, we have that K} C cl (conhull (Kf U K;)), and therefore it holds that

*

K D |cl <conhull (Kik UK;))) . Since K; and K9 are closed convex cones then
by item (B) it holds that K{* = K; and K3* = Kj. Therefore, for i € {1,2} we

have that K; D <cl <c0nhull (Ki“ UK;))) . From the above we get that K1 N Ky O

kK

<c1 (contun (K7 uK;))) , which implies (K N Kj)* C <cl (contun (K7 uK;)))

By item item (B) we have that (cl (connu (K7 U KQ))> — cl (conhull (K7 UK3)),
proving Eq. (5.14).
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We now have the tools needed to prove Theorem 5.4. Assume condition (5.10) holds,

and let € > 0 be some number. Denote by L def {-y1,—¥2,-.-,—Ym}. The LHS of the
implication (5.10) defines the set {x | x € K,xy; <0,...,xyn <0} ={x|xe€ KNL"}.
Thus, implication (5.10) states x € K N L* = x-yo < 0,, which is equivalent to —yo €
(K N L*)*. We rewrite this set as:

(K N L*)* =el (conhull (K* U L*)) Ttem (C)
—cl <conhu11 (K* Ucl (conhull (L)))) Ttem (B)
=cl (conhull (K* U conhull (L))> Ttem (A)
—cl (conhull (K* U L)) Definition of conhull (—)

Thus, —yo € cl (conhull (K*U L)) By the definition of the topological closure, for all
d > 0, there exists a vector in conhull (K* U L) that is d-close to —yq; in particular, we
choose § = £/N. Equivalently, there exists a vector e € RY such that ||e|| < /N and:

—yo + e Econhull (K* U L)
By definition of the cone hull, there exists u € K* and 64, ...,0,, > 0 such that:
—yot+te=u—01y1 — - —Onym

or, equivalently:

Oyr+ -+ 0mym —yo+e=uec K"
By the definition of K*, it follows that, for every x € K:

1xy1+ -+ 0pxym —Xyo +xe >0
Statement (5.11) follows by observing that |x-e| < N||X||oc - ||€]|co < €]]%]|co-

6. RESTRICTED AXIOMS: SHANNON INEQUALITIES

The results in the previous section are mostly negative: for general constraints, relaxation
fails, with the only exception of MVDs and FDs, where relaxation holds. In this section
we prove that relaxation holds in general for constraints that can be inferred using only
Shannon inequalities (monotonicity (2.2), and submodularity (2.3)). Equivalently, this
means interpreting the constraints over the set of all polymatroids, I',.

While the golden standard is the implication problem in cl (T'}), a study of the implication
problem in I'j, is important for several reasons. First, by restricting to Shannon inequalities
we obtain a sound, but in general incomplete (w.r.t. ¢l (I'})) method for deciding implications.
The incompleteness stems from the fact that the set of entropic functions (and their limit
points) cl(I'}) obey additional inequalities (and hence, implications) beyond those that
result from the Shannon inequalities. These are called non-Shannon-Type inequalities [2Y97,
MMRV02], and as their name suggests, they are not implied by the Shannon inequalities.
For example, Mat1s’s inequality (5.9) is a non-Shannon inequality. It holds only in cl(I'})
but fails in I'y,. Second, while generally incomplete, Shannon’s inequalities are complete for
characterizing the inequalities that hold under certain syntactic restrictions. In particular,
it follows from our results in Section 4 that they are complete for FDs and MVDs, and
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it follows from results in [Ken21] that they are complete for marginal CIs®: in both cases,
relaxation holds, with a factor A\ = n?/4.

We have already seen in Theorem 5.3 that exact implication of Cls relax over I';;. We
start by proving an upper bound on the coefficient of the relaxation.

Theorem 6.1. Let 3,7 be arbitrary Cls. If Ty, Egr X = 7, then Ty, |E h(7) < (2™)!- h(X).
In other words, Cls admit relazation over I',, with coefficient A < (2™)!.

Proof. We start by proving a lemma:

Lemma 6.2. Consider a system of linear equations, Ax = b, where A is an M x N matriz
with rank(A) = M. Suppose all entries in A and b are —1, 0, or 1. Then there exists a
solution = such that, for alli=1,N, |z;| < M!

Proof. Let Ag be a sub-matrix of A consisting of M linearly independent columns. W.l.o.g.
we can assume that these are the first M columns, and write A as A = [Ap|A41]. The
equation Ax = b becomes Agxrg + A1x1 = b, where x( represent the first M coordinates
of x, and x1 are the remaining N — M coordinates. We set 1 = 0, and solve Agxg = b
using Cramer’s rule: for all i = 1, M, (z9); = Ai/A, where A = det(Ap) # 0 and A; is the
determinant of the matrix Ag where the ¢’th column is replaced with . Each determinant
is the sum of M! terms, and each term is —1, 0, or 1. It follows that |A;| < M!, hence
[(x0)i] < M!/1= ML []

Next, we briefly review two facts from linear programming, see e.g. [Sch03]. Let
AeRMXN p e RM ¢ c RN, Then:

e The strong duality theorem states that the primal LP and the dual LP have the same
optimal values:

max{c'z |z € RN, 2> 0,4z <b} =min{y’b |y e RM,y > 0,974 > '}
e If the primal linear program has a finite optimal solution, then it has an optimal solution x

that is a vertex of the polytope {x € RV | x > 0, Az < b}. In particular, if r def rank(A),
then there exists an optimal solution z of the primal LP that satisfies Agz = b, where
Ap is some r X N sub-matrix consisting of r independent rows. As a consequence, if all
entries in A,b are —1 or 0 or 41, then, by Lemma 6.2, there exists an optimal solution z
satisfying |z;| < rl, for every coordinate i = 1, N.

We prove now Theorem 6.1. Fix a set of n variables, €2, and let I', be the set of all
polymatroids over variables . T',, is defined by Shannon’s inequalities, monotonicity (2.2),
and submodularity (2.3), and it is known that it suffices to take only the elemental inequalities,
i.e. inequalities of the following form (see [Yeu08, (14.12)]):

VX eQ: h(2— X) —h(Q2) <0  monotonicity
VX, Y e QW CQ—{X,Y}: h(W)—-h(WX)—-h(WY)+h(WXY) <0 submodularity
There are n elemental monotonicity constraints, and @27‘*2 = n(n—1)2""3 submodular-

ity constraints. The total number of Shannon inequalities is n 4 n(n — 1)2"~3. Equivalently,
we can write:

I, ={h | heR¥ h>0,A5h <0} (6.1)

SMarginal CIs have the form (X;Y) (i.e., no conditioning)
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where Ag is the (n +n(n — 1)2”_3) x 2™ matrix corresponding to all Shannon inequalities.
Similarly, the constraints ¥ on h can be defined by some m x 2™ matrix Ay, in other words:

{h|hl=3X}={h|heR¥, Ash <0}

As, has one row for each constraint in . For example, if 3 contains the CI Z;; Z5|V, then

one row in the matrix Ay corresponds to the assertion Ij,(Z7; Z2|V') < 0, or, equivalently,

—h(V)+h(Z1V)+h(ZaV) = h(Z1Z2V) < 0. Let M < (n+n(n — 1)27-3) +m and N & 27,

and let A be the following M x N matrix:

Ag

def
A= s

Finally, define b € RM the 0-vector, b¥ = (0,0,...,0), and let ¢, € RY be the vector
corresponding to the constraint 7. More precisely, assume 7 = (X;Y|W). Then cLh is the
linear expression —h(W)+ h(WX)+ h(WY) — h(WXY).

With these notations, we claim that the Exact Implication I'y, =g1 (X = 7) holds iff
the optimal solution of the linear program below has value zero:

max{cLh | h € R*" h >0, Ah < b}

Recall that b = 0. Indeed, the constraints h € R2" h > 0, Ah < b define all polymatorids
h € T, that satisfy ¥, while ¢ h = I,(X;Y|W) is the value of consequent 7. We always
have max{clh | h € R?",h >0, Ah < b} > 0, because the zero polymatroid h L0 s a
feasible solution to the LP. Moreover, if the Exact Implication holds, then every feasible
solution is a polymatroid that satisfies ¥, hence it satisfies I;,(X;Y|W) < 0, in other words
cI'h < 0, proving tha the optimal solution to the LP is < 0. We conclude that, if the Exact
Implication holds, then the optimal is = 0, which proves the claim.

Next, assume that the exact implication holds, thus the primal LP has optimal value 0.
By the strong duality theorem, the dual LP also has optimal value 0:

max{cIh|h € R?"  h>0,Ah < b} =min{y’b |y c RM y >0,57A >} =0

Since b = 0, we have y7b = 0, hence, when the exact implication holds, then min{0 |
y € RM y>0,y"A > cI'} = 0. Equivalently, this asserts that the constraint y > 0,y” A > ¢,
has a feasible solution y: otherwise the optimal of the dual solution is min () = oo.

We observe now that every feasible solution y to the dual LP represents a relaxation of

the implication problem. Indeed, lets write y as y = [5‘9] , where yg consists of the first
p)

(n +n(n— 1)2”_3) coordinates, and yx. of the last m coordinates of y. Since y is feasible,
we have yT A = ygAS + y%Ag > ¢l Let h € T, be any polymatroid; since h > 0, we have:

cIh <(y&As + ybAs)h = y§ (Ash) + y&(Ash) < yg (Ash)

In the last inequality we used the fact that Agh < 0, by definition of I';, in Eq. (6.1). The
m coordinates of the vector Axh € R™ are the values Ij,(Z1; Z2|V'), for all (Z1; Z3|V) € X.
Thus, yg(Agh) can be written as a positive linear combination of the constraints in X, and
the inequality cZh < yL(Agh) is precisely an Approximate Implication. If r def rank(A),
then by our discussion above, we can find a feasible solution y whose coordinates are
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<7l < (2M)), since r < min(M, N) = N = 2". In other words, y < (2™)!(1 1 ---1)T, where
(11 ---1)7 is the all-1 vector. Thus, we have:
(XY W) = cfh <yf(Ash) < 2")!(1 1 - 1) (Ash) < 2Y) Y In(Z1;2|V)
(Z1;22|V)ex
This completes the proof of the theorem. []

Theorem 6.1 gives us a very crude upper bound on the relaxation factor for I';,. Next,
we we show a lower bound the factor A\. We prove a lower bound of 3:

Theorem 6.3 [DFZ09]. The following inequality holds for all polymatroids h € Ty, :
hMZ) < I1,(A; B|C) + In(A; B|D) + I(C; D|E) + I,(A; E) + 3h(Z]A) + 2h(Z|B)  (6.2)
but the inequality fails if any of the coefficients 3,2 are replaced by smaller values. In

particular, denoting T,% the terms on the two sides of Eq.(6.2), the exact implication
I X=r1 holds®, and does not have a 1-relazation.

Proof. We make use the following inequality that was proved in Lemma 1 in [DFZ09].
h(Z|R) + In(R; S|T) > I,(Z; S|T) (6.3)
We apply (6.3) three times:
(1) h(Z|A)+ In(4; BIC) 2 1,(Z; BIC)
(2) h(Z|A) + In(A: B|D) > I,(Z: B|D)
(3) M(Z|A) + In(A E) 2 In(Z; E)
Plugging back into the formula we get that:
In(A; BIC) + In(A; B|D) + I(C; D|E) + I,(A; E) + 3h(Z|A) + 2h(Z|B)
> In(Z; B|C)+ In(Z; BID) + I(Z; E) + I,(C; D|E) + 2h(Z; B) (6.4)
We now apply this identity twice more:
(1) h(Z|B) + In(Z; B|C) > In(Z; Z|C) = h(Z|C)
(2) h(ZIB) + In(Z: BID) > Iy(Z: Z|D) = h(Z|D)
Plugging back into (6.4) we get that:
In(Z; B|C) + Iy(Z; B|D) + I(Z; E) + I,(C; D|E) + 2h(Z|B)
> h(Z|C)+ h(Z|D) + In(Z; E) + I;,(C; D|E)
= h(ZC)—h(C)+h(ZD)—h(D) + h(Z)+h(E)—h(ZE)+h(CE)+h(DE)—h(E)—h(CDE)
= I,(Z; E|C) + h(ZEC) + I(Z; E|D) + h(ZED) + h(Z) — h(ZE) — h(CDE)
= I,(Z, E|C) + I,(Z; E|\D) + I,(C; D|ZE) + h(CDZE) — h(CDE) + h(Z)
= I,(Z, E|C) + 1,,(Z; E|D) + I,(C; D|ZE) + h(Z|CDE) + h(Z)
> h(Z) []
We remark that inequality (6.2) can be verified using known tools for testing whether
an inequality holds for all polymatroids (e.g., ITIP?, and XITIP®). It is still open whether

6This means that if h(X) = 0 where © = {(A; B|C), (A; B|D),...,h(Z|B)}, then h() = h(Z) = 0. That
is, Z is deterministic.

7ht'cps ://user-www.ie.cuhk.edu.hk/~ITIP/

Shttp://xitip.epfl.ch/
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the coefficients 3 and 2 (for h(Z|A) and h(Z|B), respectively) are tight. To show that, we
would need to present a polymatroid for which (6.2) holds with equality. Using XITIP, we
were able to test that the coefficients 3 and 2 could not be reduced even by 0.0001. While
this does not rule out the possibility of having the inequality hold for some coefficient 3 — ¢
for a small-enough ¢, it does allow us to conclude that the exact implication corresponding
to (6.2) does not have a l-relaxation.

7. RESTRICTED MODELS: POSITIVE I-MEASURE

While relaxation fails in its most general setting, we have seen that relaxation holds if we
either restrict the type of constraints to FDs and MVDs, or if we restrict the implications to
those that can be inferred from Shannon’s inequalities. In this section we consider a different
restriction: we will restrict the types of models, or databases, over which the constraints are

interpreted: more precisely we restrict the set of entropic functions to the step functions, Sy,

or, equivalently, to their conic hull, which we denote by P, 4 conhull (Sn). In Section 8

we show that these entropic functions are precisely those with a positive I-measure, a
notion introduced by Yeung [Yeu91, Yeu08|. In this section, we prove that all EIs admit a
1-relaxation over entropic functions with positive I-measure (i.e. over Pp,):

Theorem 7.1. Every implication % = 1 admits a 1-relaxation over P,, where ¥, 7 are
arbitrary Cls. In other words, if Py, Egr1 (X = 1) then Vh € Py, h(1) < h(X).

The golden standard for the semantics of constraints is to interpret them over I,
hence the reader may wonder what we gain by restricting them to (the conic hull of) the
step functions, or, equivalently, what we can learn by checking implications only on the
uniform 2-tuple distributions. We have two motivations. First, checking an implication
only on the uniform 2-tuple distributions leads to a complete, but unsound procedure for
checking implication over I'}. In other words, by testing an implication on all uniform 2-tuple
distributions we can detect if an implication fails, thus, the procedure is complete. Of course,
the procedure is not sound, because an implication may hold on all step functions but fail
in general. For a simple example, the inequality I,(X;Y|Z) < I,(X;Y) holds for all step
functions, but fails on the “parity function” in Fig. 1 (b). The second motivation is more
interesting. It turns out that restricting the models to uniform 2-tuple distributions leads to
a sound and complete procedure in some important special cases. We saw one such case in
Section 4: when the constraints are restricted to FDs and MVDs, then in order to check an
implication in I'},, it suffices to check that it holds on all uniform 2-tuple distributions. We
will present in this section a second case: checking differential constraints in market basket
analysis [SVGO05].

In Section 8 we use the I-measure theory to characterize the conic hull of step functions
P., and provide an alternative proof to the main results of this section: Theorems 7.1
and 7.4.

7.1. I-Measure Constraints. Recall the following definition in information theory:

Definition 7.2. Fix a set Q of n variables, and let h : 2% — R be any function. Let
W,Y C Q be two sets of variables. Then conditional multi-variate mutual information is
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defined as:

LYW)=E— S (=1)FWVin(z) (7.1)
ZWCZCWUY

The quantity Ip,(Y'|W) is usually written as Ip(y1;- -+ ;ym|W), where Y = {y1,...,ym}-
In the literature, I;,(Y|W) is defined only for entropic functions h, but we remove this
restriction here. When m = 2 then this is precisely the mutual information Ij,(y1; y2|W) =
—h(W) + h(y1W) + h(y2W) — h(y1y2W), and when m = 1 then it becomes the conditional
In(y|W) = —h(W) + h(yW) = h(y|W). Notice that I;(Y|W) = I,(Y — W|W). When
Y UW = Q, then we say that I;,(Y|W) is saturated.

Definition 7.3. Fix a set {2 of n variables. An I-measure constraint statement is a formula of
the form Y|W, where W, Y C Q. We call the constraint saturated if Y UW = 2. We say that
a function h : 22 — R satisfies the constraint statement, if I,(Y|W) = 0. An implication is
a formula ¥ = (Y'|W), where X is a set of I-measure constraints and Y|V is an I-measure
constraint. Fix a set K s.t. S, € K CI'y,. The ezxact implication ¥ = (Y |W) holds in
K, in notation K g1 ¥ = (Y|W), if Vh € K, A xyes In(X|V) = 0 implies I,(Y|W) = 0.
The A-approzimate implication holds in K, if Vh € K, In(Y[W) < A3 xyex In(X[|V). We
say that the exact implication problem admits a A-relazation in K, for some \ > 0, if
every exact implication K =g ¥ = (Y|IW) implies the A-approximate implication Vh € K,
L(YIW) <A xvyes In(X[V).

We prove our main result in this section:

Theorem 7.4. Ezact implications of I-measure constraints admit a 1-relaxation in P,. More
precisely, if ¥ = (Y |W) is an implication of I-measure constraints and Py, Fr1 ¥ = (Y|W),
then Vh € Py, In(Y|W) < ZX|V€E I (X]|V).

Notice that Theorem 7.1 follows immediately as a special case, since every CI is, in
particular, an I-measure constraint.

To prove theorem 7.4, we need to prove two lemmas. In both lemmas below we will use
a simple property. For any two sets A, B:

Z (—1)lC=A = {1 when A =B (7.2)

C:ACCCRB 0 otherwise

To prove the identity of (7.2), it suffices to show that 3 ;. 4cocp(—1)¢"4l = 0 when
A C B: fix any element b € B — A, and notice that the sets C' that don’t contain b are in 1-1
correspondence with those that do contain b, via the mapping C' — C'U{b}. Since the two sets
C and C'U {b} have different parities, their terms cancel out, (—1)/¢=4l 4 (=1)ICV{}=Al = q,
and the entire sum is zero.

Recall from Section 2 that hz denotes the “step function at Z”, where Z C Q (see the

definition in Eq. (2.9)). By definition, their conic hull P, & conhull (Sn) consists of all

functions of the form h =), dzhz, where dz > 0, for Z C Q are arbitrary coefficients.
These coefficients are precisely the saturated conditional multi-variate mutual information.
This follows from a more general lemma:

Lemma 7.5. Consider the vector space V.= {h | h: 2% — R, k(D) = 0}. Then, the 2" — 1
step functions {hz | Z C Q} are basis for V. Moreover, for every function h € V, denoting

by dz el I, — Z|Z), for all Z C Q (where I, is defined in Eq. (7.1)), we have: h =
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Y- scadzhz. In other words, the projections of h on the basis consisting of the step functions
are precisely the saturated conditional multi-variate mutual informations.

Proof. We prove the following claim: for every W C 2, it holds that
WW)= ) dzhz(W),

Z:ZCQ

where dz def I,(Q2 — Z|Z). The claim implies that the step functions span the entire
vector space {h | h:2% — R, h() = 0}. This immediately implies that they are linearly
independent, hence are a basis for V. Indeed, the dimensionality of V is 2" — 1, and this
coincides with the number of step functions: since they span the entire vector space, they

must be linearly independent. It remains to prove the claim.

To prove the claim, for any W C Q, define f(W) aef h(§2) — h(W). We want to express

fW)as f(W) =37 wczcq9(Z), for some function g : 2 — R. Such a function g is the
unique Mobius inverse of f. Recall that the Mobius inversion formula states that the two
expressions below are equivalent:

VWi fW) = Y g(Z) YW gW)= Y (-D)7Vfz) (13
Z:WCZCQ Z:WCZCQ
Since f(0) = h(Q), the first equality implies:
M) =10) = Y 9(2)
7:72CQ
Therefore, the left equation in (7.3) can be rewritten as:
hW) =h(Q) = fW)= > 9(Z)— > 9@)= ) 42 (7.4)
7:2CQ Z:WCZCQ ZWez

On the other hand, we can express g(W) in terms of the conditional multi-variate information,
by expanding f(Z) = h(2) — h(Z) in the right equation in (7.3), then using Eq. (7.2):

gw)y={ > 0P R@ - Y -0 z)

ZWCZ ZWCZ

_fr@-h)=0 HW=0
o+ LL,Q-WW) W CQ

We compute now A(W) from (7.4):

W)= > 9(2)= > I(Q=22)=Y Q= Z|Z)hz(W)

ZWez ZWez 7¢9
where the last equality holds because hz(W) =1 when W € Z and hz(W) = 0 otherwise.
This proves the claim, as required. []

The lemma implies that, if h € P,, then I;,(Q — Z|Z) > 0 for all Z C Q. Indeed,
by definition of the conic hull P, = conhull (S,), the function h can be written as h =
Y s.zcqdzhz, where dz > 0. By the lemma, we have dz = I},(2 — Z|Z), proving the claim.

The second lemma is:
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Lemma 7.6. For any two sets WY C Q s.t. Y # 0, the following identity holds:

LYW)= Y  L(Q-V[V)
V:WCVCQ-Y

Proof. We expand I}, in the RHS according to its definition:

RHS= )  LOQ-VV)=- Y > (=) Vi)

V.WCVCQ-Y V.WCVCQ-Y \T:VCTCQ
=— Y 1) > (—1)IT=Vi
T-WCT V:(WCVCQ-Y)A(VCT)
=— Y WD) > (-prY
T-WCT Vi(WCVC(TN(Q-Y))

By Eq. (7.2), the inner sum is = 1 when W =TN (2 —Y) and = 0 otherwise. The condition
W=Tn(Q-Y) is equivalent to W CT C W UY and thus we obtain:

RHS=- > (=) Win(1)
T:WCTCWUY
The latter expression is equal to I,(Y'|W) by Def. 7.2. ]

We will now prove Theorem 7.4. Consider an exact implication P, g1 X = (Y|W).
By Lemma 7.6, I,(Y|W) = > v.wvcveay In(€Q — V|V). We claim that, for every set V
st. W CV CQ-—Y, there exists a constraint X|U eXsuchthat UCV CQ—X. In
other words, if we expand I (X|U) according to Lemma 7.6, then one of the terms will
be I(2 — V|V). To prove the claim, we consider the step function at V', hy, and use the
fact that the exact implication must hold for hy. We notice that I, (2 — V|V) =1 and
I, (2= U|U) = 0 for U # V: this follows by considering the expansion of hy given by
Lemma 7.5, hy = ) ;;.ycqdvhy, where dy = Ip,, (2 — U|U) and noting that, since hy
is part of the basis, we have I, (2 — V|V) = 1 and I;,,(Q — U|U) = 0 for U # V. In
particular, I, (Y|W) = 1, in other words, the constraint Y'|I¥ does not hold in hy. Since
the exact implication holds, it must be the case that > does not hold for hy either, hence
there exists an I-constraint X|U € ¥ such that I, (X|U) > 0. When expanding it according
to Lemma 7.6, Ip, (X|U) = > r.ycrca—x Ihy (0 = T|T'). Since I, (2 — T'|T) = 0 for all
T # V, we conclude that one of the terms must be I, (Q — V|V), proving the claim.

We use claim to prove the theorem. Let A be any function in P,. To prove the inequality
I(Y[W) < 3 xjpes In(X|U), we expand both sides:

LYW)= > L(Q-VV)
VWCVCQ-Y
> L(XU)= > I(Q - T|T)
(X|U)ex T:UCTCQ-X,(X|U)ED

We have shown that every term I,(2 — V|V) in the first sum occurs at least once as a
term I, (2 — T'|T") in the second sum. Since all terms are > 0, it follows that I;,(Y|W) <

Z(XIU)ez I(X|U), as required.
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7.2. Differential Constraints in Market Basket Analysis. We end this section by
describing the tight connection between I-measure constraints and differential constraints
for Market Basket Analysis, introduced by Sayrafi and Van Gucht [SVGO05].

Consider a set of items Q = {X,..., X, }, and a set of baskets B = {b1,...,by} where
every basket is a subset b; C Q. The support function fB: 2% — N assigns to every subset
W C Q the number of baskets in B that contain the set W:

FEOW) =i |i€n],W C b} (7.5)

The function f7 is anti-monotone: Wi C Wo implies fB(Wy) > f(W3). Similarly define
dB(W) the number of baskets in B that are equal to the set W:

d®(W) =|{i | i€ [n],W = b}
Then the following two identities are easily verified:

weo: )= Y Pz dEmE Y PRz (1)
ZWCZ ZWCZ
The first identity follows immediately from the definitions of fZ and d®. The second is

Mébius’ inversion function. Building on the identity (7.6), Sayrafi and Van Gucht define the
density of any function f as follows:

Definition 7.7. Let f : 2 — R be any function. Its density is the unique function
dy: 22 5 R is defined as:

VIV C Q- dpw) € N (~1)lEWip(z)
ZWCZ

When f is the support function fZ associated to a set of baskets B, then its density d ¥
is precisely the function dB, because it satisfies the left equation in (7.6).

For any function d : 2 — R and any two sets of items W,Y C Q, we denote by
def

d(Y|W) = Zv:wgvgwuy df(V)-

A differential constraint is an expression Y'|W. A set of baskets B satisfies the differential
constraint®, if d5(Y|W) = 0. Sayrafi and Van Gucht [SVGO05] define an implication, to be
an assertion ¥ = (Y|W), where ¥ is a set of differential constraints. In addition to that, we
also define here an approximate implication:

Definition 7.8. Fix a set of items . An implication is a formula ¥ = (Y|W) where
Y is a set of differential constraints, and Y|W is one differential constraint. The ezact
implication ¥ = (Y|W) holds, in notation gy (X = (Y|W)) if, for every set of baskets B,
/\(X|V)eE dB(X|V) = 0 implies d3(Y|W) = 0. The A-approzimate implication holds, if, for
every set of baskets B, d3(Y|W) < A (xV)es dB(X|V). We write Eapy1 (X = (Y|W)) if
there exists a finite A > 0 such that the A-approximate implication holds.

In order to check any implication, it suffices to check whether it holds for singleton
sets of baskets, B = {b}. This follows from the linearity of the functions f5 and db:
if B = {b1,....by}, then fBOW) = ¥, v FOI(W) and dP(W) = ¥, (W). An
Exact Implication ¥ = (Y|W) holds, iff for every singleton sets of baskets B = {b},

9The notation used by Sayrafi and Van Gucht [SVG05] is W — Y. They actually define slightly more
general differential constraints, where Y is allowed to be a set of sets of items instead of a set of items. To
simplify the presentation, in this paper we only consider Y as a set of items.
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Nixvyes dP(X|V) = 0 implies d®}(Y|W) = 0, and similarly for a A-approximate implica-
tion.

With this observation, we can now explain the connection to information theory. For
any b C Q, we denote as usual h; the step function at b when b # Q, and denote hjy, = 0 (the
constant function 0) when b = . Then:

Theorem 7.9. Fiz a set Q of n items, and let B = {b} be a set consisting of a single basket,

b C Q. The following hold:

o Forall W C Q: fI}(W) =1— hy(W).

e For all W C Q: di®Y (W) = I, (Q — W|W).

o Every exact implication |=g1 ¥ = W relazes to a 1-approzimate implication: dPH(W) <
Yves dPHV).

Proof. The first item follows immediately from the definitions: f{H(W) =1 iff W C b, iff
hp(W) = 0. The second item follows also from the definitions:

1—hp(Q)=0=1,(01Q) ifW=Q
AWy = Y fOwy= Y (- k(W) = { (8 =0 0

zwez Zwez 0+ In, (2 —WIW) otherwise

(We used Eq. (7.2).) Finally, the last item follows immediately from the second item and
from Theorem 7.4. ]

Example 7.10. Consider five items Q = {A, B, C, D, E}. The differential constraint C|AB
asserts that “every customer who bought items A, B also bought item C”. Indeed, if a
set of baskets B satisfies the constraint C|AB then d®(C|AB) = d®(AB) + d®(ABD) +
dB(ABE) + d3(ABDE) = 0; this simply says that no basket exists that contains both A
and B but does not contain C. For a second example, consider the differential constraint
CD|AB. Tt asserts “every customer who bought items A, B also bought either C' or D, or
both”, because d®(CD|AB) = d®(AB) + d®(ABE) = 0 implies that no basket exists that
contains AB and none of C or D.

Consider now the following implication: (CD|() = (CD|AB). Obviously, the exact
implication holds, and the l-approximate implication holds too, because d? (CD|AB) =
dB(AB) + dB(ABE) < dB(CD|0) = d®(0) + d®(A) + dB(B) + dB(E) + d®(AB) + dB(AFE) +
d®(BE) + d°(ABE).

8. ADDITIONAL RESULTS AND PROOFS THAT RELY ON THE I-MEASURE

The I-measure, developed by Yeung [Yeu91, Yeu08], is a theory that establishes a one-to-one
correspondence between Shannon’s information measures (i.e., entropy, conditional entropy,
mutual information, and conditional mutual information) and set theory. In Section 8.1, we
use the I-measure to prove Theorem 4.11. In Section 8.2 we provide an alternative proof
to Theorems 7.1 and 7.4. We begin by briefly describing the main ideas and theorems of
the I-measure theory that we use in the remainder of this section; for further details and
examples, see chapter 3 of [Yeu08§].

Let h € T',, denote a polymatroid defined over the variables { X7, ..., X, }. As mentioned,
the I-Measure theory formulates a one-to-one correspondence between Shannon’s information
measures and set theory. Hence, every variable X; of the polymatroid, is associated with a

set m(X;). The universal set is A &f Ui, m(X;), the union of all sets associated with the
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Information Measures w
H(X) p(m (X))
H(XY) p* (m(X) Um(Y))
H(X|Y) p* (m(X) Nme(Y))
In(X;Y) i (m(X) N m(Y))
In(X;Y\|2) p* (m(X)Nm(Y)Nm(2))

TABLE 3. Information measures and associated I-measure

variables. The complement of the set m(X;) is m¢(X;) A \ m(X;). Let Z C [n]. We recall

that X7 is the joint random variable X7 & (X; i €T) (see Notation 2.1), and we denote

def
m(X7) = Usez m(X5).
Definition 8.1. The field F,, generated by sets m(Xi),...,m(X,) is the collection of
sets which can be obtained by any sequence of usual set operations (union, intersection,
complement, and difference) on m(Xy),...,m(X,).

The atoms of F,, are sets of the form (', ¥;, where Y; is either m(X;) or m(X;). We

denote by A the atoms of F,,. Note that by our choice of the universal set, A & Ui, m(X;),
the atom ()}, m°(X;) degenerates to the empty set. This is because:

(m(X;) = (m(X1) U+ Um(X,)) = A =0 (8.1)
=1

Hence, there are 2" — 1 non-empty atoms in F,.

We call a function u : F,, — R set additive if, for every pair of disjoint sets A and B,
it holds that (AU B) = u(A)+u(B). A real function p defined on F, is called a signed
measure if it is set additive, and p(0) = 0.

The I-measure p* on F, is defined by

pr(m(Xz)) = H(Xz) (8.2)

where Z C {1,...,n}, and H is the entropy (see (2.8)). Theorem 8.2 [Yeu91l, YeuOS]
establishes the one-to-one correspondence between Shannon’s information measures and p*.

Theorem 8.2 [Yeu91, YeuO8]. p* is the unique signed measure on JF, which is consistent
with all Shannon’s information measures (i.e., entropies, conditional entropies, mutual
information, and conditional mutual information).

Let X,Y, Z C Q denote three subsets of variables; Z may be empty. We refer to objects
of the form (X) and (X|Z) as entropy and conditional entropy terms, respectively. Likewise,
we refer to triples of the form (X;Y'|Z) as conditional mutual information terms. Collectively,
we refer to these as information-theoretic terms. Let 0 = (X;Y|Z) be a mutual information
term. We denote by m(o) = m(X) Nm(Y) Nm¢(Z) the (I-Measure) set associated with o
(see [YeuO8] for intuition and examples). Table 3 summarizes the extension of the I-measure
u1* to the rest of the Shannon measures (i.e., conditional entropy, mutual information, and
conditional mutual information). For a set of mutual information and entropy terms 3, we
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let:
def
m(%) = | m(o).
oY
Theorem 8.3 [Yeu08|. Let Q = {Xy,...,X,}, and let F, be the field generated by sets
m(X1),...,m(X,). Let uy : F, — Ry be any set-additive function that assigns non-negative

values to the atoms of F,,. Then the function H : 2% — R, defined as H(X,) = py (m(X,))
is a polymatroid (i.e., meets the polymatroid inequalities (2.2) and (2.3)).

In the following Lemma, we apply Theorem 8.3 to characterize exact implication in the
polymatroid cone T',,.

Lemma 8.4. Let ¥ denote a set of Cls. If Ty, Fp1 ¥ = 7 then m(7) C m(X).

Proof. Assume, by contradiction, that m(7) € m(X), and let b € m(7)\m(X). By Theo-
rem 8.3 the I-measure p* can take the following non-negative values:

u*(a)Z{l a=b

0 otherwise

It is evident that p*(X) = 0 while p*(7) = 1, which contradicts the implication. ]

8.1. Proof from Section 4. In this section we formally prove Theorem 4.11 from Section 4
that relies on the I-measure. For brevity, we denote the intersection of the sets corresponding
to variables A and B (e.g., m(A) Nm(B)) by m(A)m(B).

THEOREM 4.11. Let X be a set of saturated, pairwise disjoint CI terms (Def. 4.6), and
T be a saturated CI. Then, S,, g1 (X = 1) implies T'y, = h(7) < h(X).
Proof. From Corollary 4.2 we have that I';, =gt ¥ = 7. Let 7 &f (A; B|C) be the
saturated implied CI, and let ¢ = (X;Y|Z) € ¥ be a saturated CI. Recalling that
m(7) = m®(C)m(A)m(B) (see Table 3)'° we get that:

m®(r) = (m(C)m(A)m(B))"
= (m*(0))" Um®(4) Um*(B)
= m(C) Um*(C)m*(A) Um®(C)m(A)m*(B) (8.3)

Furthermore, since 0 = (X;Y|Z) is saturated, we get that C = CxCyCz where Cx = CNX,
Cy =CnY,and Cz = CnNZ. From this, we get that:

m(C) = m(Cx) Um®(Cx)m(Cy) Um(Cx)m(Cy)m(Cyz) (8.4)
Then, from (8.3), and the set-additivity of u*, we get that:

w* ( ) N me(r ))
i < ) Am(C)) + 1*(m(e) N mE(CYmE(A)) + p* (m(o) N mE(Chm(Am(B)  (8.5)

10And recall that m(A) N m(B) is denoted m(A)m(B)
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We consider each one of the terms in (8.5) separately. For the first term, by (8.4), we have
that:

= p*(m(o)m(Cx)) + p*(m(o)m*(Cx)m(Cy)) + p* (m(o)m*(Cx)m*(Cy)m(Cz))
= p* (m(Cx)m(Y)m(Z)) + p* (m(X\Cx)m(Cy)m(ZCx))

+ 17 (m(X\Cx)m(Y\Cy )m(Cz)m*(ZCx Cy)) (8.6)
= p*(m(Cx)m(Y)m®(Z)) + p* (m(X\Cx)m(Cy)m(ZCx)) (8.7)
= Ih(Cx;Y|Z) + In(X\Cx; Cy|ZCx) (8.8)

where transition (8.6) follows from substituting m(c) = m(X)m(Y)m®(Z), and transi-
tion (8.7) is because Cz C Z and thus m(Cz)m®(ZCxCy) = ), and p*(0) = 0. We now
consider the second term of (8.5).
p(m(o) Nm*(C)m(A)) = p" (m(X)m(Y)m(Z)m(C)m"(A4))
— 4 (m(X)m(Y)m(ZC A))
= I,(X;Y|ZCA) (8.9)

m
m
Finally, we consider the third term of (8.5). Since o = (X;Y|Z) is saturated, we get that
A=AxAy Az where Ax = ANX, Ay =ANY, and Ay = AN Z. Therefore:

m(A) = m(Ax) Um®(Ax)m(Ay) Um(Ax)m°(Ay )m(Az) (8.10)

From (8.10), and the set-additivity of u*, we get that:

t*
)
2
)
Eﬁ
3
5
=
Bﬁ
5

X)m(Y)m®(Z)m®(C)m(A)m(B))
m(A)m°(ZCB))

N
S

=4
=
Eﬁ
N
Q
=3
+
=

B
~
—
=
=
=4
N
=
Eﬁ
N
Q
oy
=
=

)
+ ,u*(In(X\AX)m(Y\Ay)m(AZ)mC(ZCBAXAy)) (8.11)
— 1 (m(Ax)m(Y)mE(ZCB)) + p(m(X\Ax)m(Ay Jm*(ZCBA)) (8.12)
=Ih(Ax;Y|ZCB) + In(X\Ax; Ay | ZCBAx) (8.13)

where transition (8.11) follows from substituting the formula for m(A) (see (8.10)), and where
transition (8.12) is because Az C Z, and thus m(A,) Nm(ZCBAx) = ), and p*(0) = 0.
By (8.8), (8.9), and (8.13) we get that:

p*(m(o) Nmé(1)) = In(Cx;Y|Z) + I1(X\Cx; Cy|ZCx)
+ Ih(X; Y‘ZCA) + Ih(Ax; Y|ZCB) + Ih(X\Ax; Ay|ZCBAx) (8.14)

Therefore, by (8.14), we get that: p* (m(c) Nm®(7)) > 0 for every o € ¥. By Lemma 8.4
we have that m(7) € m(X) = (J,cx m(0). And since X is pairwise disjoint then:

p*(m(r)) = p*(|J m(e) nm(r)) NP = p(m(r) Nm(o))
o)) Y is pairwise disjoint ~ 0€X
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The result then follows from noting that due to the set-additivity of u* we have:

WE) =Y p'(m(o) =Y p*(m(o) Nm(r)) + Y u*(m(e) Nm(r)). O

ceEY oEX gEY

=p*(m(r))=h(r) 20 (by (8.14))
because X is disjoint

8.2. Exact implications in the cone P, admit a 1-relaxation. We recall the signed
measure p* (Theorem 8.2) defined over the field F,, (Definition 8.1) whose atoms we denote
by A. In particular, 4* can be negative.

Example 8.5. Consider the parity function on three binary random variables. That is,
Z =X @Y where X,Y are uniformly distributed binary variables. We first observe that the
variables are pairwise independent. Clearly, X and Y are pairwise independent. It is also

easy to see that P(Z = z) = § for z € {0,1}. Observe that X and Z are also independent:

PX=x,Z=2)=P(x,2,Y =2®x2)+ P(z,2,Y # 2D x)

=Pzlz,Y =2@x)P(x,Y =2®z)+ P(zlz,Y #2@ x)P(x,Y # 2® x)
=P(zlz,Y =z2®2)P(z,Y =2dx)
=1-Plz,Y =z2dx)
1
"1
= P(z) - P(z)

Further, every variable is functionally determined by the other two (e.g., X = 0,7 =
0 =Y =0). Let hp denote the entropic function associated with P. Since X and Y are
independent, then I}, (X,Y) = 0. On the other hand, given Z = z variables X,Y are not
independent. We can see this formally:
Inp (X3Y|Z) = hp(XZ) + hp(YZ) — hp(Z) — hp(XY Z)
=hp(X)+hp(Y)+hp(Z) — (hp(Z|XY) + h(XY))

—~

=hp(X) +hp(Y) + hp(Z) — hp(XY)
= hp(Z)
:2-%log2zlog2>0 (8.15)

We now see how this is related to the i-measure p*. By definition of p* we have that (see
Table 3):

0= I, (X.Y) = " (m(X) N m(Y))
— 1" (m(X) Nm(Y) Nm(2)) + p* (m(X) N m(Y) N me(Z))

Therefore,
p*(m(X) N m(Y) N m(Z)) = —p (m(X) A m(Y) 1 m(Z))
=1, (X;Y|2) Table 3
= —log2 (8.15)

<0
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If u*(a) > 0 for all atoms a € A then it is called a positive measure. A polymatroid is
said to be positive if its I-measure is positive, and we denote by A, the cone of positive
polymatroids.

Theorem 8.3 states that any I-measure assigning non-negative values to its atoms is
a polymatroid. As a corollary, we get, in Lemma 8.4, a set-theoretic characterization of
exact implication in the polymatroid cone. The result of Lemma 8.4, combined with the
assumption of a non-negative i-measure, gives us a l-relaxation in the cone of positive
polymatroids A,, (Theorem 8.6).

Theorem 8.6. FExact implication in the cone of positive polymatroids admits a I1-relazation.
If Ay, Er1r X = 7 then A, = h(X) > k(7).

Proof. By Lemma 8.4 we have that m(7) C m(). Hence, m(7) = Usey, (m(7) Nm(c)). By
the assumption that the [-measure p* is non-negative, we get that:

un(r) = 1" (Upes (m(r) () ) < 3= p*((m(r) N (o)) (8.16)
oEX

By the set-additivity of u* we get that:

W) E D p(mo)) = > p*(m(o) Nm(r)) + Y u(m(e) N m(r)) (8.17)

gEX ocED cEX
From (8.17), (8.16), and non-negativity of u* we get that:
pr(m(r)) <> pf(m(e)) = > p*(m(e) Nme(r))

oeY oeEX
<> pH(m(o)).
ceY

Since, by Theorem 8.2, p* is the unique signed measure consistent with all Shannon
information measures, the result follows. ]

P. coincides with the cone of step functions. We describe the structure of the I-
measure of a step function, and prove that the conic hull of step functions P,, = conhull (S,,)
and positive polymatroids A,, C I'), coincide. That is, A,, = P,. We let U C [n], and let sy
denote the step function at U. In the rest of this section we prove Theorem 8.7.

Theorem 8.7. It holds that A\, = P,.

For proving this Theorem, we require Lemma 8.8 that characterizes the i-measure
function for step functions. In particular, this lemma shows that step functions are positive
polymatroids (i.e., have positive i-measures).

Lemma 8.8. Let sy be the step function at U C [n], and R = [n]\U. The unique I-measure
for any step function sy is:

1 (a) = {1 if a = (Nxerm(X)) N (Nxepym®(X))

0 otherwise

(8.18)
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Proof. We define the atom a* by:
= (ﬂXeRm(X)) N (ﬂXeUmC(X))
Let S C U. We show that h(S) = p*(m(S)) = 0. By definition, m(S) = Uyesm(Y).
Therefore, every atom a € m(S) has at least one set m(Y), where Y € S, that appears
in positive form. In particular, a* ¢ m(S). Therefore, by (8.18), we have that h(S) =
w*(m(S)) = 0 as required.

Now, let TZU, and let XeT\U. Since m(X) appears in positive form in a*, and since
m(X)Cm(T'), then we have that h(T)=1. Therefore, ;1* as defined in (8.18) is the I-measure
for syy. By Theorem 8.2, the I-measure p* is unique, and is therefore the only I-measure for

Su- ]

By Lemma 8.8, every step function has a non-negative I-measure. As a consequence,
any conic combination of step functions has a positive I-measure, proving that P, C A,,.

Now, let pu* denote any non-negative I-measure. For every atom a, we let neg(a)
denote the set of variables whose sets appear in negated form (e.g., if a = (ﬁXeRm(X)) N
(ﬂXeUmc(X)), then neg(a) = U). Let A denote the atoms of F,,. We define the mapping
f:+ A~ P, as follows.

def &
f(a) =K (a) * Sneg(a)
where speg(q) is the step function at neg(a). Since, by Lemma 8.8, the I-measure of syeg(q)
is 1 at atom a and 0 everywhere else we get that:

W= 3 H@) = 3 0 (0) - snegto

acA acA
proving that p* € P,, and that A, C P,. This concludes the proof of Theorem 8.7.

9. Di1scussiION AND FUTURE WORK

Number of Repairs. A natural way to measure the degree of a constraint in a relation
instance R is by the number of repairs needed to enforce the constraint on R. In the case of
a key constraint, X — Y, where XY =, our information-theoretic measure is naturally
related to the number of repairs, as follows. If h(Y|X) = ¢, where h is the entropy of the
empirical distribution on R, then one can check |R|/|IIx(R)| < 2¢. Thus, the number of
repairs |R| — |lIx(R)] is at most (2¢ — 1)|IIx(R)|. We leave for future work an exploration
of the connections between the number of repairs and information theoretic measures.

Small Model Property. We have proven in Sec. 4 that several classes of implications
(including saturated Cls, FDs, and MVDs) have a “small model” property: if the implication
holds for all uniform, 2-tuple distributions, then it holds in general. In other words, it
suffices to check the implication on the step functions S,. One question is whether this
small model property continues to hold for other tractable classes of implications in the
literature. For example, Geiger and Pearl [GP93] give an axiomatization (and, hence, a
decision procedure) for marginal Cls. However, marginal CIs do not have the same small
model property. Indeed, the implication (X L Y),(X L Z) = (X L YZ) holds for all
uniform 2-tuple distributions (because I (X;Y Z) < I (X;Y) + I(X; Z) holds for all step
functions), however it fails for the “parity distribution” in Fig.1(b). We leave for future
work an investigation of the small model property for other classes of constraints.
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Bounds on the Factor \. In the early stages of this work we conjectured that all Cls in
I';, admit a 1-relaxation, until we discovered the counterexample in Th. 6.3, where A = 3.
On the other hand, the only general upper bound is (2")!. None of them is likely to be tight.
We leave for future work the task of finding tighter bounds for A.
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