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The join-the-shortest-queue routing policy is studied in an asymptotic
regime where the number of processors n scales with the arrival rate. A large
deviation principle (LDP) for the occupancy process is established, as n →
∞, in a suitable infinite-dimensional path space. Model features that present
technical challenges include, Markovian dynamics with discontinuous statis-
tics, a diminishing rate property of the transition probability rates, and an
infinite-dimensional state space. The difficulty is in the proof of the Laplace
lower bound which requires establishing the uniqueness of solutions of cer-
tain infinite-dimensional systems of controlled ordinary differential equa-
tions. The LDP gives information on the rate of decay of probabilities of
various types of rare events associated with the system. We illustrate this by
establishing explicit exponential decay rates for probabilities of long queues.
In particular, denoting by En

j (T ) the event that there is at least one queue
with j or more jobs at some time instant over [0, T ], we show that, in the

critical case, for large n and T , P(En
j (T )) ≈ exp[−n(j−2)2

4T
].

1. Introduction. Consider a system of n parallel processors, each processing jobs in its
queue at rate 1. Jobs enter the system at rate nλn with λn → λ ∈ (0,∞) as n → ∞. Ser-
vice times and inter-arrival times are exponentially distributed and are mutually independent.
Upon arriving, each job is routed to the shortest available queue by a central dispatcher. This
is known as the join-the-shortest-queue (JSQ) routing policy and is a popular model for load
balancing among distributed resources in parallel-processing systems that arise in applica-
tions of cloud computing, file transfers, database look-ups, etc. (see the survey article [38]
and references therein). Denote by Xn

i (t) the proportion of queues at time instant t with i

or more jobs. This occupancy process Xn(t)
.= (Xn

1(t),Xn
2(t), . . .) is a convenient state de-

scriptor for this system. In this work we establish a large deviation principle (LDP) for Xn

in the path space DR∞ , where for a Polish space S, DS denotes the space of all maps from
[0, T ] to S that are right continuous and have left limits, equipped with the usual Skorokhod
topology. This result gives a characterization of exponential decay rates for events of the form
P(Xn ∈ H), where H is a suitable Borel set in DR∞ , in terms of the associated rate function
(see Theorem 2.4 for a precise statement). The rate function takes a variational form and is
given as the value function of an infinite-dimensional deterministic optimal control problem
(see (2.8)).

In general this control problem is intractable and in order to obtain useful information,
beyond the fact that certain probabilities of interest converge to 0 at an exponential rate,
one needs approximations, for example, by computing costs for sub-optimal control actions.
Nevertheless, for some events of interest, one can say more. We illustrate this by studying
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FIG. 1. Three key features of the model: infinite dimensions, discontinuous dynamics, diminishing rates.

the decay rate of probabilities of long queues. For this, we restrict attention to the critical
case λn → 1 and initial configuration Xn

j (0) = 1{j=1} (i.e., all queues are length 1 at time 0).
Consider the set En

j (T ) that represents the event that there is at least one queue with j or more
jobs at some time instant over [0, T ]. In Theorem 2.5 we give an explicit characterization of
the exponential decay rate of the probability of such events for j ≥ 3. In particular, when
j = 3 and T = 1 (or, more generally, when j − 2 = T ), we obtain the following formula (see
(2.13)) in terms of the golden ratio:

P
(
En

j (T )
) ≈ exp

[
−nT

(
�

(
1 + √

5

2

)
+ �

(−1 + √
5

2

))]
for large n,

where �(x)
.= x logx − x + 1 for x ≥ 0. For long time horizons, the decay rates take an even

more simple form, namely we show that for large n and large T ,

(1.1) P
(
En

j (T )
) ≈ exp

[
−n(j − 2)2

4T

]
.

Although not pursued in this work, techniques used to establish the above explicit asymptotic
rates are expected to be useful for other types of events as well, see Conjecture 2.6.

There are several technical challenges in establishing the LDP on the path space (namely
Theorem 2.4). These stem from three key features of the model that are illustrated in Figure 1.

Infinite-dimensional dynamics. The state process Xn is an infinite-dimensional Markov pro-
cess and there is a nontrivial coupling between the different coordinates of the process. As
a consequence, the associated rate function in the large deviation analysis is characterized
through an infinite-dimensional control problem. Some recent works that have studied large
deviation properties of jump-Markov processes in infinite dimensions include [5, 9, 14].

Discontinuous dynamics. The model considered here falls in the class of Markov processes
with discontinuous statistics. Roughly speaking, this means that the transition rates change
discontinuously at the interface of different regions of the state space. Large deviation analy-
sis of such systems is technically challenging and has been the focus of several works [2, 3,
15, 16, 18, 26, 27, 34]. In the current work an additional challenge is that there are infinitely
many regions across which transition behavior changes discontinuously.

Diminishing rates. In the study of large deviation properties of Markov processes for which
the transition probability rates decrease (continuously) to zero along some directions, one is
led to local rate functions that have poor regularity properties. Some works that have treated
large deviation properties of such systems include [1, 5, 20, 30, 37]. The model considered in
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the current work has similar features, in fact the setting here is more challenging in that the
process Xn may switch among infinitely many regions in which rates diminish along different
directions.

We note that all the papers referenced above, except [5], include only one of the three
features noted above, while the paper [5] has the first and third feature but not the second.
The combination of the three features described above is the main technical challenge in this
work and most of the arguments in Section 5, which is the heart of this work, are devoted to
overcoming these challenges in establishing a certain uniqueness property.

A LDP for a JSQ system has been obtained in [34] (see also [35]). However, the scaling
regime considered in these works is very different from the one of interest here. Specifically,
they consider a setting with a fixed number of queues for which the arrival and service rates
are scaled up by a factor of n, and the LDP is established for the finite-dimensional queue
length process scaled down by a factor of 1

n
. In this regime, [34] is in fact able to allow general

arrival time distributions, different service time distribution parameters for different queues,
and a weighted version of the JSQ policy. For the scaling regime considered here, in which
the arrival rate and number of queues n approach infinity, we establish a LDP for the occu-
pancy process (equivalent to the empirical distribution) of n queue length processes. While
sacrificing some of the generality of [34], this approach provides insights into questions and
situations not addressed in [34]. Specifically, the results here shed light on how probabilities
of rare events decay as the size of the system is increased and the load on the system remains
constant. Suppose, for example, one is interested in deciding the size of a JSQ system (i.e.,
the number of servers n), in which each queue has a finite buffer of size k, so that the system
experiences an overflow event over the time horizon [0, T ] (namely, over the interval [0, T ],
an arrival occurs to at least one of the queues with a full buffer) with probability at most e−6.
Then, in the critical case λn → 1 and for an initial configuration where all queues are length
1 at time 0, a calculation based on the asymptotic formula (1.1) tells us that, roughly, one
should take n ≈ 24T/(k − 1)2. Such questions cannot be readily analyzed from the LDP for
a fixed size JSQ system established in [34]. Indeed, since the queue lengths in the analysis
of [34] are scaled down by a factor of n, the results there will say that, for any fixed size
system, the asymptotic (under their scaling) probability that at least one queue will attain a
length of m is the same for all m > 0. We also note that the proof techniques here are very
different than those employed in [34]. In particular, as noted previously, unlike [34], the state
descriptor here is infinite-dimensional and the transition rates approach zero in certain direc-
tions, which requires a careful analysis of an infinite-dimensional Skorokhod problem and a
delicate analysis of an important uniqueness property.

Queuing systems with many parallel servers in the regime where the arrival rate scales
with the number of servers have been studied extensively. A significant portion of this body
of work concerns the setting in which, upon arrival, jobs join a global queue and a large
pool of servers processes jobs from this queue in a FIFO fashion. One of the first works
on such queuing systems is by Halfin and Whitt [24] in which the number of servers and
arrival rate increase to infinity while the load ρn approaches one from below such that (1 −
ρn)

√
n → β ∈ (0,∞). Thereafter, this type of scaling has been often referred to as the Halfin–

Whitt regime. The setting considered in the current work is different from Halfin–Whitt type
queuing systems with a global queue and is motivated by applications in which load balancing
is an important concern. In terms of analysis, the setting considered here requires tracking an
infinite-dimensional state instead of the size of a single queue. Some of the works that have
considered the asymptotics of a JSQ system under a scaling of the form considered in the
current work are [4, 8, 21, 33]. In particular, [21] proves a central limit theorem under the
heavy traffic scaling (1 − λn)

√
n → β ∈ (0,∞) while [33] gives a law of large numbers

(LLN) result under the more general condition λn → λ ∈ (0,∞).
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FIG. 2. Monte Carlo estimates for the rate of decay of the probability of En
3 (10) with λn = 0.99 for JSQ and

JIQ starting with all queues of length 1.

Many other load balancing policies have been studied in the literature (see [7, 13, 22,
23, 31, 32, 36, 39] and refereces therein) and a survey of recent advances can be found in
[38]. In particular, [32] considers the JIQ routing policy in which an incoming job is routed
to an idle server, if available, and according to another routing policy (e.g., uniformly at
random) if there are no idle servers in the system. The authors use a coupling argument to
show that, under the heavy traffic condition of [21], JIQ and JSQ behave the same under the
diffusion scaling. While JSQ and JIQ look similar in the LLN limit and under the diffusion
scaling, the statistical tail behavior of the two systems is expected to be quite different. For
example, Figure 2 gives Monte Carlo estimates of 1

n
logP(En

3 (10)) for JSQ and JIQ with
λn = 0.99, starting with all queues of length 1. As is clear from this figure, the performance
differences between the two policies are more clearly revealed when one considers extreme
tail events viewed under a large deviation scaling (see [23] for an alternative point of view for
differentiating the performance of JSQ and JIQ systems). The LDP established in this work
characterizes the tail statistical behavior of the JSQ system. Establishing a similar result for
the JIQ system presents significant new challenges that arise from the analysis of events that
include time instants where no idle servers are present. This study will be taken up in a future
work. Although not considered here, the large deviation principle given in this work also
provides a starting point for developing efficient importance sampling schemes for estimating
probabilities of rare events in a fixed size JSQ system (see also Remark 2.4).

We now comment on the proof idea of our main result, Theorem 2.4. The starting point of
our analysis is to introduce a convenient representation for the evolution of the state process
Xn. This is given in (2.1)–(2.2) through an infinite collection of i.i.d. Poisson random mea-
sures (PRM) where each of the PRM corresponds to a stream of events (i.e., arrivals or job
completions). The use of PRM allows us to introduce controls on the rates of these events.
Roughly speaking, one can view these controls as pushing the state process away from its
LLN limit to a “rare-event trajectory” while the cost incurred by the control for perturbing
the state process will determine the exponential decay rate of probabilities for such rare paths.
The state process has an equivalent and simpler description given in (2.6) through which it
can be viewed as a solution of an infinite-dimensional Skorokhod problem for a free process
Yn with sample paths in DR∞ . The existence and uniqueness of solutions of this Skorokhod
problem is established in Section 2.2. The main results of this work, Theorem 2.4, will not
only give a LDP for Xn but in fact for the pair (Xn,Y n) in DR∞×R∞ . For the proof of the
LDP we consider its equivalent formulation in terms of a Laplace principle (see, e.g., [17]).
Specifically, to prove the LDP in Theorem 2.4, it suffices to show that every continuous and
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bounded function G on the path space DR∞×R∞ satisfies the upper and lower bounds associ-
ated with this Laplace principle given in (2.11) and (2.12), respectively, and the function IT

in these equations has compact sub-level sets making it a rate function.
The key ingredient in establishing these results is a variational representation for expected

values of exponential functionals of PRM established in [12]. This result can be applied to
give variational formulas for the expected values on the left sides of the Laplace principle
bounds, (2.11) and (2.12). These formulas are given in terms of controlled analogues of the
PRM and state process. Recalling that the uncontrolled PRM correspond to streams of job
arrivals or completions, each controlled PRM is constructed using a control process that suit-
ably modulates the rate at which the corresponding stream of events occurs. Using controls
ϕ = (ϕi)i∈N0 , where ϕi is the control associated with the ith PRM, the controlled state pro-
cess (X̄n, Ȳ n) is defined through (3.1). The variational representation from [12] allows us to
express the expected values of interest in (2.11) and (2.12) in terms of an infimum of costs
associated with these controls and the associated controlled state process (see Lemma 3.1).
The utility of this representation is twofold. First, it reduces the majority of the proof of the
LDP to arguing tightness and characterization of limits of sequences of carefully chosen con-
trols and controlled state processes. In particular, the limits points (ζ,ψ) of the controlled
state processes can be characterized as solutions to a system of controlled ordinary differen-
tial equations (ODE), expressed in (2.9)–(2.10) driven by limit control processes {ϕi}. Sec-
ond, the representation hints at the form of the rate function IT for the LDP. In view of the
above characterization of limiting controlled state processes and in comparing the infimum
in Lemma 3.1 to the desired right side of Laplace asymptotics in (2.11) and (2.12), namely,

inf
(ζ,ψ)∈CT

{
IT (ζ,ψ) + G(ζ,ψ)

}
,

where the space CT of trajectories in DR∞×R∞ is described in Section 2.3, it is natural to
conjecture the following form for the rate function evaluated on a given pair of trajectories
(ζ,ψ) ∈ CT . Consider the class ST (ζ,ψ) of all controls {ϕi} for which the given pair (ζ,ψ)

solves the controlled ODE in (2.9)–(2.10). Then the rate function, IT (ζ,ψ) suggested by the
above considerations is the infimum of the cost,

∞∑
i=0

∫
[0,T ]×[0,1]

ϑi�
(
ϕi(s, y)

)
ds dy,

over all controls {ϕi} ∈ ST (ζ,ψ), where ϑi is defined above (2.8).
In order to prove the upper bound we consider, for each n, a near-optimal control and con-

trolled process for the infimum in Lemma 3.1, establish the tightness of the sequence of such
processes in a suitable space, and characterize the weak limit points of the sequence. This is
done in Sections 3.2–3.3. From these properties the Laplace upper bound in (2.11) follows
by standard arguments that use Fatou’s lemma and certain lower semicontinuity properties,
as shown in Section 4. The proof that the function IT has compact sublevel sets and, thus, is
a rate function has many similarities to the proof of the Laplace upper bound and is provided
in Section 6.

The main technical challenge in this work is in the proof of the Laplace lower bound (2.12).
For this, one starts with the variational expression on the right side of the inequality, namely,

inf
(ζ,ψ)∈CT

{
IT (ζ,ψ) + G(ζ,ψ)

}
.

The basic idea is to select a trajectory (ζ ∗,ψ∗) in CT that is ε-optimal for the above infimum
and then select a control ϕ∗ ∈ ST (ζ ∗,ψ∗) driving this trajectory which is ε-optimal for the
rate function evaluated at (ζ ∗,ψ∗), that is, IT (ζ ∗,ψ∗). In view of the variational represen-
tation of the Laplace functional of interest, given in Lemma 3.1, one would like to construct
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a sequence of controlled state processes of the form in (3.1) that converge to (ζ ∗,ψ∗) such
that the associated cost converges in an appropriate manner as well. There is a natural choice
for a sequence of controlled processes that one can attempt to implement for this purpose
and it is relatively easy to show that this sequence of controlled processes has the needed
tightness properties and that the weak limit points (ϕ̄, ζ̄ , ψ̄) of the controls and controlled
state processes satisfy ϕ̄ = ϕ∗ ∈ ST (ζ̄ , ψ̄).

However this is where one faces the main obstacle. From the above characterizations of
the limit points it is not possible to deduce, in general, that (ζ̄ , ψ̄) = (ζ ∗,ψ∗). The issue is
regarding the uniqueness of solutions of the infinite system of controlled ODE described by
(2.9)–(2.10) (considered with (ζ,ψ,ϕ) replaced with (ζ ∗,ψ∗, ϕ∗)). Namely, if one is able
to say that for a given ϕ∗ there is a unique pair (ζ ∗,ψ∗) satisfying this system of equations
then one obtains the desired result (ζ̄ , ψ̄) = (ζ ∗,ψ∗). Showing uniqueness of such a system
of equations is hard in general and in fact may not hold. Most of Section 5 is devoted to
overcoming this challenge. The main result is Lemma 5.1 which says that one can replace
(ζ ∗,ψ∗) by a nearby pair of trajectories (ζ,ψ) for which the desired uniqueness property
does hold with an appropriate near optimal control ϕ. Key ingredients in the proof of this
lemma are Lemmas 5.2–5.4 and together these three lemmas, which perform several delicate
surgeries on the original infinite dimensional trajectory (ζ ∗,ψ∗) and the associated control
ϕ∗, are at the technical heart of this work. Additional comments on the proofs of these lemmas
are given in Section 5.

The paper is organized as follows. Section 2.1 introduces the state dynamics in terms of
an infinite collection of PRM and also gives an equivalent representation through an infinite-
dimensional Skorokhod map. The properties of this map are studied in Section 2.2. In prepa-
ration for the main result, in Section 2.3, we introduce the rate function that governs the LDP.
The main result, Theorem 2.4, is then given in Section 2.4. This section also presents The-
orem 2.5 which gives our main result on exponential decay rates for probabilities of long
queues as an illustration of applications of Theorem 2.4. Other possible applications of this
result are discussed briefly in Conjecture 2.6. Section 3 introduces the main variational rep-
resentation that is the starting point of our analysis and establishes preliminary tightness and
limit characterization results that are used in both the Laplace upper bound and lower bound
proofs. Proof of the Laplace upper bound (i.e., (2.11)) is completed in Section 4 while the
lower bound (i.e., (2.12)) is taken up in Section 5. Section 6 shows that the function IT in-
troduced in Section 2.3 is indeed a rate function. The results of Sections 4, 5, and 6 together
complete the proof of Theorem 2.4. Finally Section 7 gives the proof of Theorem 2.5.

1.1. Notation. The following notation will be used. Fix T < ∞. All stochastic processes
will be considered over the time horizon [0, T ]. We denote the Lebesgue measure on a Eu-
clidean space as Leb. Let S be a Polish space. For a set B ∈ S we denote the closure of B as
B̄ . The Borel σ -field on S will be denoted as B(S). Denote by DS the collection of all maps
from [0, T ] to S that are right continuous and have left limits. This space is equipped with the
usual Skorokhod topology. Similarly CS is the space of all continuous maps from [0, T ] to S

equipped with the uniform topology. A sequence of DS valued random variables is said to be
C-tight if it is tight in DS and any weak limit point takes values in CS a.s. The space of all
continuous and bounded real valued functions on S will be denoted as Cb(S). For a bounded
map x : S →R, let ‖x‖∞ .= sups∈S |x(s)|.

Let (X,‖ · ‖) be a metric space. We denote by X
∞ the set of all sequence x = {xi}i∈N such

that xi ∈ X for all i ∈ N. X∞ is equipped with the product topology, which is metrized with

d(x, y)
.=

∞∑
i=1

‖xi − yi‖ ∧ 1

2i
.

Let �(z)
.= z log(z) − z + 1 for z ≥ 0.
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2. Model and results. In this section we will describe the model of interest and present
our main results. We begin by giving a precise mathematical formulation of the JSQ system
in Section 2.1. The state process can equivalently be described through a certain infinite-
dimensional Skorokhod map. This map is introduced and studied in Section 2.2. In Sec-
tion 2.3 we introduce the large deviation problem of interest and present the rate function for
the associated LDP. Section 2.4 presents the main result of this work (Theorem 2.4) which, in
particular, gives a large deviation principle for the queue occupancy process Xn as the number
of servers (and arrival rate) approaches infinity. This LDP can be used to extract information
about probabilities of various types of rare events and in Theorem 2.5 we present one such
application that provides estimates for probabilities of occurrence of “large queues”.

2.1. Model description. Consider a system of n parallel servers each maintaining its own
queue. Jobs arrive in the system according to a Poisson process with rate nλn where λn → λ

for some λ ∈ (0,∞). When a job enters the system, a central dispatcher queries each server
and routes the job to the server with the shortest queue. If there are multiple shortest queues,
then the tie is broken uniformly at random. Each server processes jobs in its queue using
the FIFO protocol and the service times are exponential with mean 1. We assume that the
inter-arrival times and service times are mutually independent. The state of the system at
time t can be represented as Xn(t) = (Xn

0(t),Xn
1(t), . . .) where Xn

i (t) corresponds to the
proportion of queues which are of length i or longer at time t . Note that Xn

i (t) ∈ [0,1] and
1 = Xn

0(t) ≥ Xn
1(t) ≥ Xn

2(t) ≥ . . . for all t ∈ [0, T ].
We will now give a convenient evolution equation for the state process in terms of a collec-

tion of Poisson random measures. For a locally compact metric space S, let MFC(S) repre-
sent the space of measures ν on (S,B(S)) such that ν(K) < ∞ for every compact K ∈ B(S),
equipped with the usual vague topology. This topology can be metrized such that MFC(S)

is a Polish space (see [11] for one convenient metric). A PRM D on S with mean measure
(or intensity measure) ν ∈ MFC(S) is an MFC-valued random variable such that for each
H ∈ B(S) with ν(H) < ∞, D(H) is a Poisson random variable with mean ν(H) and for dis-
joint H1, . . . ,Hk ∈ B(S), the random variables D(H1), . . . ,D(Hk) are mutually independent
random variables (cf. [28]).

Fix T ∈ (0,∞) and let (
,F,P) be a complete probability space on which we are given
a collection of i.i.d. Poisson random measures {Dk(ds dy dz)}k∈N0 on [0, T ] × [0,1] × R+
with intensity given by the Lebesgue measure. Define the filtration {F̂t }0≤t≤T as

F̂t
.= σ

{
Dk((0, s] × H × B),0 ≤ s ≤ t,H ∈ B

([0,1]),B ∈ B(R+)
}

and let {Ft }0≤t≤T be the P-augmentation of this filtration. Using the above collection of PRM
we now construct certain point processes with points in [0, T ] × [0,1] as follows.

Let F̄ be the {Ft }0≤t≤T -predictable σ -field on 
 × [0, T ]. Denote by Ā+ the class of all
(F̄ ⊗ B([0,1]))/B(R+)-measurable maps from 
 × [0, T ] × [0,1] to R+. For ϕ ∈ Ā+ and
each k ∈ N0, define the counting process D

ϕ
k on [0, T ] × [0,1] by

D
ϕ
k

([0, t] × H
) .=

∫
[0,t]×H

1[0,ϕ(s,y)](z)Dk(ds dy dz) for t ∈ [0, T ],H ∈ B
([0,1]).

We regard D
ϕ
k as a controlled random measure, where ϕ is the control process that can be

used to produce a desired intensity. We will write D
ϕ
k as Dθ

k if ϕ = θ for some constant
θ ∈R+. In particular we will frequently take θ = n. Note that Dθ

k is a PRM on [0, T ]× [0,1]
with intensity θ ds × dy.
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By using D0 to represent the arrival process and Di to represent the departure process from
queues with i customers, i ∈N, we can now give the state evolution of Xn as follows:

Xn
1(t) = Xn

1(0) + 1

n

∫
[0,t]×[0,1]

1{Xn
1 (s−)<1}Dnλn

0 (ds dy)

(2.1)

− 1

n

∫
[0,t]×[0,1]

1[0,Xn
1 (s−)−Xn

2 (s−))(y)Dn
1 (ds dy),

Xn
i (t) = Xn

i (0) + 1

n

∫
[0,t]×[0,1]

1{Xn
i−1(s−)=1,Xn

i (s−)<1}Dnλn

0 (ds dy)

(2.2)

− 1

n

∫
[0,t]×[0,1]

1[0,Xn
i (s−)−Xn

i+1(s−))(y)Dn
i (ds dy), i ≥ 2.

The first integral on the right side of (2.1) corresponds to incoming jobs that join an empty
queue. The indicator in the integral captures the fact that this can happen only when an empty
queue is available. The second term on the right side of (2.1) corresponds to completion of
jobs by a server with only one job in the queue. The terms in equation (2.2) are interpreted in
an analogous manner. By introducing reflection terms ηn

i defined by

ηn
i (t)

.= 1

n

∫
[0,t]×[0,1]

1{Xn
i (s−)=1}Dnλn

0 (ds dy), i ≥ 1(2.3)

one can rewrite the state equation as follows. Define a free process Yn as

Yn
1 (t) = Xn

1(0) + 1

n

∫
[0,t]×[0,1]

D
nλn

0 (ds dy)

(2.4)

− 1

n

∫
[0,t]×[0,1]

1[0,Xn
1 (s−)−Xn

2 (s−))(y)Dn
1 (ds dy),

Y n
i (t) = Xn

i (0) − 1

n

∫
[0,t]×[0,1]

1[0,Xn
i (s−)−Xn

i+1(s−))(y)Dn
i (ds dy), i ≥ 2.(2.5)

Then

(2.6)
Xn

1(t) = Yn
1 (t) − ηn

1(t),

Xn
i (t) = Yn

i (t) + ηn
i−1(t) − ηn

i (t), i ≥ 2.

Written in this manner, Xn can be viewed as a solution of an infinite-dimensional Skorokhod
problem as discussed in the next section.

2.2. Skorokhod problem. We now introduce the Skorokhod problem that is associated
with the system of equations in the last section. Consider an infinite matrix (namely a map
from N×N to R), R∞, defined as

R∞(i, j) = −1{j=i} + 1{j=i−1,i>1} for (i, j) ∈N×N.

Define V
.= (−∞,1] and consider a M ∈ N. Let V∞ (resp. VM ) denote the space of maps

from N (resp. {1, . . . ,M}) to V which is equipped with the product topology. The spaces R∞
and R

M are similarly defined with V replaced by R. Let Do
R∞ be the subset of DR∞ consisting

of paths ψ such that ψ(0) ∈ V
∞.

DEFINITION 2.1. Let ψ ∈ D
o
R∞ . Then (φ, η) ∈ DV∞×R∞ solves the Skorokhod problem

(SP) for ψ associated with the reflection matrix R∞ if the following hold:
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(i) φ(t) = ψ(t) + R∞η(t) for all t ∈ [0, T ], namely

φ1(t) = ψ1(t) − η1(t), φi(t) = ψi(t) + ηi−1(t) − ηi(t) for all i ≥ 2 and t ∈ [0, T ].
(ii) For each i ∈ N, (a) ηi(0) = 0, (b) ηi is nondecreasing, and (c)

∫ T
0 1{φi(s)<1} dηi(s) = 0.

On the domain E ⊂ D
o
R∞ on which there is a unique solution to the SP we define the

Skorokhod map (SM) � : E → DV∞ as �(ψ) = φ if (φ, η) solves the SP posed by ψ . Also,
define the map �̄ : E →DR∞ by �̄(ψ) = η. For ψ, ψ̃ ∈ DR∞ , let

‖ψ − ψ̃‖∞ .=
∞∑
i=1

‖ψi − ψ̃i‖∞
2i

.

The following result gives the wellposedness and regularity of the above infinite-
dimensional Skorokhod problem.

LEMMA 2.2. The SP is well defined on all of Do
R∞ (namely E = D

o
R∞) and the SM is

Lipschitz continuous in the following sense: For all ψ, ψ̃ ∈ D
o
R∞ ,∥∥�(ψ) − �(ψ)

∥∥∞ ≤ 4‖ψ − ψ̃‖∞,
∥∥�̄(ψ) − �̄(ψ)

∥∥∞ ≤ 2‖ψ − ψ̃‖∞.

PROOF. We first prove uniqueness. Fix ψ ∈ D
o
R∞ . Suppose there are two solutions (φ, η)

and (φ̃, η̃). For each M ∈ N, define the matrix RM = −IM×M + PM , where IM×M is the
M × M identity matrix and PM(i, j) = 1{j=i−1,i>1}. Let ψM,φM, φ̃M,ηM, η̃M ∈ DRM be
defined as (

ψM
i ,φM

i , φ̃M
i , ηM

i , η̃M
i

) = (ψi, φi, φ̃i, ηi, η̃i), i = 1, . . .M.

Then (φM,ηM) solves the M-dimensional Skorokhod problem for ψM associated with the
domain V

M and reflection matrix RM , namely

φM = ψM + RMηM, φM ∈ DVM ,

η(0) = 0, η is right continuous and nondecreasing,

∫ T

0
1{φi(s)<1} dηi(s) = 0.

Furthermore, (φ̃M, η̃M) also solves the same M-dimensional Skorokhod problem for ψM .
Since PM has spectral radius less than 1, it is well known from [19, 25] that this M-
dimensional SP has a unique solution. Thus we must have (φM,ηM) = (φ̃M, η̃M). Since
M ∈N is arbitrary, we have the desired uniqueness property.

Next we prove existence. The solutions of the finite-dimensional SP have the follow-
ing consistency property: Suppose for some M ∈ N, (φM,ηM) is the solution to the
M-dimensional SP for ψM (associated with (VM,RM)) and let 1 ≤ m ≤ M . Define
(ψm,M,φm,M,ηm,M) ∈ DR3m as

(
ψ

m,M
i ,φ

m,M
i , η

m,M
i

) = (
ψM

i ,φM
i , ηM

i

)
, i = 1, . . .m.

Then (φm,M,ηm,M) solves the m-dimensional SP for ψm (associated with (Vm,Rm)). Fix
ψ ∈ D

o
R∞ and for M ∈ N define ψM as before. Let (φM,ηM) be the solution of the M-

dimensional SP for ψM . Define (φ, η) ∈ DR∞×R∞ as (φn, ηn)
.= (φn

n, ηn
n) for n ∈ N. From

the consistency property noted above, (φ, η) is a solution to the infinite-dimensional SP. This
gives existence.
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Finally we prove the Lipschitz property. Fix ψ, ψ̃ ∈ D
o
R∞ and let (φ, η) and (φ̃, η̃) be

solutions to the infinite-dimensional SP for ψ and ψ̃ respectively. For each M ∈ N, since

φM(t) = ψM(t) + ηM−1(t) − ηM(t),

φ̃M(t) = ψ̃M(t) + η̃M−1(t) − η̃M(t),

where we define η0 = η̃0 = 0, it follows that (φM,ηM) and (φ̃M, η̃M) are solutions to the one-
dimensional SP (associated with the domain V = (−∞,1]) for ψM +ηM−1 and ψ̃M + η̃M−1,
and hence

‖ηM − η̃M‖∞ ≤ ∥∥(ψM + ηM−1) − (ψ̃M + η̃M−1)
∥∥∞

≤ ‖ψM − ψ̃M‖∞ + ‖ηM−1 − η̃M−1‖∞,

‖φM − φ̃M‖∞ ≤ 2
∥∥(ψM + ηM−1) − (ψ̃M + η̃M−1)

∥∥∞
≤ 2‖ψM − ψ̃M‖∞ + 2‖ηM−1 − η̃M−1‖∞.

This means

‖ηM − η̃M‖∞ ≤
M∑
i=1

‖ψi − ψ̃i‖∞, ‖φM − φ̃M‖∞ ≤ 2
M∑
i=1

‖ψi − ψ̃i‖∞

and hence

‖η − η̃‖∞ =
∞∑

k=1

‖ηk − η̃k‖∞
2k

≤
∞∑

k=1

k∑
i=1

‖ψi − ψ̃i‖∞
2k

=
∞∑
i=1

∞∑
k=i

‖ψi − ψ̃i‖∞
2k

=
∞∑
i=1

‖ψi − ψ̃i‖∞
2i−1 = 2‖ψ − ψ̃‖∞.

Similarly,

‖φ − φ̃‖ =
∞∑

k=1

‖φk − φ̃k‖∞
2k

≤ 4‖ψ − ψ̃‖∞.

This completes the proof. �

REMARK 2.1. It is easy to verify that if ψ ∈ D
o
R∞ is such that ψi is continuous (resp.

absolutely continuous) for each i and ζ = �(ψ), η = �̄(ψ), then ζi and ηi are continuous
(resp. absolutely continuous) for each i.

2.3. Rate function. For each n ∈ N, (Xn,Y n) is a DR∞×R∞ valued random variable.
In this work we show that as n → ∞, the sequence {(Xn,Y n)}n∈N satisfies a LDP in the
above space. We begin by introducing the rate function that will govern this large deviation
principle.

Recall that we assume λn → λ ∈ (0,∞) as n → ∞. Fix x ∈ V
∞ such that xi ≥ 0 for every

i and
∑∞

i=1 xi < ∞. Let CT (x) be the subset of CR∞×R∞ consisting of all functions (ζ,ψ)

such that:

(i) ζi(0) = ψi(0) = xi . ζi and ψi are absolutely continuous on [0, T ].
(ii) For all t ∈ [0, T ], 1 = ζ0(t) ≥ ζ1(t) ≥ ζ2(t) ≥ · · · ≥ 0.

(iii) supt∈[0,T ]
∑∞

i=1 ζi(t) < ∞.
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(iv) For some η ∈ CR∞ , (ζ, η) solves the Skorokhod problem for ψ associated with the
reflection matrix R∞. Namely,

(2.7) ζi(t) = ψi(t) + ηi−1(t) − ηi(t), t ∈ [0, T ], i ∈ N,

where η0(t) = 0 and for every i ≥ 1, ηi(0) = 0, ηi is nondecreasing, and∫ T

0
1{ζi (s)<1}ηi(ds) = 0.

Note that property (iii) implies there exists a smallest M = M(ζ) ∈ N such that

sup
t∈[0,T ]

ζM(t) < 1.

Thus one only needs to consider a M-dimensional SP for ψM (associated with (VM,RM)).

REMARK 2.2. Indeed, an analogous M exists for every realization of Xn. However, this
M depends on the random realization and there is no uniform M that works for all realizations
of Xn. As a result, it is convenient to work with the infinite-dimensional SP introduced in
Section 2.2 when proving tightness and convergence properties in Section 3.

We now define the rate function. Recall �(z) = z log(z) − z + 1 for z ≥ 0, and let ϑ0
.= λ

and ϑi
.= 1 for i ∈ N. For (ζ,ψ) /∈ CT (x), define IT ,x(ζ,ψ)

.= ∞. For (ζ,ψ) ∈ CT (x), define

IT ,x(ζ,ψ)
.= inf

ϕ∈ST (ζ,ψ)

{ ∞∑
i=0

∫
[0,T ]×[0,1]

ϑi�
(
ϕi(s, y)

)
ds dy

}
,(2.8)

where the set ST (ζ,ψ) consists of all ϕ = (ϕi)i∈N0 , where each ϕi : [0, T ] × [0,1] → R+,
such that

ψ1(t) = x1 + λ

∫
[0,t]×[0,1]

ϕ0(s, y) ds dy

(2.9)

−
∫
[0,t]×[0,1]

1[0,ζ1(s)−ζ2(s))(y)ϕ1(s, y) ds dy,

ψi(t) = xi −
∫
[0,t]×[0,1]

1[0,ζi (s)−ζi+1(s))(y)ϕi(s, y) ds dy, i ≥ 2.(2.10)

Intuitively (2.9)–(2.10) represents the ODE limit of the free process Yn with controls ϕ mod-
ulating the rates at which jobs enter and leave the system. Note that when ϕi is taken to be 1
for each i in the above equations, {(ζi,ψi)}i∈N0 correspond to the law of large numbers limit
of the constrained and free processes {(Xn

i , Y n
i )}i∈N0 . Clearly, with this choice of {ϕi}i∈N0 ,

the cost on the right side of (2.8) is zero which verifies that the rate function evaluated at the
LLN limit is 0. For a general pair {(ζi,ψi)}i∈N0 , the rate function is obtained by considering
all controls {ϕi}i∈N0 that produce the pair {(ζi,ψi)}i∈N0 through the system of equations in
(2.9)–(2.10) and by then taking infimum over the cost for all such controls as on the right side
of (2.8).

2.4. Main result. We now present the main result of this work. First we introduce the
following assumption on the initial values Xn(0).

ASSUMPTION 2.3. There exist a sequence of xn and x in V
∞ such that a.s.

for every i ∈ N, Xn
i (0) = xn

i → xi as n → ∞,

1 = xn
0 ≥ xn

1 ≥ xn
2 ≥ · · · ≥ 0, sup

n∈N

∞∑
i=1

xn
i < ∞.
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REMARK 2.3. Note that Assumption 2.3 along with Fatou’s lemma imply that∑∞
i=1 xi < ∞.

Assumption 2.3 will be taken to hold throughout this work and {xn} and x as in Assump-
tion 2.3 will be fixed. Thus we will not note this condition explicitly in our results and will
suppress x in the notation when writing CT (x) or IT ,x .

THEOREM 2.4. The function IT defined in (2.8) is a rate function on DR∞×R∞ . The
sequence (Xn,Y n) satisfies a large deviation principle on DR∞×R∞ with rate function IT .

PROOF. From the equivalence between a LDP and a Laplace principle (cf. Section 1.2
of [17]), it suffices to establish the following three statements.

(1) Laplace upper bound: For all G ∈ Cb(DR∞×R∞),

lim sup
n→∞

1

n
logEe−nG(Xn,Y n) ≤ − inf

(ζ,ψ)∈CT

{
IT (ζ,ψ) + G(ζ,ψ)

}
.(2.11)

(2) Laplace lower bound: For all G ∈ Cb(DR∞×R∞),

lim inf
n→∞

1

n
logEe−nG(Xn,Y n) ≥ − inf

(ζ,ψ)∈CT

{
IT (ζ,ψ) + G(ζ,ψ)

}
.(2.12)

(3) IT is a rate function, namely for each M ∈ [0,∞), {(ζ,ψ) ∈ CT : IT (ζ,ψ) ≤ M} is
compact.

Statements (1) and (2) are proved in Sections 4 and 5, respectively, while the proof of the
third statement is given in Section 6. �

The LDP given by the above theorem is useful in obtaining estimates for probabilities of
various types of rare events in the JSQ system. We now consider one such example. Consider
the critical (heavy traffic) regime, namely λ = 1. Suppose all queues are of length 1 at time
0 (i.e., Xn

1(0) = x1 = 1 and Xn
i (0) = xi = 0 for i ≥ 2). Consider the problem of estimating

the probability that a queue length will be at least j ≥ 3 at some time instant in the time
interval [0, T ]. This corresponds to estimating the probability of (Xn,Y n) taking values in
the following (relatively) open set:

Gj =
{
(ζ,ψ) ∈ C̄T

∣∣ sup
t∈[0,T ]

ζj (t) > 0
}
,

where

C̄T = {
(ζ,ψ) ∈ CT |ζ1(0) = 1, ζi(0) = 0 for i ≥ 2

}
.

We also consider the closed set Fj , obtained by a slight enlargement of Gj , defined as fol-
lows:

Fj =
{
(ζ,ψ) ∈ C̄T

∣∣ sup
t∈[0,T ]

ζj−1(t) = 1
}
.

The following result characterizes the decay rate of probabilities of Gj , Fj and shows that
for large time intervals the probability of a queue buildup of length j or higher at any station

decays exponentially, approximately, with rate e− n(j−2)2

4T .
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THEOREM 2.5. For every j ≥ 3,

(2.13)

lim
n→∞

1

n
logP

(
Xn ∈ Gj

)

= lim
n→∞

1

n
logP

(
Xn ∈ Fj

)

= −T �

( j−2
T

+
√

4 + (
j−2
T

)2

2

)
− T �

(− j−2
T

+
√

4 + (
j−2
T

)2

2

)
and

lim
T →∞ lim

n→∞
T

n
log

(
P
(
Xn ∈ Gj

)) = lim
T →∞ lim

n→∞
T

n
log

(
P
(
Xn ∈ Fj

)) = −(j − 2)2

4
.

Proof of the above theorem is given in Section 7.

REMARK 2.4. The above result shows that the probability of having a queue of length
j or larger at any point in a time interval [0, T ] decays exponentially at rate e−nI (j,T ), where
I (j, T ) is given by the expression in (2.13). In addition, the proof gives information on how
such an event is likely to occur. The optimal path given by (7.3) corresponds to the behavior
that the number of jobs per queue increases linearly at rate (j −2)/T until reaching the queue
length of (j − 1) at time T . Such information can also be used to design accelerated Monte-
Carlo sampling algorithms for approximating related probabilities for any fixed sized system
by, for example, drawing samples from a proposal distribution which places more weight on
sample paths close to this trajectory (see, e.g., [10], Part IV, and references therein).

CONJECTURE 2.6. Similar techniques that are used to prove Theorem 2.5 are expected
to be useful for studying decay rates of other types of events as well. In particular, we make
the following two conjectures. A rigorous analysis of the probability asymptotics of events in
the two conjectures is left as an open problem.

(1) Consider the event that at some time instant in [0, T ], some of the servers are busy with
long queues, but the remaining are idle. Such an event signals an undesirable inefficiency or
lack of balance in the system. More precisely, the event of interest is{

Xn
1(t) = Xn

2(t) = · · · = Xn
j (t) = c,Xn

j+1(t) = 0 for some t ∈ [0, T ]}
for some j ≥ 2 and c ∈ (0,1). This event corresponds to n(1 − c) queues being idle while the
remaining nc queues being of length j . We conjecture that the most likely manner in which
this event occurs is that first, the system reaches a state with nc queues of length j and the
remaining n(1 − c) queues of length j − 1 at some time instant t ∈ [0, T ], and then those nc

queues remain in that state while the other n(1−c) queues decrease down to zero. This result
will allow the identification of an optimal trajectory and a characterization of the decay rate
of the probability of the above event.

(2) Consider the event that at some time instant in [0, T ], some of the servers have queues
of length j ≥ 2 while the remaining are of length 1, namely{

Xn
1(t) = 1,Xn

2(t) = · · · = Xn
j (t) = c,Xn

j+1(t) = 0 for some t ∈ [0, T ]}
for some j ≥ 2 and c ∈ (0,1). This is similar to the first event but simpler to analyze. Once
more, there is a natural guess for the most likely manner in which this event occurs (which
is similar to the conjecture in (1), except that the other n(1 − c) queues decrease down to
one instead of zero) using which one can identify the optimal trajectory in the path space
whose cost characterizes the decay rate of the probability. We conjecture that in this case the
optimal trajectory is piecewise linear.
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3. Representation and weak convergence of controlled processes. In this section we
give several preparatory results that are needed for the proofs of both the upper and the
lower bounds (i.e., (2.11) and (2.12)). Section 3.1 presents a variational representation from
[12] that is the starting point of our analysis. In Section 3.2 we prove tightness of certain
families of controls and controlled processes which arise from the variational representation
of Section 3.1. Finally, Section 3.3 presents a result which characterizes the distributional
limit points of this collection of processes.

3.1. Variational representation. Recall that Ā+ denotes the class of (F̄ ⊗ B([0,1]))/
B(R+)-measurable maps from 
 × [0, T ] × [0,1] to R+. For each m ∈ N let

Āb,m
.=
{
(ϕk)k∈N0 : ϕk ∈ Ā+ for all k ∈ N0, for all (ω, t, y) ∈ 
 × [0, T ] × [0,1]

1

m
≤ ϕk(ω, t, y) ≤ m for k ≤ m and ϕk(ω, t, y) = 1 for k > m

}

and let Āb
.= ⋃∞

m=1 Āb,m. For any ϕ ∈ Āb we denote by (X̄n,ϕ, Ȳ n,ϕ, η̄n,ϕ) the controlled ana-
logues of (Xn,Y n, ηn) obtained by replacing the PRMs in (2.1)–(2.5) with controlled point
processes, D

nλnϕ0
0 and D

nϕi

i , i ∈ N. Namely, the state evolution equations for the controlled
processes are as follows:

(3.1)

Ȳ
n,ϕ
1 (t) = xn

1 + 1

n

∫
[0,t]×[0,1]

D
nλnϕ0
0 (ds dy)

− 1

n

∫
[0,t]×[0,1]

1[0,X̄n
1 (s−)−X̄n

2 (s−))(y)D
nϕ1
1 (ds dy),

Ȳ
n,ϕ
i (t) = xn

i − 1

n

∫
[0,t]×[0,1]

1[0,X̄n
i (s−)−X̄n

i+1(s−))(y)D
nϕi

i (ds dy), i ≥ 2,

X̄
n,ϕ
1 (t) = Ȳ

n,ϕ
1 (t) − η̄

n,ϕ
1 (t), X̄

n,ϕ
i (t) = Ȳ

n,ϕ
i (t) + η̄

n,ϕ
i−1(t) − η̄

n,ϕ
i (t), i ≥ 2,

η̄
n,ϕ
i (t) = 1

n

∫
[0,t]×[0,1]

1{X̄n,ϕ
i (s−)=1}D

nλnϕ0
0 (ds dy), i ≥ 1.

When it is clear from context which controls are being used we may simply write
(X̄n, Ȳ n, η̄n) to represent the controlled processes.

Let ϑn
0

.= λn and ϑn
i

.= 1 for i ∈ N. The following variational representation will be instru-
mental in proving both (2.11) and (2.12). For a proof we refer the reader to [12], Theorem 2.1.
We remark that the representation in [12] is given for the setting of a single PRM. However
the result given in the lemma below, which is formulated in terms of a countable collec-
tion of PRM, follows immediately on considering a single PRM on the augmented space
[0, T ] × [0,1] × R+ × N0 with intensity Leb ⊗ � where Leb is the Lebesgue measure on
[0, T ] × [0,1] ×R+ and � is the counting measure on N0. Proof is omitted.

LEMMA 3.1. Let G ∈ Cb(DR∞×R∞). Then

−1

n
logEe−nG(Xn,Y n)

= inf
ϕn∈Āb

E

{ ∞∑
i=0

∫
[0,T ]×[0,1]

ϑn
i �

(
ϕn

i (s, y)
)
ds dy + G

(
X̄n, Ȳ n)}.

(3.2)
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3.2. Tightness. In this section we prove a key tightness result which says that if the costs
are appropriately bounded then the corresponding collection of controls and controlled pro-
cesses is tight. We begin by describing the topology on the space of controls. For M ∈ (0,∞),
denote by SM the collection of all h = {hk}k∈N0 , where hk : [0, T ] × [0,1] → R+ for each
k ∈N0 and

∞∑
k=0

∫
[0,T ]×[0,1]

�
(
hk(s, y)

)
ds dy ≤ M.

Any hk as above can be identified with a finite measure νhk on [0, T ]×[0,1] by the following
relation:

νhk (H)
.=
∫
H

hk(s, y) ds dy, H ⊂ B
([0, T ] × [0,1]).

The space M of finite measures on [0, T ] × [0,1] is equipped with the weak convergence
topology and the space M

∞ is equipped with the corresponding product topology. Using the
above identification, each element in SM can be mapped to an element of the Polish space
M

∞ and the space SM with the inherited topology is compact (see [9], Lemma A.1).
We record the following elementary lemma for future use. See [5], Lemma 3.2, for a proof.

LEMMA 3.2. Let �(x) = x log(x) − x + 1. Then the following properties hold for �(x):

(a) For each β > 0, there exists γ (β) ∈ (0,∞) such that γ (β) → 0 as β → ∞ and x ≤
γ (β)�(x), for x ≥ β ≥ 1.

(b) For x ≥ 0, x ≤ �(x) + 2.

The following is the main tightness result of this section. As a convention, we will take
X̄n

0(t) = Ȳ n
0 (t) = 1 for all t ∈ [0, T ].

LEMMA 3.3. Suppose that {ϕn} is a sequence in Āb such that for some M0 ∈ (0,∞)

sup
n∈N

∞∑
k=0

∫
[0,T ]×[0,1]

�
(
ϕn

k (s, y)
)
ds dy ≤ M0 a.s.(3.3)

Denote by (X̄n, Ȳ n, η̄n) the controlled processes associated with ϕn, given by (3.1) (re-
placing ϕ with ϕn). Then, regarding ϕn as a SM0 valued random variable, the se-
quence {(X̄n, Ȳ n, η̄n, ϕn)}n∈N0 is tight in DR∞×R∞×R∞ × SM0 . Furthermore the collection
{(X̄n, Ȳ n, η̄n)}n∈N0 is C-tight.

PROOF. Since SM0 is compact the tightness of {ϕn}n∈N0 is immediate. From Lemma 2.2
and since (X̄n, η̄n) = (�(Ȳ n), �̄(Ȳ n)), it suffices now to show that {Ȳ n}n∈N is C-tight in
DR∞ .

In order to verify tightness of {Ȳ n}n∈N we appeal to Aldous’ tightness criteria (cf. The-
orem 2.2.2 in [29]) for each {Ȳ n

i }n∈N, i ∈ N. The tightness of {Ȳ n
i (t)}n∈N in R for each

t ∈ [0, T ] follows from the following estimate:

lim sup
n→∞

E
∣∣Ȳ n

i (t)
∣∣ ≤ lim sup

n→∞
xn
i + lim sup

n→∞
E

∫
[0,t]×[0,1]

[
λnϕ

n
0 (s, y) + ϕn

i (s, y)
]
ds dy

≤ xi + (λ + 1)M0 + 2(λ + 1)T ,

where the last inequality uses (3.3), Lemma 3.2(b), and Assumption 2.3. We next verify the
following condition on the fluctuations of {Ȳ n}n∈N:

(3.4) lim sup
δ→0

lim sup
n→∞

sup
τ∈T δ

E
[∣∣Ȳ n

i (τ + δ) − Ȳ n
i (τ )

∣∣] = 0,
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where T δ is the set of all [0, T − δ]-valued stopping times. For any L > 1, it follows from
the definition of Ȳ n, the triangle inequality, Lemma 3.2(a), and (3.3) that

E
[∣∣Ȳ n

i (τ + δ) − Ȳ n
i (τ )

∣∣]
≤ λnE

∫
[τ,τ+δ]×[0,1]

ϕn
0 (s, y) ds dy +E

∫
[τ,τ+δ]×[0,1]

ϕn
i (s, y) ds dy

= λnE

∫
[τ,τ+δ]×[0,1]

ϕn
0 (s, y)1{ϕn

0 (s,y)≤L} ds dy

+E

∫
[τ,τ+δ]×[0,1]

ϕn
i (s, y)1{ϕn

i (s,y)≤L} ds dy

+ λnE

∫
[τ,τ+δ]×[0,1]

ϕn
0 (s, y)1{ϕn

0 (s,y)>L} ds dy

+E

∫
[τ,τ+δ]×[0,1]

ϕn
i (s, y)1{ϕn

i (s,y)>L} ds dy

≤ (λn + 1)δL + (λn + 1)M0γ (L)

and thus

lim sup
δ→0

lim sup
n→∞

sup
τ∈T δ

E
[∣∣Ȳ n

i (τ + δ) − Ȳ n
i (τ )

∣∣] ≤ (λ + 1)M0γ (L).

The property in (3.4) now follows upon sending L → ∞. This proves the tightness of
{Yn}n∈N. Finally, C-tightness follows upon noting that jump sizes of Yn

i are bounded by 2
n

.
�

3.3. Characterization of limit points. Suppose that {ϕn} is a sequence as in Lemma 3.3.
Then from the lemma we have the tightness of the vector sequence {(X̄n, Ȳ n, η̄n, ϕn)}n∈N0 . In
this section we characterize the limit points of this sequence. It will be convenient to consider
the following compensated point processes:

D̄
nϑn

k ϕn
k

k (ds dy)
.= D

nϑn
k ϕn

k

k (ds dy) − nϑn
k ϕn

k (s, y) ds dy, n ∈N, k ∈ N0.(3.5)

Define compensated processes B̃n as

B̃n
1 (t)

.= 1

n

∫
[0,t]×[0,1]

D̄
nλnϕn

0
0 (ds dy)

(3.6)

− 1

n

∫
[0,t]×[0,1]

1[0,X̄n
1 (s−)−X̄n

2 (s−))(y)D̄
nϕn

1
1 (ds dy),

B̃n
i (t)

.= 1

n

∫
[0,t]×[0,1]

1[0,X̄n
i (s−)−X̄n

i+1(s−))(y)D̄
nϕn

i

i (ds dy), i ≥ 2(3.7)

which allows us to write

Ȳ n
1 (t) = Xn

1(0) + B̃n
1 (t) + λn

∫
[0,t]×[0,1]

ϕn
0 (s, y) ds dy

(3.8)

−
∫
[0,t]×[0,1]

1[0,X̄n
1 (s)−X̄n

2 (s))(y)ϕn
1 (s, y) ds dy,

Ȳ n
i (t) = Xn

i (0) − B̃n
i (t) −

∫
[0,t]×[0,1]

1[0,X̄n
i (s)−X̄n

i+1(s))
(y)ϕn

i (s, y) ds dy, i ≥ 2.(3.9)

The following lemma characterizes the limit points of {(X̄n, Ȳ n, η̄n, ϕn)}n∈N0 .
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LEMMA 3.4. Suppose that {ϕn} is a sequence as in Lemma 3.3. Suppose also that the
associated sequence {(X̄n, Ȳ n, η̄n, ϕn)}n∈N0 converges along a subsequence, in distribution,
to (X̄, Ȳ , η̄, ϕ) given on some probability space (
∗,F∗,P∗). Then the following hold P

∗-
a.s.

(a) Equations (2.9)–(2.10) are satisfied with (ζ,ψ,ϕ) replaced by (X̄, Ȳ , ϕ̄).
(b) (X̄, Ȳ ) ∈ CT and ϕ ∈ ST (X̄, Ȳ ). In particular, (X̄, Ȳ , η̄) satisfy the following system of

equations:

X̄1(t) = Ȳ1(t) − η̄1(t),(3.10)

X̄i(t) = Ȳi(t) + η̄i−1(t) − η̄i(t), i ≥ 2,(3.11)

and for every i ∈N, η̄i(0) = 0, η̄i is nondecreasing, and
∫ t

0 1{X̄i (s)<1}η̄i(ds) = 0.

PROOF. Assume without loss of generality that convergence occurs along the whole se-
quence. Recall the expression for Ȳ n given in (3.8)–(3.9) and the definition of B̃n given in
(3.6)–(3.7). It follows from Doob’s inequality and Lemma 3.2(b) that for each k ∈ N0

(3.12)

E

(
sup

0≤t≤T

∣∣B̃n
k (t)

∣∣2) ≤ 1

n
E

∫
[0,T ]×[0,1]

[
λnϕ

n
0 (s, y) + ϕn

k (s, y)
]
ds dy

≤ 1

n
E

∫
[0,T ]×[0,1]

[
λn

(
�
(
ϕn

0 (s, y)
)+ 2

) + �
(
ϕn

k (s, y)
)+ 2

]
ds dy

≤ 1

n
(λn + 1)(M0 + 2T ) → 0.

By appealing to the Skorokhod representation theorem (cf. [6], Theorem 6.7), we can assume
without loss of generality that (X̄n, Ȳ n, η̄n, ϕn, B̃n) → (X̄, Ȳ , η̄, ϕ,0) a.s. on (
∗,F∗,P∗),
and thus the rest of the argument will be made a.s. on (
∗,F∗,P∗). From the C-tightness
proved in Lemma 3.3 (X̄, Ȳ , η̄) takes values in CR∞×R∞×R∞ . Using the triangle inequality∣∣∣∣

∫
[0,t]×[0,1]

1[0,X̄n
i (s)−X̄n

i+1(s))
(y)ϕn

i (s, y) ds dy

−
∫
[0,t]×[0,1]

1[0,X̄i (s)−X̄i+1(s))
(y)ϕi(s, y) ds dy

∣∣∣∣
≤

∫
[0,t]×[0,1]

∣∣1[0,X̄n
i (s)−X̄n

i+1(s))
(y) − 1[0,X̄i (s)−X̄i+1(s))

(y)
∣∣ϕn

i (s, y) ds dy

+
∣∣∣∣
∫
[0,t]×[0,1]

1[0,X̄i (s)−X̄i+1(s))
(y)

(
ϕn

i (s, y) − ϕi(s, y)
)
ds dy

∣∣∣∣

(3.13)

for each i ∈ N. Since Lebt {(s, y) : y = X̄i(s) − X̄i+1(s)} = 0, where Lebt is the Lebesgue
measure on [0, t] × [0,1], we have∣∣1[0,X̄n

i (s)−X̄n
i+1(s))

(y) − 1[0,X̄i (s)−X̄i+1(s))
(y)

∣∣ → 0

as n → ∞ for Lebt -a.e. (s, y) ∈ [0, t] × [0,1]. From (3.3) and the super-linearity of �, one
has the uniform integrability of (s, y) �→ ϕn

i (s, y) with respect to the normalized Lebesgue
measure on [0, T ] × [0,1]. The above two observations imply that, as n → ∞,

(3.14)
∫
[0,t]×[0,1]

∣∣1[0,X̄n
i (s)−X̄n

i+1(s))
(y) − 1[0,X̄i (s)−X̄i+1(s))

(y)
∣∣ϕn

i (s, y) ds dy → 0.
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Recalling the topology on SM0 , the convergence ϕn → ϕ and λn → λ implies that∣∣∣∣
∫
[0,t]×[0,1]

1[0,X̄i (s)−X̄i+1(s))
(y)

(
ϕn

i (s, y) − ϕi(s, y)
)
ds dy

∣∣∣∣ → 0,(3.15)

λn

∫
[0,t]×[0,1]

ϕn
0 (s, y) ds dy → λ

∫
[0,t]×[0,1]

ϕ0(s, y) ds dy.(3.16)

Combining (3.8)–(3.9) with (3.12) and (3.13)–(3.16) completes the proof of (a).
We now prove part (b). The validity of (3.10)–(3.11) is immediate from the fact that these

equalities hold with (X̄, Ȳ , η̄) replaced with (X̄n, Ȳ n, η̄n). We now check that (X̄, Ȳ ) ∈ CT by
verify properties (i)–(iv) in the definition of CT . The absolute continuity property in property
(i) follows from the absolute continuity of Ȳi , which follows from part (a) of the lemma, and
property (iv) (whose proof is given below), together with properties of the Skorokhod map.
The remaining statements in properties (i)–(ii) of the definition of CT are immediate from
Assumption 2.3 and the fact that for every t , 1 = X̄n

0(t) ≥ X̄n
1(t) ≥ · · · . Property (iii) follows

on noting that

E

[
sup

0≤t≤T

∞∑
i=1

X̄i(t)

]
≤ lim inf

n→∞ E

[
sup

0≤t≤T

∞∑
i=1

X̄n
i (t)

]

≤ lim inf
n→∞

∞∑
i=1

xn
i + lim inf

n→∞

∫
[0,T ]×[0,1]

λnϕ
n
0 (s, y) ds dy < ∞,

where the first inequality follows from Fatou’s lemma, and the last inequality uses Assump-
tion 2.3 and (3.3). Finally we verify part (iv). Fix k ∈ N. That η̄k(·) is nondecreasing follows
from the fact that the property holds for all η̄n

k (·). We now verify that

(3.17)
∫ T

0

(
1 − X̄k(s)

)
η̄k(ds) = 0.

Note that η̄n
k (t) can only increase when X̄n

k (t−) = 1 and thus∫ T

0

(
1 − X̄n

k (t−)
)
η̄n

k (ds) = 0.

From this we have

(3.18)

∣∣∣∣
∫ T

0

(
1 − X̄k(s)

)
η̄k(ds)

∣∣∣∣ =
∣∣∣∣
∫ T

0

(
1 − X̄k(s)

)
η̄k(ds) −

∫ T

0

(
1 − X̄n

k (s−)
)
η̄n

k (ds)

∣∣∣∣
≤

∣∣∣∣
∫ T

0

(
1 − X̄k(s)

)
η̄k(ds) −

∫ T

0

(
1 − X̄k(s)

)
η̄n

k (ds)

∣∣∣∣
+

∫ T

0

∣∣X̄n
k (t−) − X̄k(t)

∣∣η̄n
k (dt).

It follows from the fact that η̄n
k → η̄k as a finite measure on [0, T ] and X̄k(s) ∈ Cb([0, T ] :R)

that ∣∣∣∣
∫ T

0

(
1 − X̄k(s)

)
η̄k(ds) −

∫ T

0

(
1 − X̄k(s)

)
η̄n

k (ds)

∣∣∣∣ → 0 as n → ∞.(3.19)

Finally, continuity of X̄k and uniform convergence of X̄n
k to X̄k gives∫ T

0

∣∣X̄n
k (t−) − X̄k(t)

∣∣η̄n
k (dt) ≤

(
sup

0≤t≤T

∣∣X̄n
k (t−) − X̄k(t)

∣∣)η̄n
k (T ) → 0,

which, combined with (3.18) and (3.19), gives (3.17) verifying property (iv). Thus we have
shown that (X̄, Ȳ ) ∈ CT a.s. The fact that ϕ ∈ ST (X̄, Ȳ ) is now immediate from part (a) of
the lemma. �
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4. Laplace upper bound. This section is devoted to the proof of the Laplace upper
bound (2.11). Fix G ∈ Cb(DR∞×R∞). From the variational representation in Lemma 3.1, for
all n ∈ N, we can select a control ϕ̃n ∈ Āb such that

(4.1)

−1

n
logEe−nG(Xn,Y n)

≥ E

{ ∞∑
k=0

∫
[0,T ]×[0,1]

ϑn
k �

(
ϕ̃n

k (s, y)
)
ds dy + G

(
X̄n,ϕ̃n

, Ȳ n,ϕ̃n)}− 1

n
.

This shows that

sup
n∈N

E

∞∑
k=0

∫
[0,T ]×[0,1]

ϑn
k �

(
ϕ̃n

k (s, y)
)
ds dy ≤ 2‖G‖∞ + 1 .= MG.

By a standard localization argument (see, e.g., [12], Proof of Theorem 4.2) it now follows
that for any fixed σ > 0 there is a M0 ∈ (0,∞) and a sequence ϕn ∈ Āb taking values in SM0

a.s. such that, for every n, the expected value on the right side of (4.1) differs from the same
expected value, but with ϕ̃n replaced by ϕn throughout, by at most σ . In particular,

(4.2)

−1

n
logEe−nG(Xn,Y n)

≥ E

{ ∞∑
k=0

∫
[0,T ]×[0,1]

ϑn
k �

(
ϕn

k (s, y)
)
ds dy + G

(
X̄n,ϕn

, Ȳ n,ϕn)}− 1

n
− σ.

Now we can complete the proof of the Laplace upper bound. Since ϕn are in SM0 a.s., from
Lemma 3.3 we have the tightness of (X̄n, Ȳ n, η̄n, ϕn). Assume without loss of generality
that (X̄n, Ȳ n, η̄n, ϕn) converges along the whole sequence, in distribution, to (X̄, Ȳ , η̄, ϕ),
given on some probability space (
∗,F∗,P∗). By Lemma 3.4 we have (X̄, Ȳ ) ∈ CT and
ϕ ∈ ST (X̄, Ȳ ) a.s. P∗. Using (4.2), Fatou’s lemma, and the definition of IT in (2.8)

lim inf
n→∞ −1

n
logEe−nG(Xn,Y n)

≥ lim inf
n→∞ E

{ ∞∑
k=0

∫
[0,T ]×[0,1]

ϑn
k �

(
ϕn

k (s, y)
)
ds dy + G

(
X̄n, Ȳ n)− 1

n
− σ

}

≥ E
∗
{ ∞∑

k=0

∫
[0,T ]×[0,1]

ϑk�
(
ϕk(s, y)

)
ds dy + G(X̄, Ȳ )

}
− σ

≥ inf
(ζ,ψ)∈CT

{
IT (ζ,ψ) + G(ζ,ψ)

}− σ,

where the second inequality is a consequence of a lower semicontinuity property established
in Lemma A.1 in [9]. Since σ ∈ (0,1) is arbitrary, this completes the proof of the Laplace
upper bound.

5. Laplace lower bound. This section is devoted to the proof of the Laplace lower
bound (2.12). The proof, given in Section 5.1, proceeds by first selecting a trajectory (ζ ∗,ψ∗)
which is near-optimal in the infimum on the right side of the lower bound and then an asso-
ciated control ϕ∗ which is near-optimal for the rate function evaluated at (ζ ∗,ψ∗). One then
leverages the results of Section 3 to construct a sequence of controls and associated con-
trolled process (X̄n, Ȳ n, ϕn) which are tight and have weak limit points (ψ̄, ζ̄ , ϕ̄) that satisfy
ϕ̄ = ϕ∗ ∈ ST (ζ̄ , ψ̄). However, it is not guaranteed that (ζ ∗,ψ∗) = (ζ̄ , ψ̄) as it is not necessar-
ily true that the control ϕ∗ drives a unique set of solutions to the controlled ODE, (2.9)–(2.10).
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In particular, if ϕ∗ ∈ ST (ζ ∗,ψ∗) and ϕ∗ ∈ ST (ζ̄ , ψ̄) then, in general, (ζ ∗,ψ∗) need not equal
(ζ̄ , ψ̄). This obstacle is overcome in Lemma 5.1, which says that one can select a trajectory
and control (ζ,ψ,ϕ) suitability close to (ζ ∗,ψ∗, ϕ∗) for which this uniqueness property does
hold. This uniqueness result is at the technical heart of this work and its proof relies on several
other intermediate results which proceed by successively modifying the original trajectories
and controls so that the modified trajectories remain close to the original trajectories while
changing the cost only slightly, and such that the final set of trajectories and controls do have
the desired uniqueness property. To do this, first Lemmas 5.3 and 5.4 form an inductive argu-
ment showing that one can approximate any trajectory with one in which the shortest queue
length π changes only a finite number of times. This relies on taking any candidate trajectory
(ζ̄ , ψ̄) and “smoothing” out small excursions of the trajectories over which π may change
an infinite number of times. Then, in Lemma 5.2, we further modify the trajectory so that it
is well-behaved in the neighborhood of the finitely many time instants at which π changes
values. With these properties in hand, we then proceed to the proof of the uniqueness result,
Lemma 5.1. The main step in the proof follows from an argument by contradiction which
hinges on introducing “ε-gaps” in the spatial thinning used to define the controls for the PRM,
see (5.6). These gaps alter each control ϕi(t, y) so that they are zero in the ε-neighborhood
around ζk(t) − ζk−1(t) without altering the resulting state trajectory. The basic idea is that if
there were two different solutions to the ODE then there would be some time τ when they
diverged. In the time right after τ , the two trajectories must be extremely close which due to
the ε-gap property will say that the time derivative of the ODE must remain the same in a
small interval beyond τ , triggering the contradiction. A similar “ε-gap” argument in a very
different context has recently also been used in [5]. The technical details of this argument rely
heavily on the regularity properties established in Lemmas 5.2–5.4. In order to make clear
the motivation behind the various lemmas in this section and improve the overall readability
we present these lemmas out of order. An outline of how these various lemmas are used and
the organization of this section is as follows:

• Proof of the lower bound (2.12) is a consequence of the main uniqueness result,
Lemma 5.1. The statement of Lemma 5.1 and proof of (2.12) based on this lemma are
given in Section 5.1.

• Lemma 5.1 relies on Lemma 5.2 which asserts existence of approximating trajectories for
which π changes at finitely many time instants and that have suitable regularity in the
neighborhood of the boundaries of the finitely many pieces of the approximating trajecto-
ries over which π is constant. The statement of Lemma 5.2 and proof of Lemma 5.1 based
on this lemma are given in Section 5.2.

• Section 5.3 is the longest subsection and it is devoted to the proof of Lemma 5.2. This
lemma is a consequence of Lemmas 5.3 and 5.4 that construct approximating trajectories
in which the shortest queue π changes a finite number of times. These lemmas (statements
and proofs) are given in Section 5.3 as well.

5.1. Proof of lower bound. The following lemma is key to the proof of the lower bound
(2.12). It says that, given a trajectory (ζ ∗,ψ∗) ∈ CT , one can select a trajectory (ζ,ψ) which
is suitably close to (ζ ∗,ψ∗) and a control ϕ such that (ζ,ψ) is the unique trajectory driven
by ϕ. We will equip the space CR∞×R∞ with the distance: for (ζ,ψ), (ζ̃ , ψ̃) ∈CR∞×R∞ ,

d
(
(ζ,ψ), (ζ̃ , ψ̃)

) .= ∥∥(ζ,ψ) − (ζ̃ , ψ̃)
∥∥∞

.= ‖ζ − ζ̃‖∞ + ‖ψ − ψ̃‖∞

=
∞∑
i=1

‖ζi − ζ̃i‖∞ ∧ 1

2i
+

∞∑
i=1

‖ψi − ψ̃i‖∞ ∧ 1

2i
,

where recall that for f ∈C([0, T ] :R), ‖f ‖∞ = sup0≤t≤T |f (t)|.
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LEMMA 5.1. Fix σ ∈ (0,1). Given (ζ ∗,ψ∗) ∈ CT with IT (ζ ∗,ψ∗) < ∞, there exists
(ζ,ψ) ∈ CT and ϕ ∈ ST (ζ,ψ) such that:

(a) ‖(ζ,ψ) − (ζ ∗,ψ∗)‖∞ ≤ σ .
(b)

∑∞
k=0

∫
[0,T ]×[0,1] ϑk�(ϕk(s, y)) ds dy ≤ IT (ζ,ψ) + σ ≤ IT (ζ ∗,ψ∗) + 2σ .

(c) If (ζ̃ , ψ̃) is another pair in CT such that ϕ ∈ ST (ζ̃ , ψ̃), then (ζ̃ , ψ̃) = (ζ,ψ).

Proof of this lemma will be given in Section 5.2. We now complete the proof of the lower
bound using this result. Fix G ∈ Cb(DR∞×R∞) and σ ∈ (0,1). Select a trajectory (ζ ∗,ψ∗)
which is σ -optimal for the RHS of (2.12), namely

(5.1) IT

(
ζ ∗,ψ∗) + G

(
ζ ∗,ψ∗) ≤ inf

(ζ,ψ)∈CT

{
IT (ζ,ψ) + G(ζ,ψ)

}+ σ.

By continuity of G and Lemma 5.1, we can find (ζ̄ , ψ̄) ∈ CT and ϕ̄ ∈ ST (ζ̄ , ψ̄) such that the
uniqueness property in Lemma 5.1 holds (with ϕ replaced by ϕ̄) and

(5.2)

∞∑
k=0

∫
[0,T ]×[0,1]

ϑk�
(
ϕ̄k(s, y)

)
ds dy + G(ζ̄ , ψ̄) ≤ IT (ζ̄ , ψ̄) + G(ζ̄ , ψ̄) + σ

≤ IT

(
ζ ∗,ψ∗)+ G

(
ζ ∗,ψ∗)+ 2σ.

Define the sequence of controls ϕn ∈ Āb as

ϕn
i (s, y)

.= 1

n
1{ϕ̄i (s,y)≤ 1

n
} + ϕ̄i(s, y)1{ 1

n
<ϕ̄i(s,y)<n} + n1{ϕ̄i (s,y)≥n}, i ≤ n,

ϕn
i (s, y)

.= 1, i > n.

Then there is a M0 ∈ (0,∞) such that the sequence {ϕn} satisfies (3.3). Furthermore, it
is easily checked that ϕn → ϕ̄ (in SM0 ). It then follows from Lemmas 3.3 and 3.4 that
(X̄n, Ȳ n, η̄n, ϕn) is tight and any limit point (X̄, Ȳ , η̄, ϕ), given on some probability space
(
∗,F∗,P∗), satisfies (X̄, Ȳ ) ∈ CT and ϕ ∈ ST (X̄, Ȳ ) a.s. From the fact that ϕn → ϕ̄ we
must have ϕ = ϕ̄. Thus ϕ̄ ∈ ST (X̄, Ȳ ) and since we also have ϕ̄ ∈ ST (ζ̄ , ψ̄), we must have
(X̄, Ȳ ) = (ζ̄ , ψ̄) a.s. P∗ from the uniqueness property noted above. Noting that �(ϕn

k (s, y)) ≤
�(ϕ̄k(s, y)) for all n ∈ N0 and (s, y) ∈ [0, T ] × [0,1], it then follows from the variational
representation (3.2) and (5.1)–(5.2) that

lim sup
n→∞

−1

n
logEe−nG(Xn,Y n)

≤ lim sup
n→∞

E

{ ∞∑
k=0

∫
[0,T ]×[0,1]

ϑn
k �

(
ϕn

k (s, y)
)
ds dy + G

(
X̄n, Ȳ n)}

≤
∞∑

k=0

∫
[0,T ]×[0,1]

ϑk�
(
ϕ̄k(s, y)

)
ds dy + G(ζ̄ , ψ̄)

≤ inf
(ζ,ψ)∈CT

{
IT (ζ,ψ) + G(ζ,ψ)

}+ 3σ.

The inequality in (2.12) now follows upon sending σ → 0.

5.2. Proof of Lemma 5.1. In this section we prove Lemma 5.1 using an intermediate
result, Lemma 5.2. Proof of Lemma 5.2 is given in Section 5.3. Consider (ζ,ψ) ∈ CT . Infor-
mally, we will view ζk(t) as the (asymptotic analogue of) fraction of queues with k or more



LDP FOR JSQ IN THE MANY-SERVER LIMIT 2397

jobs. Let π(t)
.= max{k : ζk(t) = 1} represent the shortest queue length at time t . It is easily

verified that since ζ is continuous,

(5.3) π(t) is upper semicontinuous.

The following lemma shows that any (ζ,ψ) ∈ CT can be suitably approximated by a trajec-
tory for which the associated π(t) changes only a finite number of times, in an appropriately
regular manner.

LEMMA 5.2. Fix σ ∈ (0,1). Given (ζ̃ , ψ̃) ∈ CT with IT (ζ̃ , ψ̃) < ∞, there exists (ζ,ψ) ∈
CT and ϕ ∈ ST (ζ,ψ) such that:

(i) There exist N ∈ N, ci ∈ N0 for all i = 0,1, . . .N − 1, and a finite partition 0 = t0 <

t1 < · · · < tN = T , such that π(t) = ci for t ∈ (ti, ti+1).
(ii) For any i, if π(ti) > ci , there exists some �ti ∈ (0, ti+1 − ti) such that ϕ0(t, y) = 0

for t ∈ (ti, ti + �ti).
(iii) ‖(ζ,ψ) − (ζ̃ , ψ̃)‖∞ ≤ σ .
(iv) IT (ζ,ψ) ≤ IT (ζ̃ , ψ̃) + σ .
(v)

∑∞
k=0

∫
[0,T ]×[0,1] ϑk�(ϕk(s, y)) ds dy ≤ IT (ζ,ψ) + σ .

(vi) There exists M ∈ N such that ϕk = 1 for k ≥ M .

The proof of this lemma is deferred to Section 5.3. We now have all of the ingredients
needed to prove Lemma 5.1. To simplify the notation, let for (ζ,ψ) ∈ CT and t ∈ [0, T ],

rk(t)
.= ζk(t) − ζk+1(t).(5.4)

Informally, this represents the fraction of queues with length k at time instant t .

PROOF OF LEMMA 5.1. We first give the basic idea of the proof. We will refer to
Lemma 5.2(i)–(vi) simply as properties (i)–(vi), since they will be frequently used. Fix
(ζ ∗,ψ∗) ∈ CT with IT (ζ ∗,ψ∗) < ∞. We will begin by approximating this trajectory by a
more regular trajectory (ζ,ψ) of the form given in Lemma 5.2. Next, we will make additional
modifications to the associated control so that one has the desired uniqueness property in part
(c). Ultimately the uniqueness will be argued through a proof by contradiction. The purpose
of these further modifications to the controls is to ensure that, should there be two possible
trajectories driven by the modified control, then the time derivative of the state process will
be the same in a small time interval following the moment at which these trajectories diverge,
triggering the contradiction. This is accomplished by introducing “ε-gaps” in the spatial thin-
ning used to define the control process. The basic idea is to set the controls equal to zero in
ε-neighborhoods of each rk(t) and, in some cases, at the boundary between regions, so that a
small divergence from rk does not cause a change in the time derivative of the state process.
The controls are also reweighted so that they do not change the state trajectory (ζ,ψ). We
then show that this modified control increases the cost only slightly and has all the desired
properties in Lemma 5.1.

Approximating (ζ,ψ) by a more regular trajectory. Fix σ ∈ (0,1). Let (ζ,ψ) ∈ CT be
as in Lemma 5.2 with (ζ̃ , ψ̃) replaced with (ζ ∗,ψ∗) and σ replaced with σ/3. Denote the
associated control by ϕ̂. Thus ϕ̂ ∈ ST (ζ,ψ). It is now immediate that part (a) and the second
inequality in part (b) of Lemma 5.1 are satisfied. Furthermore, since � is a convex function
and �(1) = 0 we can assume without loss of generality (and no change to the state trajectory)
that

ϕ̂0(t, y) = ρ̂0(t)

ϕ̂k(t, y) = ρ̂k(t)1[0,rk(s))(y) + 1[rk(s),1](y), k ∈N.
(5.5)
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An ε-gap modification to the thinning function. Fix ε > 0 and define a new control ϕε with
an ε-gap around rk(s), defined as

ϕε
0(t, y) = ϕ̂0(t, y),

ϕε
k(t, y) = ρ̂k(t)

1 − ε
1[0,(1−ε)rk(t))(y) + 1[(1+ε)rk(t),1](y), k ∈ N.

(5.6)

This new control ϕε results in the same trajectory (ζ,ψ) and the (possible) increase in cost
can be estimated as follows:

∞∑
k=0

∫
[0,T ]×[0,1]

[
ϑk�

(
ϕε

k(s, y)
)− ϑk�

(
ϕ̂k(s, y)

)]
ds dy

=
∞∑

k=1

∫ T

0

[
(1 − ε)rk(s)�

(
ρ̂k(s)

1 − ε

)
+ 2εrk(s)�(0) − rk(s)�

(
ρ̂k(s)

)]
ds

=
∞∑

k=1

∫ T

0
rk(s)

[
ρ̂k(s) log

(
1

1 − ε

)
+ ε

]
ds

≤
∞∑

k=1

∫ T

0
rk(s)

[(
�
(
ρ̂k(s)

)+ 2
)

log
(

1

1 − ε

)
+ ε

]
ds

≤
(
IT (ζ,ψ) + 1

3
σ

)
log

(
1

1 − ε

)
+ 2T log

(
1

1 − ε

)
+ T ε.

Since IT (ζ,ψ) < ∞ there exists an ε0 > 0 such that
∞∑

k=0

∫
[0,T ]×[0,1]

[
ϑk�

(
ϕε

k(s, y)
)− ϑk�

(
ϕ̂k(s, y)

)]
ds dy ≤ 1

3
σ(5.7)

for all ε ≤ ε0.
A final modification of controls. We make one last modification. Fix ε < ε0 ∧ 1

3T
σ . De-

fine ϕ
.= ϕε except that, for t ∈ (ti, ti+1), i ∈ {0,1, . . . ,N − 1}, if ci ≥ 2, set ϕci−1(t, y) =

1[ε,1](y). This new control ϕ still satisfies property (ii) and results in the same trajectory,
namely ϕ ∈ ST (ζ,ψ), since π(t) = ci for t ∈ (ti, ti+1) by property (i). Furthermore, the con-
trol ϕ only incurs a small additional cost which can be estimated as follows:

∞∑
k=0

∫
[0,T ]×[0,1]

[
ϑk�

(
ϕk(s, y)

)− ϑk�
(
ϕε

k(s, y)
)]

ds dy ≤ T ε�(0) ≤ 1

3
σ.

Combining this, (5.7), and property (v), yields
∞∑

k=0

∫
[0,T ]×[0,1]

ϑk�
(
ϕk(s, y)

)
ds dy ≤

∞∑
k=0

∫
[0,T ]×[0,1]

ϑk�
(
ϕε

k(s, y)
)
ds dy + 1

3
σ

≤
∞∑

k=0

∫
[0,T ]×[0,1]

ϑk�
(
ϕ̂k(s, y)

)
ds dy + 2

3
σ

≤ IT (ζ,ψ) + σ,

which completes the proof of part (b).
We now show that with the above choice of ϕ, part (c) holds. Suppose there is another pair

(ζ̃ , ψ̃) ∈ CT such that ϕ ∈ ST (ζ̃ , ψ̃). Define time τ by

τ
.= inf

{
t ∈ [0, T ] : (ζ̃ (t), ψ̃(t)

) �= (
ζ(t),ψ(t)

)}∧ T .
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We argue by contradiction and suppose that τ < T . Then τ ∈ [ti , ti+1) for some i ∈
{0,1, . . . ,N − 1}. Let K̃

.= π(ti) ≥ K
.= ci where the inequality is a consequence of

the upper semicontinuity of π (see (5.3)). By continuity, we have (ζ̃ (τ ), ψ̃(τ ), η̃(τ )) =
(ζ(τ ),ψ(τ), η(τ )). We claim that there exists some δ ∈ (0, ti+1 − τ) such that

η̃k(t) = ηk(t), t ∈ [τ, τ + δ], k ∈ N.(5.8)

Assuming for the moment that the claim holds, we now complete the proof of part (c). Define
Y and �k by

Y(t)
.=

∞∑
k=0

∣∣r̃k(t) − rk(t)
∣∣,

�k(t)
.= ζ̃k(t) − ζk(t), k ∈N0,

where rk and r̃k are as defined in (5.4) using ζ and ζ̃ respectively. We first argue that for
Y(t), the differentiation, under the summation over k, with respect to t is valid for a.e. t ∈
[τ, τ + δ]. From the dominated convergence theorem, it suffices to give a summable bound
on d

dt
|r̃k(t) − rk(t)| for k ≥ M ∨ (M̃ + 2), where M is as in property (vi) and M̃

.= min{j ∈
N : supt∈[0,T ] ζj (t) < 1, supt∈[0,T ] ζ̃j (t) < 1} (which is finite by property (iii) of CT ). Note

that for k ≥ M ∨ (M̃ + 2) and a.e. t ∈ [0, T ], ηk−1(t) = ηk(t) = ηk+1(t) = η̃k−1(t) = η̃k(t) =
η̃k+1(t) = 0. Hence,

d

dt

∣∣r̃k(t) − rk(t)
∣∣ = d

dt

∣∣ψ̃k(t) − ψ̃k+1(t) − ψk(t) + ψk+1(t)
∣∣

≤ r̃k(t) + r̃k+1(t) + rk(t) + rk+1(t) ≤ ζ̃k(t) + ζk(t) ≤ 2xk,

where the equality uses (5.4) and (2.7), the first inequality uses (2.10) and property (vi),
and the last inequality uses (2.10) again. Since xk is summable by Remark 2.3, we have the
desired property of differentiation under the summation.

Differentiating Y we have that for a.e. t ∈ [τ, τ + δ],

Y ′(t) =
∞∑

k=0

[(
r̃ ′
k(t) − r ′

k(t)
)
1{r̃k(t)>rk(t)} + (

r ′
k(t) − r̃ ′

k(t)
)
1{r̃k(t)<rk(t)}

]

=
∞∑

k=0

[(
�′

k(t) − �′
k+1(t)

)
1{r̃k(t)>rk(t)} + (

�′
k+1(t) − �′

k(t)
)
1{r̃k(t)<rk(t)}

]

=
∞∑

k=1

�′
k(t)[1{r̃k(t)>rk(t)} − 1{r̃k(t)<rk(t)} − 1{r̃k−1(t)>rk−1(t)} + 1{r̃k−1(t)<rk−1(t)}],

where the last line follows from rearranging terms and the fact that �′
0(t) = 0. For any k ≥ 1,

when r̃k(t) > rk(t), we have

1{r̃k(t)>rk(t)} − 1{r̃k(t)<rk(t)} − 1{r̃k−1(t)>rk−1(t)} + 1{r̃k−1(t)<rk−1(t)}
= 1 − 1{r̃k−1(t)>rk−1(t)} + 1{r̃k−1(t)<rk−1(t)} ≥ 0

and

�′
k(t) = ζ̃ ′

k(t) − ζ ′
k(t) = ψ̃ ′

k(t) − ψ ′
k(t) =

∫ 1

0

(
1[0,rk(t))(y) − 1[0,r̃k(t))(y)

)
ϕk(t, y) dy ≤ 0

for a.e. t ∈ [τ, τ + δ], by (5.8) and (2.7). Similarly, when r̃k(t) < rk(t), we have

1{r̃k(t)>rk(t)} − 1{r̃k(t)<rk(t)} − 1{r̃k−1(t)>rk−1(t)} + 1{r̃k−1(t)<rk−1(t)} ≤ 0
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and �′
k(t) ≥ 0 for a.e. t ∈ [τ, τ + δ]. From these we have Y ′(t) ≤ 0 and hence Y(t) = Y(τ) =

0 for t ∈ [τ, τ + δ]. Therefore r̃k(t) = rk(t) and hence ζ̃k(t) = ζk(t) for all t ∈ [τ, τ + δ] and
k ≥ 1. Thus, we have shown that ζ̃ (t) = ζ(t), and therefore ψ̃(t) = ψ(t), for t ∈ [τ, τ + δ].
This contradicts the definition of τ and completes the proof of part (c).

Finally we verify the claim that there exist δ such that (5.8) holds. Recall that K̃ = π(ti)

and K = ci . Consider the following two possible cases: (1) τ = ti and K̃ > K and (2) τ ∈
(ti, ti+1) or K̃ = K .

Case (1): τ = ti and K̃ > K . In this case, we simply take δ = �ti . From property (ii)
ϕ0(t, y) = 0 for t ∈ (τ, τ + δ) and so we have ψ ′

k(t) ≤ 0 and ψ̃ ′
k(t) ≤ 0 for each k ≥ 1.

Therefore, ηk , η̃k stay constant over [τ, τ + δ] and hence (5.8) holds.
Case (2): τ ∈ (ti, ti+1) or K̃ = K . In this case π(τ) = K and hence r̃K(τ ) = rK(τ) > 0

and r̃k(τ ) = rk(τ ) = 0 for k ≤ K −1. Recall the fixed ε introduced below (5.7). By continuity,
there exists some δ ∈ (0, ti+1 − τ) such that for t ∈ [τ, τ + δ],

r̃K(t) > 0, rK(t) > 0,(5.9) ∣∣r̃K(t) − rK(t)
∣∣ ≤ εrK(t),(5.10)

r̃k(t) < ε, rk(t) < ε, k ≤ K − 1.(5.11)

The first inequality in (5.9) implies that π̃(t) ≤ K for t ∈ [τ, τ + δ], where π̃(t)
.= max{k :

ζ̃k(t) = 1}. Fix t ∈ [τ, τ +δ]. Since π(t) = K ≥ π̃(t), we have ζK+1(t) < 1, ζ̃K+1(t) < 1, and
hence (5.8) holds for k ≥ K +1 using the fact that ηk , η̃k do not increase for these coordinates.
It now remains to show (5.8) for k ≤ K . We consider the following three different cases.

K = 0: In this case, (5.8) holds trivially for k ≤ K .
K = 1: We only need to check (5.8) for k = 1. Note that, for t ∈ [τ, τ + δ],

ψ̃1(t) = ψ̃1(τ ) + λ

∫
[τ,t]×[0,1]

ϕ0(s, y) ds dy −
∫
[τ,t]×[0,1]

1[0,r̃1(s))(y)ϕ1(s, y) ds dy

= ψ1(τ ) + λ

∫
[τ,t]×[0,1]

ϕ0(s, y) ds dy −
∫
[τ,t]×[0,1]

1[0,r1(s))(y)ϕ1(s, y) ds dy = ψ1(t),

where the second line uses (5.10) and the ε-gap property of ϕ1 in (5.6). By the uniqueness
of solutions of the one-dimensional SP, η̃1(t) = η1(t) for t ∈ [τ, τ + δ], which gives (5.8) for
k = 1.

K ≥ 2: In this case ϕK−1(t, y) = 1[ε,1](y) (see below (5.7)). This and (5.11) yield,

ψ̃ ′
K−1(t) = 1{K=2}λ

∫ 1

0
ϕ0(t, y) dy −

∫ 1

0
1[0,r̃K−1(t))(y)ϕK−1(t, y) dy = ψ ′

K−1(t) ≥ 0

for a.e. t . Therefore, for t ∈ [τ, τ +δ], ψ̃K−1(t) = ψK−1(t), 1 ≥ ζ̃K−1(t) ≥ ζ̃K−1(τ ) = 1, and
thus

ζ̃k(t) = ζk(t) = 1, k ≤ K − 1,

ψ̃k(t) = ψk(t), k ≤ K − 1,

ψ̃K(t) = ψ̃K(τ ) −
∫
[τ,t]×[0,1]

1[0,r̃K (s))(y)ϕK(s, y) ds dy

= ψK(τ) −
∫
[τ,t]×[0,1]

1[0,rK(s))(y)ϕK(s, y) ds dy = ψK(t),

where the first line uses property (i) and the decreasing order of ζk , ζ̃k , the second line uses
(2.9) and (2.10), and the last line uses (5.10) and the ε-gap property of ϕK in (5.6). These
together imply

η̃k(t) = ηk(t), k ≤ K,
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by the uniqueness of solutions of the K-dimensional SP (associated with (VK,RK); see proof
of Lemma 2.2). Hence (5.8) holds, which completes the proof. �

5.3. Proof of Lemma 5.2. In this section we present the proof of Lemma 5.2. A key
ingredient is Lemma 5.4 in which we show that one can suitably approximate a (ζ̃ , ψ̃) ∈ CT

that has a finite cost by a more regular trajectory for which the length of the shortest queue
π(t) switches only a finite number of times. This is accomplished by “smoothing” out small
excursions during which π(t) may change an infinite number of times. Proof of Lemma 5.4
uses an inductive argument and for ease of presentation we first present the key inductive
step separately in Lemma 5.3. Using this result we then complete the proof of Lemma 5.4.
Finally, we use Lemma 5.4 to complete the proof of Lemma 5.2.

LEMMA 5.3. Fix σ ∈ (0,1) and an integer K ≥ 2. Suppose (ζ̃ , ψ̃) ∈ CT and IT (ζ̃ , ψ̃) <

∞. Further suppose that there is a Ñ ∈ N and a finite partition 0 = t̃0 < t̃1 < · · · < t̃
Ñ

= T

such that on each (t̃i , t̃i+1), π̃(t) is either less than K , or some constant c̃i ≥ K . Then there
exists a (ζ,ψ) ∈ CT such that:

(a) There exists a N ∈ N and a finite partition 0 = t0 < t1 < · · · < tN = T , such that on
each (ti, ti+1), π(t) is either less than K − 1, or some constant ci ≥ K − 1.

(b) ‖(ζ,ψ) − (ζ̃ , ψ̃)‖∞ ≤ σ .
(c) IT (ζ,ψ) ≤ IT (ζ̃ , ψ̃) + σ .

PROOF. Let σ , K and (ζ̃ , ψ̃) ∈ CT be as in the statement of the lemma. Fix ϕ̃ ∈ ST (ζ̃ , ψ̃)

such that

(5.12)
∞∑

k=0

∫
[0,T ]×[0,1]

ϑk�
(
ϕ̃k(s, y)

)
ds dy ≤ IT (ζ̃ , ψ̃) + σ

2
.

Let η̃ = �̄(ψ̃), where �̄ was introduced below Definition 2.1, that is, (ζ̃ , η̃) solves the SP for
ψ̃ associated with the reflection matrix R∞. Since (ζ̃k, ψ̃k)

K−1
k=1 are uniformly continuous on

[0, T ], there exists some ε ≤ σ/4ÑK(λ + 1) such that

(5.13)

∥∥(ζ̃k(s1), ψ̃k(s1)
)− (

ζ̃k(s2), ψ̃k(s2)
)∥∥

≤ σ

4ÑK(λ + 1)
for all 1 ≤ k ≤ K − 1, |s1 − s2| ≤ ε.

From the finiteness of the cost we can assume without loss of generality that ε is such that

(5.14)
∞∑

k=0

∫
B×[0,1]

ϑk�
(
ϕ̃k(s, y)

)
ds dy ≤ σ

4ÑK(λ + 1)
whenever Leb(B) ≤ ε,

where Leb is the Lebesgue measure on [0, T ]. With the above preparation, let (ζ(0),ψ(0),

η(0))
.= (ζ̃ (0), ψ̃(0), η̃(0)) and consider the interval (t̃i , t̃i+1] for each i = 0,1, . . . , Ñ − 1.

In the argument that follows we will inductively construct (ζ,ψ,η,ϕ). The sets A, B , C, U ,
Uj will be introduced which depend on i, however, for ease of notation we will sometimes
suppress this dependence on i when it is clear from context. Consider the following two
possible cases for π̃ .

Case 1: π̃ (t) = c̃i ≥ K for every t ∈ (t̃i , t̃i+1). In this case we define

(5.15)
ζ(t)

.= ζ̃ (t), ψ(t)
.= ψ(t̃i) + ψ̃(t) − ψ̃(t̃i),

η(t)
.= η(t̃i) + η̃(t) − η̃(t̃i ), ϕ(t, y) = ϕ̃(t, y)

for t ∈ (t̃i , t̃i+1], y ∈ [0,1].
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Case 2: π̃(t) < K for every t ∈ (t̃i , t̃i+1). Consider the set U of time instants in which the
shortest queue is less than K − 1, namely

U
.= {

t ∈ (t̃i , t̃i+1) : π̃(t) < K − 1
}
.

From the upper semicontinuity of π̃(t) it follows that U is open and hence U = ⋃∞
j=1 Uj for

some disjoint open intervals Uj . Since the Lebesgue measure Leb(U) < t̃i+1 − t̃i < ∞, we
can express U = A ∪ B , where A ≡ Ai = ⋃m

j=1 Uj is a union of finitely many Uj ’s for some
m ∈ N, and B ≡ Bi = ⋃∞

j=m+1 Uj with Leb(B) < ε. Let C = (t̃i , t̃i+1) \ U be the set of time
instants in (t̃i , t̃i+1) at which the shortest queue length is K − 1, that is,

(5.16) C
.= {

t ∈ (t̃i , t̃i+1) : π̃ (t) = K − 1
}
,

and define the new trajectory as follows. When the shortest queue is of length K − 1 or on a
long excursion from K − 1 (i.e., t ∈ A ∪ C) the trajectory remains unchanged. Namely, let

ζ(t)
.= ζ̃ (t), ϕ(t, y)

.= ϕ̃(t, y), t ∈ A ∪ C,y ∈ [0,1].(5.17)

Over short excursions from K − 1, namely when t ∈ B , we “smooth out” the trajectories by
setting the shortest queue equal to K − 1 as follows. For t ∈ B and y ∈ [0,1], let

ζk(t)
.= 1, k ≤ K − 1, ζk(t)

.= ζ̃k(t) < 1, k ≥ K,

ϕ0(t, y)
.= 0,

ϕk(t, y)
.= 0, k ≤ K − 1, ϕk(t, y)

.= ϕ̃k(t, y), k ≥ K.

(5.18)

Having defined ζ and ϕ over (t̃i , t̃i+1), let for t ∈ (t̃i , t̃i+1),

ψ1(t)
.= ψ1(t̃i) +

∫
[t̃i ,t]×[0,1]

ϕ0(s, y) ds dy

−
∫
[t̃i ,t]×[0,1]

1[0,ζ1(s)−ζ2(s))(y)ϕ1(s, y) ds dy,

ψk(t)
.= ψk(t̃i) −

∫
[t̃i ,t]×[0,1]

1[0,ζk(s)−ζk+1(s))(y)ϕk(s, y) ds dy, k ≥ 2,

η(t)
.= η(t̃i) +

∫
[t̃i ,t]\B

η̃(ds) = η(t̃i) +
∫
[t̃i ,t]∩(A∪C)

η̃(ds),

(5.19)

and define (ζ(t̃i+1),ψ(t̃i+1), η(t̃i+1)) by continuity.
Now we verify that (ζ,ψ,η) is the required trajectory, namely: (1) (ζ,ψ) ∈ CT , (2) η =

�̄(ψ), (3) ϕ ∈ ST (ζ,ψ) and, (4) parts (a)–(c) of the lemma are satisfied.
We will refer to (t̃i , t̃i+1) as a type 1 (resp. type 2) interval if it corresponds to Case 1 (resp.

Case 2) and begin by making the following observations.

• For k ≥ K , (ζk,ψk, ηk) = (ζ̃k, ψ̃k, η̃k). Indeed, the equality of the first coordinate (ζk = ζ̃k)

is immediate from (5.15), (5.17), and (5.18). The second coordinate equality (ψk = ψ̃k)

follows from the fact that if ψk(t̃i) = ψ̃k(t̃i) then, by (5.15) and the second line of (5.19),
ψk(t) = ψ̃k(t) for all t ∈ [t̃i , t̃i+1]. Similarly, the equality for the third coordinate (ηk = η̃k)

follows from the fact that if ηk(t̃i) = η̃k(t̃i), then (5.15), the third line of (5.19), and the
fact that η̃k stays constant over [t̃i , t̃i+1] for a type 2 interval, implies ηk(t) = η̃k(t) for all
t ∈ [t̃i , t̃i+1].

• If (t̃i , t̃i+1) is a type 1 interval, then ζ̃k(t̃i ) = ζk(t̃i) for all k ∈ N0. Indeed, the only case
we need to consider is when k ≤ K − 1, (t̃i−1, t̃i) is a type 2 interval, and (making the
dependence on i explicit) t̃i ∈ B̄i−1. In this case ζk(t̃i) = 1 and since π̃(t̃i ) ≥ π̃ (t) ≥ K for
t ∈ (t̃i , t̃i+1), we have ζ̃k(t̃i ) = 1 as well.
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• The first two observations together with (5.15), (5.17), and (5.18) show that ζk is absolutely
continuous for every k ∈ N0. Also by construction, ψk and ηk are absolutely continuous as
well for every k ∈ N.

• ζ clearly satisfies parts (i)–(iii) in the definition of CT .
• From the definition of B , (5.15), and the third line of (5.19) we see that η̃K−1(t) = ηK−1(t)

for all t ∈ [0, T ].
From the above observations we see that equations (2.7) and (2.9)–(2.10) hold for all i ≥ K .
We now verify that (2.7) and (2.9)–(2.10) hold for 1 ≤ i ≤ K − 1 as well. From the definition
of η̃, for k = 1, . . .K ,

(5.20)
ζ̃k(t) = ψ̃k(t) + η̃k(t) − η̃k(t),

η̃k is nondecreasing, η̃k(0) = 0,

∫ t

0
1{ζ̃k(s)<1}η̃k(ds) = 0, k = 1, . . . ,K.

It follows from (5.19) that for each t in a type 2 interval (t̃i , t̃i+1] and k ≤ K ,

(5.21)

∫
[t̃i ,t]

1{ζk(s)<1}ηk(ds) =
∫
[t̃i ,t]∩(A∪C)

1{ζk(s)<1}η̃k(ds)

=
∫
[t̃i ,t]∩(A∪C)

1{ζ̃k(s)<1}η̃k(ds) = 0,

where the first equality on the second line is from (5.17). From (5.15) it is clear that the above
equality also holds when (t̃i , t̃i+1] is a type 1 interval.

It then remains to show

(5.22) ζk(t) = ψk(t) + ηk−1(t) − ηk(t), k ≤ K − 1, t ∈ (t̃i , t̃i+1).

Once again, if (t̃i , t̃i+1) is a type 1 interval, from the observation in the second bullet above,
ζ̃k(t̃i ) = ζk(t̃i) and thus from (5.15) we see that (5.22) is satisfied in this case. We now show
(5.22) for a type 2 interval, given that (5.22) holds for t = t̃i . For each k ≤ K − 1, we have

ζk(t) − ζk(t̃i) =
∫ t

t̃i

ζ ′
k(s) ds

=
∫
[t̃i ,t]∩(A∪C)

ζ ′
k(s) ds(5.23a)

=
∫
[t̃i ,t]∩(A∪C)

ζ̃ ′
k(s) ds(5.23b)

=
∫
[t̃i ,t]∩(A∪C)

(
ψ̃ ′

k(s) + η̃′
k−1(s) − η̃′

k(s)
)
ds(5.23c)

=
∫
[t̃i ,t]∩(A∪C)

ψ ′
k(s) ds + (

ηk−1(t) − ηk−1(t̃i)
) − (

ηk(t) − ηk(t̃i)
)

(5.23d)

=
∫ t

t̃i

ψ ′
k(s) ds + (

ηk−1(t) − ηk−1(t̃i)
) − (

ηk(t) − ηk(t̃i)
)

(5.23e)

= (
ψk(t) − ψk(t̃i)

) + (
ηk−1(t) − ηk−1(t̃i)

) − (
ηk(t) − ηk(t̃i)

)
,

where line (5.23a) uses (5.18), line (5.23b) uses (5.17), line (5.23c) uses (5.20), line (5.23d)
uses (5.17) and (5.19), and line (5.23e) uses (5.18) and (5.19). We have thus shown
that (5.22) is satisfied. Next, from (5.15), (5.17), (5.18), (5.19) and (5.21) it is clear that∫ T

0 1{ζk(s)<1}ηk(ds) = 0. Combining the above observations we now have that (ζ,ψ) ∈ CT

and that η = �̄(ψ) proving statements (1) and (2). Also from (5.15) and (5.19) it is clear that
ϕ ∈ ST (ζ,ψ), proving statement (3).
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Finally we prove statement (4), namely that parts (a)–(c) of the lemma hold. For part (a),
note that A and B ∪ C = (t̃i , t̃i+1) \ A are both finite unions of disjoint intervals. Also, by
construction,

(5.24) π(t) = K − 1 for t ∈ B ∪ C = (t̃i , t̃i+1) \ A and π(t) < K − 1 for t ∈ A.

Therefore part (a) holds.
We now consider part (b). Fix 1 ≤ k ≤ K − 1. For t ∈ (t̃i , t̃i+1), where the latter is a type

2 interval,∣∣ψk(t) − ψ̃k(t)
∣∣

≤ ∣∣ψk(t̃i) − ψ̃k(t̃i )
∣∣+ λ

∫
B×[0,1]

∣∣ϕ0(s, y) − ϕ̃0(s, y)
∣∣ds dy

+
∫
B×[0,1]

∣∣1[0,ζk(s)−ζk+1(s))(y)ϕk(s, y) − 1[0,ζ̃k(s)−ζ̃k+1(s))
(y)ϕ̃k(s, y)

∣∣ds dy

≤ ∣∣ψk(t̃i) − ψ̃k(t̃i )
∣∣+ ∫

B×[0,1]
(
λϕ̃0(s, y) + ϕ̃k(s, y)

)
ds dy

≤ ∣∣ψk(t̃i) − ψ̃k(t̃i )
∣∣+ ∫

B×[0,1]
(
λ
(
�
(
ϕ̃0(s, y)

)+ 2
)+ �

(
ϕ̃k(s, y)

)+ 2
)
ds dy

≤ ∣∣ψk(t̃i) − ψ̃k(t̃i )
∣∣+ σ

4ÑK(λ + 1)
+ 2(λ + 1)ε,

where the second inequality uses ϕ0 = ϕk = 0 on B , the third uses Lemma 3.2(b), and the
last uses (5.14). Also, the above inequality clearly holds for a type 1 interval.

Recalling the definition of ε, we have

‖ψk − ψ̃k‖∞ ≤ Ñ

(
σ

4ÑK(λ + 1)
+ 2(λ + 1)ε

)
≤ 3σ

4K
.

It follows from (5.17) that, on a type 2 interval, ζ(t) = ζ̃ (t) for t ∈ A ∪ C. While for t ∈ B ,
we must have t ∈ Uj

.= (uj , sj ) for some j ∈ N, such that uj ∈ C and |t − uj | < ε. It then
follows from (5.18), (5.16), and (5.13) that∣∣ζk(t) − ζ̃k(t)

∣∣ = ∣∣1 − ζ̃k(t)
∣∣ = ∣∣ζ̃k(uj ) − ζ̃k(t)

∣∣ ≤ σ

4ÑK(λ + 1)
≤ σ

4K
.

Once again, on a type 1 interval the above inequality holds trivially. Combining above esti-
mates gives

∥∥(ζ,ψ) − (ζ̃ , ψ̃)
∥∥∞ ≤

K−1∑
k=1

‖ζk − ζ̃k‖∞ +
K−1∑
k=1

‖ψk − ψ̃k‖∞ ≤ σ

4
+ 3σ

4
= σ.

This verifies part (b).
Finally we consider part (c). Using (5.17), (5.18), and the definitions of B and ε we have

for a type 2 interval
∞∑

k=0

∫
[t̃i ,t̃i+1]×[0,1]

[
ϑk�

(
ϕk(s, y)

)− ϑk�
(
ϕ̃k(s, y)

)]
ds dy

=
K−1∑
k=0

∫
B×[0,1]

[
ϑk�

(
ϕk(s, y)

)− ϑk�
(
ϕ̃k(s, y)

)]
ds dy

≤ K(λ + 1)�(0)
σ

4ÑK(λ + 1)
= σ

4Ñ
.
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The above bound holds clearly for a type 1 interval. From this and (5.12) we have

IT (ζ,ψ) ≤
∞∑

k=0

∫
[0,T ]×[0,1]

ϑk�
(
ϕk(s, y)

)
ds dy

≤
∞∑

k=0

∫
[0,T ]×[0,1]

ϑk�
(
ϕ̃k(s, y)

)
ds dy + σ

4

≤ IT (ζ̃ , ψ̃) + σ.

This gives part (c) and completes the proof of the lemma. �

With Lemma 5.3 in hand, we can now use an inductive argument to prove the following
lemma, which will play a key role in the proof of Lemma 5.2.

LEMMA 5.4. Fix σ ∈ (0,1) and (ζ̃ , ψ̃) ∈ CT with IT (ζ̃ , ψ̃) < ∞. There exists (ζ,ψ) ∈
CT such that:

(a) There exists a N ∈ N and a finite partition 0 = t0 < t1 < · · · < tN = T such that π(t)

is constant over each (ti, ti+1).
(b) ‖(ζ,ψ) − (ζ̃ , ψ̃)‖∞ ≤ σ .
(c) IT (ζ,ψ) ≤ IT (ζ̃ , ψ̃) + σ .

PROOF. Let M ∈ N be the smallest nonnegative integer such that

1

M + 1
sup

0≤t≤T

M∑
k=0

ζ̃k(t) < 1

and thus

sup
0≤t≤T

ζ̃M(t) ≤ 1

M + 1
sup

0≤t≤T

M∑
k=0

ζ̃k(t) < 1.

Existence of such a M is a consequence of property (iii) of CT . Therefore π̃(t)
.=

max{k : ζ̃k(t) = 1} < M for every t ∈ [0, T ]. Let (ζM,ψM)
.= (ζ̃ , ψ̃). For K = M,M −

1, . . . ,2, apply Lemma 5.3 to (ζK,ψK) recursively, with σ there replaced by σ/M , to get
(ζK−1,ψK−1). Then (ζ,ψ)

.= (ζ 1,ψ1) is the desired trajectory, on noting that over each
(ti, ti+1), π(t) is either less than 1, which means π(t) = 0, or π(t) is some constant ci ≥ 1.

�

We now prove Lemma 5.2 by further modifying the trajectory in Lemma 5.4 so that it has
nice properties when π(t) changes.

PROOF OF LEMMA 5.2. Fix σ ∈ (0,1) and (ζ̃ , ψ̃) ∈ CT with IT (ζ̃ , ψ̃) < ∞. By
Lemma 5.4, there exists (ζ̄ , ψ̄) ∈ CT such that

(a) There exists a N ∈ N and a finite partition 0 = t̄0 < t̄1 < · · · < t̄N̄ = T such that π̄(t) =
c̄i is constant over each (t̄i , t̄i+1).

(b) ‖(ζ̄ , ψ̄) − (ζ̃ , ψ̃)‖∞ ≤ σ
16 .

(c) IT (ζ̄ , ψ̄) ≤ IT (ζ̃ , ψ̃) + σ
16 .
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Here π̄(t)
.= max{k : ζ̄k(t) = 1}. Let M̄

.= max{π̄(t) : t ∈ [0, T ]} < ∞. Then with η̄ = �̄(ψ̄),
η̄k(t) = 0 for all t ∈ [0, T ] and k > M̄ . Choose ϕ̄ ∈ ST (ζ̄ , ψ̄) that is σ/16 optimal so that

(5.25)
∞∑

k=0

∫
[0,T ]×[0,1]

ϑk�
(
ϕ̄k(s, y)

)
ds dy ≤ IT (ζ̃ , ψ̃) + σ

8
.

We will next modify (ζ̄ , ψ̄, ϕ̄) to get (ζ,ψ,ϕ) that satisfies properties (ii) and (v) in the
statement while preserving properties (i), (iii), and (iv) that are satisfied by (ζ̄ , ψ̄). Finally
we will make one additional modification that will guarantee that property (vi) holds as well.

Since (ζ̄k, ψ̄k)
M̄
k=0 are uniformly continuous on [0, T ], there exists some εM̄ ∈ (0,∞) such

that

(5.26)
∥∥(ζ̄k(s1), ψ̄k(s1)

)M̄
k=0 − (

ζ̄k(s2), ψ̄k(s2)
)M̄
k=0

∥∥ ≤ σ

8N̄
whenever |s1 − s2| ≤ εM̄ .

From the finiteness of the cost in (5.25)

M̄+1∑
k=0

∫
[0,T ]×[0,1]

ϑkϕ̄k(t, y) dt dy ≤
M̄+1∑
k=0

∫
[0,T ]×[0,1]

ϑk

(
�
(
ϕ̄k(t, y)

)+ 2
)
dt dy < ∞,

where the first inequality is from Lemma 3.2 (b). Thus we can assume without loss of gener-
ality that εM̄ is small enough so that

(5.27)
M̄+1∑
k=0

∫
B×[0,1]

ϑkϕ̄k(t, y) dt dy ≤ σ

16N̄
whenever Leb(B) ≤ εM̄ .

Consider the interval [t̄i , t̄i+1) for each fixed i = 0,1, . . . , N̄ − 1. We will usually suppress
the dependence on i (of K , K̄ , δ below) for ease of notation.

First modification of the trajectory.
Case I: Either π̄(t̄i) = c̄i or

∫
[t̄i ,t̄i+�t̄i ]×[0,1] ϕ̄0(s, y) ds dy = 0 for some �t̄i ∈ (0, t̄i+1 − t̄i ).

In this case define, for t ∈ (t̄i , t̄i+1)

(5.28)
ζ(t) = ζ̄ (t), ψ(t) = ψ(t̄i) + ψ̄(t) − ψ̄(t̄i),

η(t) = η(t̄i) + η̄(t) − η̄(t̄i ), ϕ(t) = ϕ̄(t).

Case II: π̄(t̄i) > c̄i and
∫
[t̄i ,t̄i+�t̄i ]×[0,1] ϕ̄0(s, y) ds dy > 0 for every �t̄i ∈ (0, t̄i+1 − t̄i ). In

this case we modify (ζ̄ , ψ̄, ϕ̄) as follows.
Take ε = εM̄ ∧ σ

16N̄(λ+1)
∧ mini (t̄i+1 − t̄i ). Let K̄

.= π̄(t̄i) > c̄i
.= K .

We first claim that we can assume that (ζ̄ , ψ̄) and ϕ̄ ∈ ST (ζ̄ , ψ̄) are such that ϕ̄K(t) = 0
for t ∈ (t̄i , t̄i + ε) whenever K > 0, and parts (a)–(c) and (5.25) hold with σ/16 and σ/8
replaced with 3σ/16.

To see this, suppose K > 0. For t ∈ (t̄i , t̄i + ε), since π̄ (t) = K , we have

ζ̄k(t) = 1, k = 0, . . . ,K,

r̄k(t) = 0, k = 0, . . . ,K − 1, r̄K(t) > 0,

η̄k(t) = η̄k(t̄i ) + λ

∫
[t̄i ,t]×[0,1]

ϕ̄0(s, y) ds dy, k = 1, . . . ,K − 1.

Note that the last statement is vacuous when K = 1. The first property (with k = K) implies
that

η̄K−1(t) + ψ̄K(t) − η̄K−1(s) − ψ̄K(s) ≥ 0 ∀t̄i < s < t < t̄i + ε,
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and hence for a.e. t ∈ (t̄i , t̄i + ε)

(5.29) η̄′
K−1(t) + ψ̄ ′

K(t) = λ

∫ 1

0
ϕ̄0(t, y) dy −

∫ 1

0
1[0,r̄K (t))(y)ϕ̄K(t, y) dy ≥ 0.

We now modify (ζ̄ , ψ̄, ϕ̄) as follows. Replace ϕ̄K(t, y), ϕ̄0(t, y), and ψ̄K , for t ∈ (t̄i , t̄i + ε],
by

ϕ̄new
K (t, y) = 0, ϕ̄new

0 (t, y) = λ−1(η̄′
K−1(t) + ψ̄ ′

K(t)
)
, y ∈ [0,1],

(
ψ̄new

K

)′
(t) = 1{K=1}λ

∫ 1

0
ϕ̄new

0 (t, y) dy.

For t ∈ (t̄i + ε, t̄i+1), we set

ϕ̄new
j (t, ·) = ϕ̄j (t, ·), j = 0,K,

ψ̄new
K (t) − ψ̄new

K (t̄i + ε) = ψ̄K(t) − ψ̄K(t̄i + ε).

Also, for t ∈ (t̄i , t̄i+1), define(
ψ̄new

j

)′
(t) = ψ̄ ′

j (t), j �= 1,K,

ϕ̄new
j (t, ·) = ϕ̄j (t, ·), j �= 0,K,

ζ̄ new
j (t) = ζ̄j (t), j ∈ N0

and

(
ψ̄new

1
)′
(t) = λ

∫ 1

0
ϕ̄new

0 (t, y) dy if K > 1.

It is easy to check that the new trajectory is still in CT and has the finite partition property (a)

as (ζ̄ , ψ̄).
The contribution to the difference between the two trajectories over the interval (t̄i , t̄i + ε)

can be estimated as

(5.30)

∫ t̄i+ε

t̄i

∣∣ψ̄ ′
K(t) − (

ψ̄new
K

)′
(t)

∣∣dt +
∫ t̄i+ε

t̄i

∣∣ψ̄ ′
1(t) − (

ψ̄new
1

)′
(t)

∣∣dt

≤ 2λ

∫
[t̄i ,t̄i+ε]×[0,1]

ϕ̄0(t, y) dt dy

≤ σ

8N̄
,

where the last inequality is due to (5.27).
The additional cost of making such a replacement is

(5.31)

∫
[t̄i ,t̄i+ε]×[0,1]

(
λ�

(
ϕ̄new

0 (t, y)
)+ �

(
ϕ̄new

K (t, y)
)− λ�

(
ϕ̄0(t, y)

)− �
(
ϕ̄K(t, y)

))
dt dy

≤
∫ t̄i+ε

t̄i

(
λ�

(
η̄′

K−1(t) + ψ̄ ′
K(t)

λ

)
+ �(0) − λ�

(∫ 1

0
ϕ̄0(t, y) dy

)
− 0

)
dt

≤
∫ t̄i+ε

t̄i

(
λ�(0) + �(0)

)
dt = (λ + 1)ε ≤ σ

16N̄
,

where the first inequality follows from the convexity of �(·) and the second inequality uses
(5.29) and the fact that �(x) − �(y) ≤ �(0) for 0 ≤ x ≤ y.
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Combining the contributions to the errors and cost differences over all intervals (t̄i , t̄i+1),
we have

∥∥(ζ̄ new, ψ̄new)− (ζ̃ , ψ̃)
∥∥∞ ≤ ∥∥(ζ̄ new, ψ̄new)− (ζ̄ , ψ̄)

∥∥∞ + σ

16
≤ 3σ

16

and

IT

(
ζ̄ new, ψ̄new) ≤

∞∑
k=0

∫
[0,T ]×[0,1]

ϑk�
(
ϕ̄new

k (s, y)
)
ds dy

≤
∞∑

k=0

∫
[0,T ]×[0,1]

ϑk�
(
ϕ̄k(s, y)

)
ds dy + σ

16

≤ IT (ζ̃ , ψ̃) + 3σ

16
.

We have thus proved the claim.
Abusing notation, we denote (ζ̄ new, ψ̄new, ϕ̄new) once more as (ζ̄ , ψ̄, ϕ̄) and recall that

parts (a)–(c) and (5.25) hold with σ/16 and σ/8 replaced with 3σ/16.
Since ϕ̄K(t, y) = 0 for t ∈ (t̄i , t̄i + ε) when K > 0, we have

(5.32) η̄k(t) = η̄k(t̄i) + λ

∫
[t̄i ,t]×[0,1]

ϕ̄0(s, y) ds dy, k = 1, . . . ,K.

We now return to constructing our modification of (ζ̄ , ψ̄, ϕ̄) on [t̄i , t̄i+1) under Case II.
Since ζ̄K+1(t) < 1 over (t̄i , t̄i+1) and K̄ > K in Case II, we have

0 > ζ̄K+1(t̄i + ε) − 1 = ζ̄K+1(t̄i + ε) − ζ̄K+1(t̄i)

= λ

∫
[t̄i ,t̄i+ε]×[0,1]

ϕ̄0(s, y) ds dy −
∫
[t̄i ,t̄i+ε]×[0,1]

1[0,r̄K+1(s))(y)ϕ̄K+1(s, y) ds dy.

Let δ be the largest value in (0, ε) such that

(5.33) λ

∫
[t̄i ,t̄i+ε]×[0,1]

ϕ̄0(s, y) ds dy =
∫
[t̄i ,t̄i+δ]×[0,1]

1[0,r̄K+1(s))(y)ϕ̄K+1(s, y) ds dy.

We now modify (ζ̄ , ψ̄, ϕ̄) on the time interval [t̄i , t̄i+1) as follows. Let

ϕ0(t, y) = 0, t ∈ [t̄i , t̄i + ε],
ϕK+1(t, y) = 0, t ∈ [t̄i , t̄i + δ],
ϕK+1(t, y) = ϕ̄K+1(t, y)1[0,r̄K+1(t))(y), t ∈ (

t̄i + δ, t̄i + ε],
ϕk(t, y) = ϕ̄k(t, y), t ∈ [t̄i , t̄i + ε], k �= 0,K + 1.

ϕk(t, y) = ϕ̄k(t, y), t ∈ [t̄i + ε, t̄i+1
)

for all k ∈ N0.
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Having made such a modification to the control over each interval (t̄i , t̄i+1), consider (ζ,ψ,η)

driven by ϕ, given (on (t̄i , t̄i+1)) as follows:

(5.34)

η′
k(t) = 0, k ≥ 1, t ∈ [t̄i , t̄i + ε],

ζk(t) = ζ̄k(t) = 1, ψ ′
k(t) = 0, k = 0, . . . ,K, t ∈ [t̄i , t̄i + ε],

ζk(t) = ζ̄k(t), ψ ′
k(t) = ψ̄ ′

k(t), k ≥ K + 2, t ∈ [t̄i , t̄i + ε],
ζK+1(t) = 1, t ∈ [t̄i , t̄i + δ],
ζK+1(t) = 1 −

∫
[t̄i+δ,t]×[0,1]

1[0,r̄K+1(s))(y)ϕ̄K+1(s, y) ds dy,

t ∈ (t̄i + δ, t̄i + ε],
ψ ′

K+1(t) = 0, t ∈ [t̄i , t̄i + δ],
ψK+1(t) = ψK+1(t̄i + δ) −

∫
[t̄i+δ,t]×[0,1]

1[0,r̄K+1(s))(y)ϕ̄K+1(s, y) ds dy,

t ∈ (t̄i + δ, t̄i + ε],(
ζ ′(t),ψ ′(t), η′(t)

) = (
ζ̄ ′(t), ψ̄ ′(t), η̄′(t)

)
, t ∈ (t̄i + ε, t̄i+1).

We now check that (ζ,ψ) ∈ CT and ϕ ∈ ST (ζ,ψ). For this it suffices to check the evolution
of the K th and (K + 1)th coordinates on each [t̄i , t̄i + ε].

If K = 0, then ψ ′
0 = ζ ′

0 = η′ = 0 by construction, and it is clear that (2.7) holds for the K th
coordinate.

If K > 0, then ζ ′
K = ψ ′

K = η′ = ϕ0 = ϕK = ϕ̄K = 0 by construction and the claim made
below (5.28) (which has been verified), showing that (2.7), (2.9), and (2.10) hold once more
for the K th coordinate. Therefore we have the desired evolution of the K th coordinate.

For K ∈ N0 and t ∈ [t̄i , t̄i + δ], since ζ ′
K+1 = ψ ′

K+1 = η′ = ϕ0 = ϕK+1 = 0, we have (2.7),
(2.9), and (2.10) for the (K + 1)th coordinate over this interval. As for t ∈ (t̄i + δ, t̄i + ε],
note that

ζK+1(t) − ζ̄K+1(t)

=
(

1 −
∫
[t̄i+δ,t]×[0,1]

1[0,r̄K+1(s))(y)ϕ̄K+1(s, y) ds dy

)

−
(

1 + λ

∫
[t̄i ,t]×[0,1]

ϕ̄0(s, y) ds dy −
∫
[t̄i ,t]×[0,1]

1[0,r̄K+1(s))(y)ϕ̄K+1(s, y) ds dy

)

=
∫
[t̄i ,t̄i+δ]×[0,1]

1[0,r̄K+1(s))(y)ϕ̄K+1(s, y) ds dy − λ

∫
[t̄i ,t]×[0,1]

ϕ̄0(s, y) ds dy

= λ

∫
[t,t̄i+ε]×[0,1]

ϕ̄0(s, y) ds dy ≥ 0,

where the first equality uses (5.32) and the last equality follows from (5.33). The above
equality in particular implies that

(5.35) ζK+1(t̄i + ε) = ζ̄K+1(t̄i + ε),

and the inequality ζK+1(t) − ζ̄K+1(t) ≥ 0 together with the fact that ζK+2(t) = ζ̄K+2(t) for
t ∈ (t̄i , t̄i+1) gives rK+1(t) ≥ r̄K+1(t) for t ∈ (t̄i + δ, t̄i + ε]. From this and the definition of
ϕK+1, ζK+1, ψK+1, we see that for t ∈ (t̄i + δ, t̄i + ε],

ζK+1(t) = 1 −
∫
[t̄i+δ,t]×[0,1]

1[0,r̄K+1(s))(y)ϕ̄K+1(s, y) ds dy
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= ζK+1(t̄i + δ) −
∫
[t̄i+δ,t]×[0,1]

1[0,rK+1(s))(y)1[0,r̄K+1(s))(y)ϕ̄K+1(s, y) ds dy

= ζK+1(t̄i + δ) −
∫
[t̄i+δ,t]×[0,1]

1[0,rK+1(s))(y)ϕK+1(s, y) ds dy

and similarly

ψK+1(t) = ψK+1(t̄i + δ) −
∫
[t̄i+δ,t]×[0,1]

1[0,rK+1(s))(y)ϕK+1(s, y) ds dy.

From these two displays along with (5.34) and the observation that ζ ′
K+1 − ψ ′

K+1 = 0 = η′
we have verified (2.7), (2.9), and (2.10) for the (K + 1)th coordinate when t ∈ (t̄i + δ, t̄i + ε].
This proves that (ζ,ψ) ∈ CT and ϕ ∈ ST (ζ,ψ).

Since δ is the largest value in (0, ε) such that (5.33) holds, from the definition of ζK+1
we must have ζK+1(t) < 1 for t ∈ (t̄i + δ, t̄i + ε]. This implies that π(t) = K is constant for
t ∈ (t̄i + δ, t̄i + ε).

On [t̄i , t̄i + δ], since ϕ0(t, y) = 0, π(t) must be nonincreasing, and hence must be a piece-
wise constant function which can be decomposed into a finite number of intervals. Therefore
properties (i) and (ii) hold.

We now estimate the (possible) increase in cost. Note that∫
[t̄i ,t̄i+ε]×[0,1]

(
λ�

(
ϕ0(s, y)

)+ �
(
ϕK+1(s, y)

)− λ�
(
ϕ̄0(s, y)

)− �
(
ϕ̄K+1(s, y)

))
ds dy

≤
∫
[t̄i ,t̄i+ε]×[0,1]

(λ + 1)�(0) ds dy ≤ (λ + 1)ε.

Therefore the cost after making such modifications to each interval (t̄i , t̄i +ε) can be bounded
as

∞∑
k=0

∫
[0,T ]×[0,1]

ϑk�
(
ϕk(s, y)

)
ds dy

≤
∞∑

k=0

∫
[0,T ]×[0,1]

ϑk�
(
ϕ̄k(s, y)

)
ds dy + (λ + 1)N̄ε

≤ IT (ζ̃ , ψ̃) + 3σ

16
+ σ

16
= IT (ζ̃ , ψ̃) + σ

4
.

(5.36)

The difference in the trajectories is estimated as follows. Since ζK+1(t) is a monotone de-
creasing interpolation of ζK+1(t̄i) and ζK+1(t̄i + ε) for t ∈ [t̄i , t̄i + ε], we have∥∥ζK+1(t) − ζ̄K+1(t)

∥∥
≤ ∥∥ζK+1(t̄i ) − ζ̄K+1(t)

∥∥+ ∥∥ζK+1(t̄i + ε) − ζ̄K+1(t)
∥∥

≤ ∥∥ζK+1(t̄i ) − ζ̄K+1(t̄i )
∥∥+ σ

8N̄
+ ∥∥ζK+1(t̄i + ε) − ζ̄K+1(t̄i + ε)

∥∥+ σ

8N̄

= σ

4N̄
,

where the second inequality uses (5.26) and the last equality follows from (5.35). Therefore

(5.37) ‖ζ − ζ̄‖∞ ≤ σ

4N̄
.

For each k = 1, . . . , M̄ + 1 and t ∈ [t̄i , t̄i + ε], using the definition of ψk one has∣∣ψk(t) − ψ̄k(t)
∣∣ ≤ ∣∣ψk(t̄i) − ψ̄k(t̄i )

∣∣+ ∫
[t̄i ,t̄i+ε]×[0,1]

(
λϕ̄0(s, y) + ϕ̄k(s, y)

)
ds dy.
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As a result

‖ψ − ψ̄‖∞ ≤
M̄+1∑
k=1

‖ψk − ψ̄k‖∞ ≤
N̄−1∑
i=0

M̄+1∑
k=1

∫
[t̄i ,t̄i+ε]×[0,1]

(
λϕ̄0(s, y) + ϕ̄k(s, y)

)
ds dy ≤ σ

8

by (5.27). From this and (5.37) we have

∥∥(ζ,ψ) − (ζ̄ , ψ̄)
∥∥∞ ≤ σ

16
+ σ

4N̄
≤ 5σ

16
.

This combined with ‖(ζ̄ , ψ̄) − (ζ̃ , ψ̃)‖∞ ≤ 3σ/16 gives property (iii) with σ replaced by
σ/2.

Second modification of the trajectory.
We now introduce one last modification to (ζ,ψ,ϕ) so that property (vi) holds. Take M >

M̄ + 2 large enough such that

(5.38)
∞∑

k=M

‖(ζk,ψk)‖∞ + 2

2k
≤ σ

2
.

Define (ζ new,ψnew) ∈ CT and ϕnew ∈ ST (ζ new,ψnew) by

(
ζ new
k ,ψnew

k , ϕnew
k

) = (ζk,ψk,ϕk), k < M,

ϕnew
k = 1, ζ new

k (t) = ψnew
k (t) = xk −

∫ t

0

(
ζ new
k (s) − ζ new

k+1(s)
)
ds, k ≥ M.

Note that

∥∥(ζ new,ψnew) − (ζ,ψ)
∥∥∞ =

∞∑
k=M

‖(ζ new
k ,ψnew

k ) − (ζk,ψk)‖∞
2k

(5.39)

≤
∞∑

k=M

‖(ζk,ψk)‖∞ + 2

2k
≤ σ

2
,

∞∑
k=0

∫
[0,T ]×[0,1]

ϑk�
(
ϕnew

k (s, y)
)
ds dy ≤

∞∑
k=0

∫
[0,T ]×[0,1]

ϑk�
(
ϕk(s, y)

)
ds dy,(5.40)

where the last line uses �(1) = 0. Once again, abusing notation, we denote (ζ new,ψnew, ϕnew)

as (ζ,ψ,ϕ). Clearly, properties (i), (ii), (iii), (iv), and (vi) are satisfied by the above modifi-
cation.

For property (v), let ϕσ ∈ ST (ζ,ψ) be any σ/2 optimal control. Choose δ∗ sufficiently
small so that

∞∑
k=0

N̄−1∑
i=0

∫
[ti ,ti+δ∗]×[0,1]

ϑk�
(
ϕk(s, y)

)
ds dy ≤ σ

2
.

Define, for each i, ϕ∗(t) = ϕ(t) for t ∈ (ti, ti + δ∗), and for t ∈ [ti + δ∗, ti+1), let ϕ∗
k (t) = 1

for k ≥ M , and ϕ∗
k (t) = ϕσ

k (t) otherwise.
Then ϕ∗ is a σ optimal control, without affecting properties (ii) or (vi). Thus properties

(i)–(vi) are satisfied completing the proof of the lemma. �



2412 A. BUDHIRAJA, E. FRIEDLANDER AND R. WU

6. Compact sub-level sets. In this section we prove the third statement in the proof
of Theorem 2.4, namely the property that IT is a rate function. For this we need to show
that for every M ∈ N, the set �M

.= {(ζ,ψ) ∈ DR∞×R∞ : IT (ζ,ψ) ≤ M} is compact. Now
fix such a M and a sequence {(ζ n,ψn)} ⊂ �M . It suffices to show that the sequence has a
convergent subsequence with the limit in the set �M . From the definition of IT , it follows
that (ζ n,ψn) ∈ CT and there exists a control ϕn ∈ ST (ζ n,ψn) such that for every n

(6.1)
∞∑

k=0

∫
[0,T ]×[0,1]

ϑk�
(
ϕn

k (s, u)
)
ds dy ≤ IT

(
ζ n,ψn)+ 1

n
≤ M + 1

n
.

We follow the convention that ζ n
0 = ψn

0 = 1. We first show pre-compactness of the sequence
{(ζ n,ψn,ϕn)}n∈N0 . Recall the compact metric spaces SN , for N ∈ N, introduced in Sec-
tion 3.2.

LEMMA 6.1. The sequence {(ζ n,ψn,ϕn)}n∈N0 is pre-compact in CR∞×R∞ × SM+1.

PROOF. Pre-compactness of {ϕn}n∈N0 is immediate from the compactness of SM+1.
We next prove pre-compactness of {ψn

k } for each fixed k ∈ N. From the definition of ψn

in (2.9)–(2.10) we have

∣∣ψn
k (t)

∣∣ ≤ 1 +
∫
[0,T ]×[0,1]

λϕn
0 (t, y) dt dy +

∫
[0,T ]×[0,1]

ϕn
k (t, y) dt dy.

It then follows from (6.1) and Lemma 3.2 that

sup
n∈N

sup
t∈[0,T ]

∣∣ψn
k (t)

∣∣ < ∞.

We now show that {ψn
k } is equicontinuous. Note that for any 0 < t − s ≤ δ and K > 0,

∣∣ψn
k (t) − ψn

k (s)
∣∣ ≤ λ

∫
[s,t]×[0,1]

ϕn
0 (u, y) dudy +

∫
[s,t]×[0,1]

ϕn
k (u, y) dudy

≤ λ

∫
[s,t]×[0,1]

ϕn
0 (u, y)1{ϕn

0 (u,y)>K} dudy

+ λ

∫
[s,t]×[0,1]

ϕn
0 (u, y)1{ϕn

0 (u,y)≤K} dudy

+
∫
[s,t]×[0,1]

ϕn
k (u, y)1{ϕn

k (u,y)>K} dudy

+
∫
[s,t]×[0,1]

ϕn
k (u, y)1{ϕn

k (u,y)≤K} dudy

≤ (λ + 1)γ (K)(M + 1) + (λ + 1)Kδ,

where the final inequality above follows from Lemma 3.2(a) and (6.1). Therefore,

lim
δ→∞ sup

n∈N
sup

|t−s|≤δ

∣∣ψn
k (t) − ψn

k (s)
∣∣ ≤ (λ + 1)γ (K)(M + 1)

and equicontinuity of {ψn
k } follows upon sending K → ∞. Pre-compactness of {ψn

k } for each
k, and therefore of {ψn}, now follows from the Arzela–Ascoli theorem. Pre-compactness of
{ζ n}n∈N in CR∞ follows immediately from the precompactness of {ψn} and the Lipschitz
property of the Skorokhod map proved in Lemma 2.2. �

We now characterize the limit points of (ζ n,ψn,ϕn).
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LEMMA 6.2. Suppose (ζ n,ψn,ϕn) converges along a subsequence to (ζ,ψ,ϕ) ∈
CR∞×R∞ × SM+1. Then:

(a)
∑∞

k=0
∫
[0,T ]×[0,1] ϑk�(ϕk(s, y)) ds dy ≤ M .

(b) For each t ∈ [0, T ],
ψ1(t) = x1 + λ

∫
[0,t]×[0,1]

ϕ0(s, y) ds dy −
∫
[0,t]×[0,1]

1[0,ζ1(s)−ζ2(s))(y)ϕ1(s, y) ds dy,

ψk(t) = xk −
∫
[0,t]×[0,1]

1[0,ζk(s)−ζk+1(s))(y)ϕk(s, y) ds dy, k ≥ 2.

(c) (ζ,ψ) ∈ CT and ϕ ∈ ST (ζ,ψ).

PROOF. Part (a) is immediate from [9], Lemma A.1, (6.1), and Fatou’s lemma.
We now prove (b). The convergence

(6.2)
∫
[0,t]×[0,1]

ϕn
0 (s, y) ds dy →

∫
[0,t]×[0,1]

ϕ0(s, y) ds dy

is immediate from the definition of the topology on SM+1 (see the comment above
Lemma 3.3). Consider now the integral on the right side of (2.10). For each k ∈ N,∣∣∣∣
∫
[0,t]×[0,1]

1[0,ζ n
k (s)−ζ n

k+1(s))
(y)ϕn

k (s, y) ds dy −
∫
[0,t]×[0,1]

1[0,ζk(s)−ζk+1(s))(y)ϕk(s, y) ds dy

∣∣∣∣
≤

∫
[0,t]×[0,1]

∣∣1[0,ζ n
k (s)−ζ n

k+1(s))
(y) − 1[0,ζk(s)−ζk+1(s))(y)

∣∣ϕn
k (s, y) ds dy

+
∣∣∣∣
∫
[0,t]×[0,1]

1[0,ζk(s)−ζk+1(s))(y)
(
ϕn

k (s, y) − ϕk(s, y)
)
ds dy

∣∣∣∣.
Using the convergence of∣∣1[0,ζ n

k (s)−ζ n
k+1(s))

(y) − 1[0,ζk(s)−ζk+1(s))(y)
∣∣ → 0

for Lebt -a.e. (s, y) ∈ [0, t] × [0,1] and the uniform integrability of (s, y) �→ ϕn
k (s, y) with

respect to the normalized Lebesgue measure on [0, t] × [0,1], guaranteed by (6.1) and the
superlinearity of �, we have∫

[0,t]×[0,1]
∣∣1[0,ζ n

k (s)−ζ n
k+1(s))

(y) − 1[0,ζk(s)−ζk+1(s))(y)
∣∣ϕn

k (s, y) ds dy → 0.

From the convergence of ϕn → ϕ and recalling the topology on SM+1, we have that∫
[0,t]×[0,1]

1[0,ζk(s)−ζk+1(s))(y)
(
ϕn

k (s, y) − ϕk(s, y)
)
ds dy → 0.

This gives the convergence:∫
[0,t]×[0,1]

1[0,ζ n
k (s)−ζ n

k+1(s))
(y)ϕn

k (s, y) ds dy →
∫
[0,t]×[0,1]

1[0,ζk(s)−ζk+1(s))(y)ϕk(s, y) ds dy.

Combining this with (6.2) gives (b).
Finally consider part (c). The fact that (ζ,ψ) satisfies property (ii) and (iv) of CT is an

immediate consequence of the fact that (ζ n,ψn) satisfy these properties and the Lipschitz
property of the Skorokhod map proved in Lemma 2.2. Property (i) follows from this and
Remark 2.1. For property (iii) note that

sup
0≤t≤T

∞∑
i=1

ζi(t) ≤ lim inf
n→∞ sup

0≤t≤T

∞∑
i=1

ζ n
i (t)

≤
∞∑
i=1

xi + lim inf
n→∞

∫
[0,T ]×[0,1]

λϕn
0 (s, y) ds dy < ∞,
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where the last inequality is from (6.1) and Remark 2.3. This completes the proof that (ζ,ψ) ∈
CT . The fact that ϕ ∈ ST (ζ,ψ) is now immediate from part (b). �

We now return to the proof of compactness of �M . Consider a sequence {(ζ n,ψn)} ⊂ �M .
Then Lemma 6.1 shows that such a sequence is precompact and Lemma 6.2 shows that any
limit point (ζ,ψ) of (ζ n,ψn) is in �M . This establishes the desired compactness.

7. Bounds on probabilities of long queues. In this section we prove Theorem 2.5. Fix
j ≥ 3 and recall the notation Gj , Fj from Section 2.4. From the LDP in Theorem 2.4 and
since Gj ⊂ Fj

lim inf
n→∞

1

n
log

(
P
(
Xn ∈ Gj

)) ≥ −IT (Gj ),

lim sup
n→∞

1

n
log

(
P
(
Xn ∈ Gj

)) ≤ lim sup
n→∞

1

n
log

(
P
(
Xn ∈ Fj

)) ≤ −IT (Fj ).

In order to prove the first statement in the theorem we first solve for IT (Fj ) and then show
that IT (Fj ) = IT (Gj ).

Fix ε > 0, (ζ,ψ) ∈ Fj , and ϕ ∈ ST (ζ,ψ) with

(7.1)
∞∑

k=0

∫
[0,T ]×[0,1]

�
(
ϕk(s, y)

)
ds dy ≤ IT (ζ,ψ) + ε ≤ IT (Fj ) + 2ε.

Define

τi
.= inf

t∈[0,T ]
{
ζi(t) = 1

}
, i ∈N.

Since all queues are of length one at time 0, we have that 0 = τ1 ≤ τ2 ≤ · · · and ζk(τi) =
1{k≤i}. We can assume without loss of generality that τj−1 = T . To see this, note that if
τj−1 < T , then we can consider the delayed trajectory (ζ̄ , ψ̄) defined by(

ζ̄ (t), ψ̄(t)
) = (

ζ(0),ψ(0)
)
, 0 ≤ t ≤ T − τj−1,(

ζ̄ (t), ψ̄(t)
) = (ζ(t − (T − τj−1),ψ

(
t − (T − τj−1)

)
, T − τj−1 < t ≤ T .

Since the cost over time [0, T − τj−1] is zero, we have IT (ζ̄ , ψ̄) ≤ IT (ζ,ψ). Thus henceforth
we assume τj−1 = T .

We can further assume without loss of generality that ζk(t) is nondecreasing in t for each
k ∈N. To see this, consider the new trajectory ζ̄ defined by

ζ̄k(t) = max
0≤u≤t

ζk(u), k ∈ N.

Note that this says that for each i and t ∈ (τi, τi+1),

ζ̄k(t) = 1, k ≤ i; ζ̄i+1(t) = max
0≤u≤t

ζi+1(u); ζ̄k(t) = 0, k ≥ i + 2.

We claim that ζ̄i+1 is absolutely continuous and ζ̄ ′
i+1(t) = ζ ′

i+1(t)1{ζi+1(t)=max0≤u≤t ζi+1(u)}
a.e. t ∈ (τi, τi+1), for ever i. Absolute continuity is immediate on noting that 0 ≤ ζ̄i+1(t2) −
ζ̄i+1(t1) ≤ maxt1≤s≤t2 ζi+1(s) − ζi+1(t1) for τi ≤ t1 ≤ t2 ≤ τi+1, for every i. Note also that
for a.e. t ∈ (τi, τi+1) such that ζ ′

i+1(t) and ζ̄ ′
i+1(t) exist, if ζi+1(t) < max0≤u≤t ζi+1(u), then

ζ̄ ′
i+1(t) = 0. On the other hand, if ζi+1(t) = max0≤u≤t ζi+1(u), we have two possible cases:

• Case 1: there exists a sequence tn ↓ t (i.e., tn approaches t from above) with ζi+1(tn) =
max0≤u≤tn ζi+1(u). In this case

ζ̄ ′
i+1(t) = lim

n→∞
ζ̄i+1(tn) − ζ̄i+1(t)

tn − t
= lim

n→∞
ζi+1(tn) − ζi+1(t)

tn − t
= ζ ′

i+1(t).
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• Case 2: A sequence tn as in Case 1 does not exist, namely there exists some t0 ∈ (t, τi+1)

such that ζi+1(s) < max0≤u≤s ζi+1(u) for all s ∈ (t, t0). Then we must have ζ̄i+1(s) =
ζ̄i+1(t) for all s ∈ (t, t0), and hence ζ̄ ′

i+1(t) = 0. From this and ζi+1(t) = max0≤u≤t ζi+1(u)

we have ζi+1(s) ≤ ζi+1(t) for all s ∈ (0, t0). Therefore ζ ′
i+1(t) = 0 = ζ̄ ′

i+1(t).

This proves the claim.
Define the control ϕ̄ over the interval (τi, τi+1) as

ϕ̄k(t, y) = ϕk(t, y)1{ζi+1(t)=max0≤u≤t ζi+1(u)} + 1{ζi+1(t)<max0≤u≤t ζi+1(u)}, k ∈ N0

and define the corresponding ψ̄ by (2.9) and (2.10) using ζ̄ and ϕ̄. Now we show that (ζ̄ , ψ̄) ∈
CT . For this it suffices to verify property (iv) of CT . Let, for t ∈ (τi, τi+1)

η̄′
k(t) = η′

k(t)1{ζi+1(t)=max0≤u≤t ζi+1(u)} + 1{ζi+1(t)<max0≤u≤t ζi+1(u)}, k < i,

η̄′
i (t) = η′

i (t)1{ζi+1(t)=max0≤u≤t ζi+1(u)} + (
1 + ψ̄ ′

i (t)
)
1{ζi+1(t)<max0≤u≤t ζi+1(u)},

η̄′
k(t) = η′

k(t) = 0, k ≥ i + 1.

Note that for a.e. t , if ζi+1(t) = max0≤u≤t ζi+1(u), then (ζ̄ ′, ψ̄ ′, η̄′) = (ζ ′,ψ ′, η′) and hence

ζ̄ ′
k(t) = ψ̄ ′

k(t) + η̄′
k−1(t) − η̄′

k(t), 1{ζ̄k(t)<1}η̄
′
k(t) = 0.

If ζi+1(t) < max0≤u≤t ζi+1(u), using the definition of (ζ̄ , ψ̄, η̄, ϕ̄) it can be verified that the
above equation still holds. In particular to check the equation for k = i + 1 we use the facts
ψ̄ ′

i (t) + ψ̄ ′
i+1(t) = −1 and ζ̄ ′

i+1(t) = ζ ′
i+1(t)1{ζi+1(t)=max0≤u≤t ζi+1(u)} = 0. Therefore (2.7)

holds for (ζ̄ , ψ̄, η̄). Thus we have that (ζ̄ , ψ̄) ∈ CT , ϕ̄ ∈ ST (ζ̄ , ψ̄), and

IT (ζ̄ , ψ̄) ≤
∞∑

k=0

∫
[0,T ]×[0,1]

�
(
ϕ̄k(s, y)

)
ds dy ≤

∞∑
k=0

∫
[0,T ]×[0,1]

�
(
ϕk(s, y)

)
ds dy.

We have therefore shown that one can assume without loss of generality that ζk(t) is non-
decreasing in t for each k ∈ N. Henceforth we will assume that this holds. Note that, in
particular this says that ζ1(t) = 1 for all t ∈ [0, T ].

From (2.7) we have

∞∑
k=1

ζk(t) =
∞∑

k=1

ψk(t).

From the above display, (2.9), (2.10), and the assumption that π(t)
.= max{k : ζk(t) = 1} ≤

j − 1 we have

1 =
∞∑

k=1

(
ζk(τi+1) − ζk(τi)

) =
j−1∑
k=1

(
ψk(τi+1) − ψk(τi)

)

=
∫
[τi ,τi+1]×[0,1]

ϕ0(s, y) ds dy −
j−1∑
k=1

∫
[τi ,τi+1]×[0,1]

1[0,ζk(s)−ζk+1(s))(y)ϕk(s, y) ds dy.

Let θi
.= (τi+1 − τi)

−1. Note that, since ζ1(t) = 1 for every t ,

θi

j−1∑
k=1

∫
[τi ,τi+1]×[0,1]

1[0,ζk(s)−ζk+1(s))(y) ds dy = 1.
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It then follows from Jensen’s inequality and the convexity of � that
∞∑

k=0

∫
[τi ,τi+1]×[0,1]

�
(
ϕk(s, y)

)
ds dy

≥
∫
[τi ,τi+1]×[0,1]

�
(
ϕ0(s, y)

)
ds dy

+
j−1∑
k=1

∫
[τi ,τi+1]×[0,1]

1[0,ζk(s)−ζk+1(s))(y)�
(
ϕk(s, y)

)
ds dy

≥ θ−1
i �

(
θi

∫
[τi ,τi+1]×[0,1]

ϕ0(s, y) ds dy

)

+ θ−1
i �

(
θi

j−1∑
k=1

∫
[τi ,τi+1]×[0,1]

1[0,ζk(s)−ζk+1(s))(y)ϕk(s, y) ds dy

)
.

(7.2)

This quantity can be further bounded from below by
1

θi

inf
{
�(a) + �(b) : a, b ≥ 0, a − b = c > 0

}
,

where c = θi . Using Lagrange multipliers one finds that the above infimum is achieved at

a = c + √
c2 + 4

2
, b = −c + √

c2 + 4

2
.

Plugging this back into (7.2) gives

∞∑
k=0

∫
[τi ,τi+1]×[0,1]

�
(
ϕk(s, y)

)
ds dy ≥ θ−1

i �

(θi +
√

θ2
i + 4

2

)
+ θ−1

i �

(−θi +
√

θ2
i + 4

2

)
.

From this, Jensen’s inequality, the convexity of �, and the fact that τ1 = 0, τj−1 = T ,∑j−2
i=1 θ−1

i = T , we have, letting aj = (j − 2)/T ,
∞∑

k=0

∫
[0,T ]×[0,1]

�
(
ϕk(s, y)

)
ds dy

≥
j−2∑
i=1

[
θ−1
i �

(θi +
√

θ2
i + 4

2

)
+ θ−1

i �

(−θi +
√

θ2
i + 4

2

)]

≥ T �

((j − 2) +∑j−2
i=1

√
1 + 4θ−2

i

2T

)
+ T �

(−(j − 2) +∑j−2
i=1

√
1 + 4θ−2

i

2T

)

≥ T �

((j − 2) + (j − 2)
√

1 + 4(aj )−2

2T

)
+ T �

(−(j − 2) + (j − 2)
√

1 + 4(aj )−2

2T

)

= T �

(aj +
√

4 + (aj )2

2

)
+ T �

(−aj +
√

4 + (aj )2

2

)
,

where the last inequality is obtained by the convexity of the function f (x)
.= √

1 + 4x2 and
monotonicity of the functions x �→ �(x + c)+ �(x − c) for c ≥ 0 and x > c. As ε > 0 in (7.1)
is arbitrary, this shows

IT (Fj ) ≥ T �

(aj +
√

4 + (aj )2

2

)
+ T �

(−aj +
√

4 + (aj )2

2

)
.
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On the other hand, note that the above lower bound can be achieved by a (ζ,ψ) ∈ IT (Fj )

given for k ∈ N, t ∈ [0, T ], and y ∈ [0,1] as

ζk(t) = 0 ∨ (
aj t − (k − 2)

) ∧ 1,

ϕ0(t, y) = aj +
√

4 + (aj )2

2
,

ϕk(t, y) = −aj +
√

4 + (aj )2

2
1[0,ζk(t)−ζk+1(t))(y) + 1[ζk(t)−ζk+1(t),1](y),

ψk(t) = 1{k=1} + 1{k=1}
∫
[0,t]×[0,1]

ϕ0(s, y) ds dy

−
∫
[0,t]×[0,1]

1[0,ζk(s)−ζk+1(s))(y)ϕk(s, y) ds dy.

(7.3)

Therefore

(7.4) IT (Fj ) = T �

(aj +
√

4 + (aj )2

2

)
+ T �

(−aj +
√

4 + (aj )2

2

)
.

Next we show that IT (Fj ) = IT (Gj ). Since Gj ⊂ Fj , we clearly have IT (Fj ) ≤ IT (Gj ).
Now we show the reverse inequality. Fix ε > 0. Consider the modification of the trajectory

(7.3), defined over [0, T −ε], by replacing T throughout by T −ε. Then ζk(T −ε) = 1{k≤j−1}
and the cost of this trajectory over the interval [0, T − ε] is given by (7.4) with T replaced by
T − ε. Define, for t ∈ [T − ε, T ] and y ∈ [0,1],

ζk(t)
.= ζk(T − ε)1{k �=j} + (

t − (T − ε)
)
1{k=j},

ϕk(t, y)
.= 1{k=0 or k≥j+1},

so that ζj (T ) > 0 and

∞∑
k=0

∫
[T −ε,T ]×[0,1]

�
(
ϕk(s, y)

)
ds dy = j�(0)ε.

This trajectory clearly lies in Gj and its cost (over [0, T ]) converges to (7.4) as ε → 0. This
implies IT (Gj ) ≤ IT (Fj ) proving the reverse inequality and hence showing that IT (Fj ) =
IT (Gj ). This completes the proof of the first part of the theorem.

Finally we consider the second part of the theorem. Since
√

4 + x2 = 2 + o(x) and �(x) =
(x−1)2

2 + o((x − 1)2), as x → 0 and x → 1, respectively, we have

−T �

(aj +
√

4 + (aj )2

2

)
− T �

(−aj +
√

4 + (aj )2

2

)
= −T

(
(aj )

2

4
+ o

(
(aj )

2))

as T → ∞. Sending T → ∞, we have

lim
T →∞ lim

n→∞
T

n
log

(
P
(
Xn ∈ Gj

)) = lim
T →∞ lim

n→∞
T

n
log

(
P
(
Xn ∈ Fj

)) = −(j − 2)2

4
.
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