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the interdependence that arises from specialization and 
trade also leads to a less resilient economy. Unexpected, 
large economic collapse can arise from a shock to even a 
single resource, due to each resource’s interdependent role 
in the economy.
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Introduction and Background

Resource Depletion and Criticality Concerns

Despite a strong historical record of societies facing 
resource supply constraints, relatively little analysis of the 
relationship between exhaustible or constrained resources 
and the economy appears in the mainstream economics 
literature. Notable exceptions include Hotelling (1931), 
Hartwick (1977), (Hartwick 1978), and Nordhaus (1979). 
However, their models do not place natural resources as 
the driver of economic activity. Instead, pricing systems 
and well-functioning markets insulate the economy from 
resource constraints.

Conversely, an economy’s dependence on natural 
resources is the center piece of an interdisciplinary, bio-
physical approach to economics. This approach goes 
beyond environmental economics, which simply examines 
the markets and market failures related to natural resources. 
Instead, the biophysical approach starts with ecology and 
understands the economy as “a wholly owned subsidiary 
of the ecosystem,” as economist Herman Daly has been 
often quoted as saying (Daly 2005). Seeing the economy 
as a system wholly dependent on and ultimately tied to the 

Abstract  Industrialized society will transition away from 
dependence on non-renewable resources (fossil fuels, in 
particular) sometime in the foreseeable future. How dis-
ruptive this transition will be to the economy and societal 
well-being is unknown, particularly if there are any sud-
den resource supply constraints. However, the effects of 
resource supply constraints on an economy, or models of 
the interdependent relationship between the economy and 
natural capital overall have not been thoroughly developed. 
One problem is that traditional models of the economy 
assume linear growth, while highly interdependent industri-
alized economies may behave more like a complex adaptive 
system with non-linear, path-dependent, and unexpected 
growth trajectories. Agent-based models have been shown 
to successfully model important aspects of a complex 
adaptive economy. This paper uses an agent-based model 
to demonstrate potential economic impacts for industri-
alized economies in the face of a sudden resource supply 
constraint. Economic “agents” mine resources and invent 
technology. Through trade and specialization, the economy 
evolves from a collection of self-sustaining, resource-poor 
agents to a society with a high degree of interdependence 
and wealth. Economic growth, however, comes with a cost; 
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health of a larger natural system brings questions related to 
sustainability to the fore rather than as an afterthought, and 
particularly after a crisis.

Near-complete socioeconomic collapse appears to have 
occurred several times in history due to natural resource 
(mis)management. Examples include the inhabitants of 
Easter Island, and the Minoan, Mayan, and Anasazi socie-
ties, although there is not full agreement on the exact causes 
of collapse (Tainter 1990; Tainter 2006). Conversely, in 
more recent and recorded history, predictions of imminent 
collapse due to natural resource supply constraints have 
rarely materialized and most industrialized societies have 
weathered a variety of transitions through innovation. Yet, 
collapse is not outside the realm of possibility. Cuba experi-
enced a severe collapse in GDP when it lost access to a sig-
nificant portion of its energy imports upon the dissolution 
of the Soviet Union in 1989, as seen by the large drop in the 
dashed line in Fig. 1. In large part due to this constrained 
supply of energy resources, Cuba soon experienced a 35% 
drop in GDP. The Cuban electric grid experienced severe 
supply disruptions which, along with the loss of imports 
from the Soviet Union, contributed to significantly reduced 
economic output. Cuba faced starvation and potential soci-
etal collapse during what Cubans call the “Special Period.” 
Strong communities, social cohesion, and policy meas-
ures gradually transitioned Cuban society to a new normal 
(Piercy et al. 2010; Friedrichs 2010). Cuba’s industrial out-
put recovered eventually, despite energy imports remaining 
low. This advanced economy experienced first-hand the 
potential effects of a natural resource supply constraint: a 
severe collapse and painful, slow but eventual recovery.

Though Cuba adapted, the fact that the country needed 
drastic measures highlights how dependent modern-day 
society is on a supply of natural resources, and that a 

constrained supply may prompt drastic shifts throughout an 
economy. Additionally, the chances of encountering a sup-
ply constraint can increase as more people desire and con-
sume more resources, particularly if resource acquisition 
technology fails to keep pace with demand. Vaclav Smil 
has stated that, as the world population continues to grow, 
the absolute rate of resource consumption will increase—
even while accounting for diminishing per capita resource 
consumption in OECD countries (Smil 2013).1

Furthermore, globalization continues to forge eco-
nomic connections across continents—most economies 
were affected by the 2008 U.S. housing crisis and subse-
quent recession (Claessens et al. 2010). Therefore, if a sup-
ply constraint is encountered, it will likely affect the entire 
world economy.

Where are Resources in Macroeconomic Growth 
Models?

Despite the potential for painful, global economic collapse 
due to natural resource constraints, economic implications 
of resource constraints as a research topic receive relatively 
little attention. One reason for this is that macroeconomic 
models rely on assumptions that downplay or eliminate the 
role of natural resources. The predominant models used to 
examine economic output fall into two general categories: 
(1) aggregate growth accounting models, such as the Solow 
growth model, and (2) computational general equilibrium 

Fig. 1   Cuba historical GDP per 
capita and energy imports per 
capita. Data from The World 
Bank (2017)

0

200

400

600

800

1000

1200

1400

0

1000

2000

3000

4000

5000

6000

7000

1970 1975 1980 1985 1990 1995 2000 2005 2010 2015

En
er

gy
 im

po
rt

s  
[k

g 
oi

l e
qu

iv
al

en
t p

er
 c

ap
ita

] 

GD
P 

pe
r c

ap
ita

 [c
on

st
an

t 2
01

0 
U

SD
] 

Year 

GDP per capita

Energy imports per capita

1  Theoretically, it is possible to have a decline in total material con-
sumption at the same time as population growth. This would occur if 
the rate of population growth is less than the rate of dematerialization 
per capita. However, as Smil points out in (Smil 2013), this has not 
been observed empirically and is unlikely to happen.
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models, such as dynamic stochastic general equilibrium 
(DSGE) heavily used by the Federal Reserve for eco-
nomic and policy analysis (Del Negro 2013). These two 
categories of approaches exist because they make differ-
ent assumptions about the structure underlying the dynam-
ics of macroeconomic aggregate measures. However, 
both approaches have been heavily criticized for failing 
to account for biophysical reality and failing to acknowl-
edge binding biophysical constraints on economic growth 
(Kümmel et  al. 1985; Hall et  al. 2001; Hoel and Kvern-
dokk 1996; Hirsch 2005). The failure of both approaches 
to account for the relationship of the environment and the 
economy can be traced to four problematic assumptions 
regarding resources:

Assumption 1  (Factor Substitution) Most economic 
models assume natural resources and built capital are sub-
stitutable inputs into production. Resource scarcity is not 
a significant concern long-term because price signals will 
guide economic actors away from increasingly scarce natu-
ral resources and toward innovations to replace them. How-
ever, the work of Graedel and others on resource criticality 
indicates that several materials have limited to no substitut-
ability, effectively “decoupling materials substitution from 
price signals” (Graedel et al. 2015a, b). Furthermore, tech-
nological advances often use increasingly unique and var-
ied material requirements to improve designs. Some econ-
omists, such as Stern, have begun to recognize the limits 
of substitution when the economy is viewed as a complex 
adaptive system (Stern 1997).

Assumption 2  (Cost-share Theorem) The Solow growth 
model and certain extensions that include materials and/
or energy assume that factors of production influence eco-
nomic growth based on their overall cost-share (Gullickson 
and Harper 1987; Ayres and Warr 2005). Because the cost-
share of energy and raw materials are relatively low, the 
implicit assumption is that a resource supply constraint will 
have a minimal effect on the overall economy. Ayres et al. 
argue that resources like energy are much more impor-
tant than their cost-share, such that a small drop in sup-
ply will have drastic effects on the overall economy (Ayres 
et al. 2013). The authors state that cost-shares undervalue 
resources because cost is only related to extraction and not 
the intrinsic value of a resource (Ayres et al. 2013).

Assumption 3  (Perfect Knowledge and Foresight) In eco-
nomic models of resource allocation, such as in the Hotel-
ling or Ricardian models, it is assumed that the resource 
allocators accurately know the level of resource scarcity 
(Hotelling 1931). However, Norgaard criticizes this (Nor-
gaard 1990). The theoretical models require perfect infor-
mation about resource deposits, while much empirical 

work implicitly assumes that at least the resource allocators 
have perfect information regarding their deposits. Neither 
the theoretical or empirical approach correlate particularly 
well with history. Norgaard comments that economists’ 
“theoretical models do not readily explain economic his-
tory with respect to the most basic patterns and hence are 
not likely to be useful…” to understand resource scarcity 
(Norgaard 1990).

Assumption 4  (Representative Agents) General equilib-
rium models attempt to link macroeconomic output to the 
underlying behavior of a few, representative agents. Each 
agent stands in for a multitude of heterogeneous economic 
agents. Deep interdependencies that result from specializa-
tion and path-dependent trade networks cannot be captured 
in even the most advanced representative agent model (Del 
Negro 2013). The failure of representative agent models 
to predict the massive global collapse in the international 
banking system reveals the severity of this limitation 
(Squazzoni 2010). Resource supply constraints can cause 
cascading collapse similar to that of the global financial 
crash due to the interconnectedness of technologies and 
agents.

This paper claims that to understand how a seemingly 
wealthy, advanced economy could experience an unex-
pectedly severe collapse and possible recovery scenario, a 
model cannot be limited by any of the above four assump-
tions. A growing body of diverse research, predominantly 
outside the mainstream of economics, has been able to 
relax at least one, but not all of these assumptions. Signifi-
cant examples include:

Assumption 1  Mainstream economists such as Hotelling, 
Hartwick, and Nordhaus have developed theoretical models 
of natural resource depletion and economic growth when 
factor substitution is limited (Hotelling 1931; Hartwick 
1977, 1978; Nordhaus 1979). More recently, Smulders 
et al., and Brock and Taylor have attempted to extend com-
putable general equilibrium models to include interactions 
with the environment (Smulders et  al. 2014; Brock and 
Taylor 2005).

Assumption 2  A robust interdisciplinary literature exists 
that ignores the cost-share assumption and adds energy as a 
primary input factor to growth accounting models, includ-
ing the work of Ayers and Warr (2013), Kümmel et  al. 
(1985), and more recently Heun et al. (2017).

Assumption 3  Systems dynamics models have examined 
the effect of resource depletion on the macroeconomy when 
economic agents do not have perfect foresight, or do—but 
are limited in their ability to act on it, including meadows 
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and randers’ World3 model, used in Limits to Growth, 
and Nordhaus’ (1993) DICE integrated assessment model 
(Meadows et al. 2004).

Assumption 4  Agent-based models (ABM) of the econ-
omy are designed specifically to alleviate the need for rep-
resentative agents. A growing body of research that uses 
ABM to study the economy exists. However, Balint et  al. 
(2017) provide a recent, comprehensive review of environ-
mental macroeconomic models and identifies few, if any, 
ABM that also include resource dependency and techno-
logical innovation in their framework.

None of these models, however, use a resource-depend-
ent economic framework and explicitly model the rela-
tionship between technological innovation, technological 
interdependency, resource criticality, and the dynamics of 
macroeconomic outcomes. The primary contribution of 
this paper is to demonstrate that underlying technological 
interdependencies, emerging over time from trade networks 
of heterogeneous economic agents, can lead to both expo-
nential growth in output and increasing resource criticality.

Why Use Agent‑Based Models to Understand Resource 
Criticality?

The model developed in this paper belongs to a growing 
class of agent-based models (Balint et  al. 2017) used to 
examine how economic agents interact and develop trade 
networks. In our case, agents also interact with their natural 
environment and develop technology. The agents’ under-
lying economic decisions form trade networks, capital 
infrastructure, and draw down natural resources. Macro-
economic aggregate outcomes emerge as an explicit result 
of economic behavior. As an economy grows increasingly 
interdependent from these interactions, it has been shown 
to behave as a complex adaptive system (Andersen 1996; 
Anderson and Arrow 1988; Arthur et  al. 1997; Durlauf 
2012; Kirman 2016; Colander and Kupers 2014). Agent-
based models are a particularly appropriate methodology 
for examining an economy as a complex adaptive system.

Interdependence can be simulated through an agent-
based model, a relatively new modeling technique based 
on defining rules for individual agent behavior. Agents’ 
interactions with each other and the macroeconomy that 
they create generate macroeconomic time series that can 
trace out trajectories similar to those that result from Solow 
growth models or dynamic stochastic general equilibrium 
models (Tesfatsion and Judd 2006). Agent-based mod-
els (ABM) provide a ‘laboratory’ to model the outcomes 
of alternative policies, behavioral assumptions and social 
norms (Holland and Miller 1991). For example, Epstein 
and Axtell’s Sugarscape ABM can replicate neoclassical 

comparative statics models of commodity trade price equi-
librium. The initial conditions of the model can be set to 
mimic the neoclassical behavioral assumptions of agents 
(full information, rational, self-interested) and show that 
such an economy left to its own devices can lead to a 
“socially optimal” outcome where commodity trade prices 
reflect actual utility of the commodities. That is, they can 
reproduce the evidence that is used to make the case for 
laissez-faire economic policies. However, they also gen-
erate several counterfactuals by making the agents “pro-
gressively less neoclassical” such as having culturally 
conditioned preferences, and show that under different 
assumptions, laissez-faire policies can lead to less efficient 
outcomes accompanied by greater inequality (Epstein and 
Axtell 1996).

A number of ABMs ‘grow’ economies “from the bot-
tom up” and model bi-lateral exchanges between agents in 
ways that are useful to examine the dynamic and complex 
nature of the modern economy (Epstein and Axtell 1996; 
Hamill and Gilbert 2016). While all of them model certain 
aspects of the modern economy, none of them explicitly 
model the deep level of technological interdependence that 
has emerged since the industrial revolution. Thus, while 
previous models are complex adaptive systems, they do 
not include the interdependence arising from invention of 
technology.

The model presented here is called self-organizing com-
plex interdependent evolving technology in an economic 
system, or SOCIETIES.2 It is one of the first ABM that 
directly simulates resource-dependent technological inno-
vation and capital formation in order to study the interde-
pendence found within the economy. By building a virtual 
resource-dependent economy from the bottom up, we study 
both the increased economic production and vulnerability 
to collapse and recovery that come with resource critical-
ity. Because the simulation explicitly models resource and 
technological development pathways, it can provide much 
needed insight into the effect of resource supply constraints 
on technologically advanced economies.

Model Description

Overview

SOCIETIES is based on four basic elements: agents, 
resources, devices, and trade. Agents represent firms, com-
munities, or regions who increase their utility by extracting 

2  The software is available as open source under the GPL license and 
is available for download and extension by the research community at 
https://github.com/bhaney22/SocietiesABM.

https://github.com/bhaney22/SocietiesABM
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resources. Agents can construct devices that speed up 
resource extraction and thus increase utility gains, how-
ever the devices require resources to build. The agents 
gain experience extracting specific resources or building 
devices, which increases the efficiency of those tasks. This 
allows for specialization and creates incentives to trade. 
The agents can trade resources or devices with one another 
through random bi-lateral trade pairings that occur once per 
time-step.

All agents start out homogenous, and only begin to 
differentiate themselves through stochastic choices. The 
initial homogeneity of agents guards against specifying 
particular producers or consumers for a certain device or 
resource. Any resource criticality due to trading relation-
ships will emerge from the nature of the model. Addition-
ally, all resources are homogenous with identical utility 
curves (see “Resource Extraction”). This ensures that any 
sort of resource criticality only emerges through the nature 
of technology rather than by generating desirability of a 
resource due to some intrinsic resource property.

A Day in the Life of an Agent

Agents cycle through six phases each time-step, shown in 
Fig. 2. All agents progress through the phases in parallel, 
allowing them to interact during the trade phases (repre-
sented by dashed boxes in Fig. 2).

Agents

Agents are initially homogenous, self-interested, and fully 
rational economic actors. They cannot die, do not procras-
tinate, and can switch between tasks with no transaction 
costs. They perfectly calculate costs and benefits to decide 
which resource to extract or which device to make based 
on utility gains. Agents make decisions that optimize their 
extraction efficiency and thus utility gain each time-step. 
When trading, they have no strategic or information advan-
tage over each other and barter/trade honestly and only 
when both parties benefit.

However, their rationality is bounded. The agents have 
limited memory and only a certain amount of foresight. 
They do not anticipate gains from trade when deciding 
which resource to extract. They can only communicate 
pair-wise during barter. The only information they can 
use for trading resources is the value they themselves put 
on each resource. When trading devices, they factor in 
how efficiently they can use the device based on the pre-
vious time-step. They also remember the last few days of 
trades. Agents are not able to anticipate gains from future 
trades when calculating the benefit of producing a device; 
they only consider the benefit it provides them in extract-
ing resources for themselves. 24 agents exist in the current 
model. This is enough to ensure heterogeneity but also rela-
tively smooth aggregated model outputs. For more infor-
mation on the number of agents, see the appendices.

Resources

Resources are homogenous, differentiated only by agents’ 
experience with them. Each resource has a utility curve that 
reflects its value. Agents consume a constant proportion of 
each of their resources every time-step. This accounts for 
resources being used, wearing out, or breaking down over 
time. 24 resources exist in the current model—enough so 
that each agent can uniquely specialize if they choose to. 
The choice of number of resources is also discussed in the 
appendices.

Resource Extraction

The SOCIETIES model contains nested time-steps. Each 
high-level time-step represents every agent progress-
ing through each phase in Fig. 2. For clarity in the model 

2. Resource Trade

3. Device Invention

4. Device Trade

5. Device Production

6. Resource Consumption

1. Resource Extraction

t = t + 1

Fig. 2   Overview of agent phases per time-step. Dashed boxes repre-
sent social interaction phases
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description, we call these global time-steps “days,” though 
they do not represent a day to society on Earth. Within each 
“day,” agents have a fixed number of “minutes” that can be 
used to extract resources or build devices (see “Device Pro-
duction”). Extracting a resource takes a number of minutes, 
dependent on the agent’s experience level. An agent gains 
experience for a specific resource every time the agent 
extracts it. At higher resource experience levels, it takes 
fewer minutes to extract a resource. The exact relationship 
is shown in the resource effort curve as Fig. 3.

The sigmoid represented in Fig.  3 is produced by the 
Gompertz function (a generalized logistic function) shown 
to the right of the curve. This is one of many choices of 
functions that can be employed to model a learning a task. 
Following (Pan and Köhler 2007), we chose this type of 
function to model learning-by-doing that results initially in 
minimal gains for experience, then significant gains from 
experience, then finally no gains due to physical limitations 
which cannot be overcome with further experience. It is 
ideal for the purposes of our model in that it rewards spe-
cialization and promotes trade in resources and technology. 
The parameters that define the particular shape of the sig-
moid were chosen so that agents would require several days 
to reach maximum experience. This allows the economy to 
change in small increments each time-step, but to change 
significantly in just a few hundred time-steps.

Each resource could have a different effort curve in prin-
ciple, though for this paper the curves will be homogenous 
to limit any inherent resource uniqueness or criticality. The 
effort curve does, however, provide a reward (experience) 
for an agent to specialize in a specific resource. But, if an 
agent does not extract a specific resource during a day, they 
lose three experience for that resource. This simulates los-
ing unused skills.

Agents decide which resource to extract by the amount 
of “utility” it provides them. Utility curves are defined as 
U(x) = Dx1∕n, where D is the utility of the first unit; x is 

the number of units owned3, and n is a control parameter to 
adjust the curvature, causing diminishing returns, as shown 
in Fig. 4. Resources are restricted to discrete units, so the 
marginal utility of the kth unit is MU(k) = U(k) − U(k − 1). 
The marginal utility of resource i eventually falls below the 
initial marginal utility of resource j, such that all resources 
are extracted.

Agents choose to extract the resource that provides 
the most utility gain per minute. If an agent has x units of 
resource r, the utility gain per minute is

where er is the effort required to extract resource r, which is 
further reduced by a factor of 3� when using devices of tier 
� for resource r.4 The agent performs this calculation for 
each resource before each time (minute) investment. Note 
that, this is the only decision heuristic for resource extrac-
tion; agents do not anticipate future gains from trade when 
making extraction decisions.

A process diagram for resource extraction is shown in 
Fig. 5.

(1)Gain per minute (GPM) =
MU
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3  As such, the utility of a particular resource may increase as an 
agent’s stock of that resource is depleted.
4  Effort is a function of experience extracting a resource, shown in 
Fig. 2, and device tier. The equation to calculate effort is

xr is the amount experience with resource r and � is the device tier, 
1–4. τ = 0 when no devices are used to extract a resource.

(1a)
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Resource Trade

Agents pair to trade resources multiple times. For this 
paper, all agents go through 12 trade rounds. The rounds 
are simple bi-lateral trades between honest agents; strategic 

bartering behavior is not explored. The agents follow the 
process diagram shown in Fig.  6. When agents are ran-
domly paired, each one ranks their resource holdings from 
most to least valuable based on their MU from the last unit 
received. Note that, agents only look back at previous MU 

Fig. 5   Resource extraction phase process diagram

Fig. 6   Resource trade phase 
process diagram
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when calculating gains from trade; they do not account for 
future resource extraction. The agent may benefit by trad-
ing low MU resources for high MU resources. If there is a 
net utility gain, defined by 

∑M
U(buying) −

∑M
U(selling), 

then an agent will agree to trade.
When agents are paired, they offer to trade their five 

least valuable resources. One agent is randomly assigned as 
the “buyer” or decision-maker (agent A). Agent A chooses 
a pair of resources to maximize its net utility gain. Agent 
B, the “seller,” calculates its net utility for the chosen pair. 
If both A and B benefit from the potential trade, a price is 
determined as the integer rounded geometric mean of the 
agents’ valuations, following Epstein and Axtell (1996).

Next, A chooses the quantity to trade that maximizes its 
net utility gain. B accepts if B still gains from the trade. If 
B does not gain from the offered quantity, B make a coun-
ter-offer using its maximizing quantity. A either accepts 
the counter-offer, or restarts the trade round with switched 
roles (A will try being the “seller”). Regardless of complet-
ing a trade, the two agents swap roles five times before the 
round of trading ends. Once all trade rounds are complete 
within the resource trading phase, agents advance to the 
device invention phase.

Devices

Devices are inventions that speed the extraction of 
resources. Initially, agents have no devices. As agents 
gain experience with resources, they become increasingly 
likely to invent a device for that resource because they 
learn how to extract it better. The first devices invented are 
simple, made from a combination of resources. As agents 
gain experience with simple devices, they begin to invent 
more complex devices by combining lower-level devices, 
each level offering more efficient resource extraction. Each 
device has a finite lifetime and wears out more quickly 
through use.

Device Invention

Once resource trading ends, agents have an opportunity to 
invent a device. Tier 1 devices are invented by combining 
four resources: two random and the two highest experience 
resources for the agent. If a tier 1 device has already been 
invented for all four resources, the agent attempts to invent 
a tier 2 device by combining four tier 1 devices. The prob-
ability of successfully inventing a device is proportional to 
the sum of experience from all underlying components, and 
is always less than one.

Fig. 7   Device invention phase process diagram
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When a device is invented, the combination of compo-
nents is considered that device’s formula or recipe. Every 
device of the same type will follow that recipe—other 
agents learn the recipe by purchasing the device from the 
inventor. This behavior allows for a certain “patent” length 
on a device type and creates a diffusion of technology 
within the society. See Fig.  7 for the process diagram of 
device invention, and Fig. 8 for an example device recipe 
tree for a tier 4 device.

Devices reduce the effort required to extract a resource 
(by a factor of 3�, where � is the device tier) but have a 
finite lifetime and wear out through use. The lifetime is 
measured in minutes used during the resource extrac-
tion phase. Devices have a lifetime of 150, 300, 600, and 
1200 min for tiers 1–4, respectively. These lifetimes corre-
spond to 1/4, 1/2, 1, and 2 days. So, higher order devices 
are both more efficient and more durable. We chose these 
values to create quick capital changeover while still ensur-
ing a device would be worth the cost of its construction. If 
device lifetimes were too long, it would take more comput-
ing resources for essentially the same result—a shift in the 
structure of an economy.

Device Trade

Agents trade devices after the invention phase, so that they 
can both invent and trade within the same day. Device trade 
is very similar to resource trade, though with a few dif-
ferences. “Buyer” agents are randomly selected, but they 
choose a “seller” from a pool of successful trade partners 

(if none exist, an agent is randomly selected). We allow this 
agent memory in order to form device trade networks. A 
trade network approach is much more successful than rely-
ing on random agent pairing because devices are initially 
scarce and require significant resource inputs. The process 
flow diagram is shown in Fig. 9.

The pair of agents goes through 12 trade rounds, just as 
in resource trading. Within a round, the “buyer” (agent A) 
calculates its potential benefit from each device the “seller” 
(agent B) can produce5. The potential benefit is measured 
in utility gained by using the device compared to not using 
it:

Here, z is the final amount of a resource after using the 
device if purchased, x is the starting amount of a resource 
(after any currently held devices are used up), and y is 
the final amount of a resource if it were extracted using 
the same amount of minutes without the device. Agent A 
then calculates the cost of producing the same device for 
itself, allowing for a “make-or-buy” decision. If agent A 
could make the device (production requires device experi-
ence, see “Device Production”), the device cost is the sum 
of component costs plus the opportunity cost of spending 
minutes to produce it rather than extract something. This 

(2)Benefit = [U(z) − U(x)] −
[

U(y) − U(x)
]

Fig. 8   Example recipe tree for 
a tier 4 device. The tier 4 device 
for resource four is highlighted, 
along with its direct dependen-
cies. While only 12 resources 
(and subsequent devices) are 
shown, the model contains 24 
resources. In this example only 
resources 1–12 are used to 
build tier 4 device four, though 
numerous combinations are pos-
sible (including dependencies 
on resources 12–24)

5  Devices are made to order. The selling agent does not need inven-
tory for the buyer to place an order, though the seller must spend min-
utes in the next day to produce the ordered device.
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extraction opportunity cost is calculated using the highest 
final GPM in the previous day.

The component costs are calculated differently for tier 
1 and for higher tier devices. Because tier 1 devices are 
directly built with resources, the cost is the sum of the 
marginal utility of all resources used to build the tier 1 
device. For higher order devices, the cost can be calculated 
two ways: through direct production or old trade data. The 
direct production cost is the summed marginal utility of 
all resources used to build all components that are used to 
build the device. However, if agent A purchased a compo-
nent in the past 5 days, it will substitute the purchase price 
for the production cost of that component if the purchase 
price is lower. For this paper, trade data older than 5 days 
are forgotten by agents.

Agent A then determines the value of the device, which 
is the minimum of potential benefit and production cost. If 
a buyer paid more than the benefit or the production cost, 
it would lose out on utility. So, this value is the maximum 
price agent A is willing to pay. Agent B also determines its 
valuation of the device, which is equal to B’s production 
cost. For a trade to occur, B’s value must be less than A’s 
value.

The price is determined in a similar way as resource 
trade, with resources being used as the currency. The 
device buyer (A) offers one unit of a resource it wants to 
trade away (its least valuable resource) and adds it to a list. 
Then the seller (B) chooses one unit of a resource it wants 
the most (B’s most valuable that A possesses) and adds it to 
a list. Each continues to add resources to their list until the 
list’s value is at least the value of the device up for trade. 
Then, they split the difference of their lists.

Agent A technically places an order for the device: agent 
B still needs to produce it. B reserves the minutes required 
to produce it in the next day. If B doesn’t already own a 
component for the device to be produced, B will attempt to 
buy it in subsequent trade rounds.

Finally, this phase ends with all agents determining if 
they will make devices for themselves. They follow simi-
lar logic as above—agents calculate a benefit and cost of 
production for every device they can produce. If the benefit 
outweighs the production cost, the agent will reserve the 
needed minutes and produce the device in the next day.

Fig. 9   Device trade process 
flow diagram
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Device Production

Within the device production phase, agents build the 
devices on order from other customers or for themselves. 
The agents start building tier 1 devices and end with tier 
4 devices so that lower tiers can be combined into higher 
tiers. For every device made, the agent subtracts the com-
ponents from its holdings and reserves minutes to build it 
in the next day.

Devices take minutes to produce, but the amount varies 
depending on the device experience. Note that, each device 
has separate experience. Each time an agent makes a tier 1 
device, the agent receives 1 experience for that device. Pro-
ducing tier 2–4 devices generates 2, 4, and 8 experience, 
respectively. The required minutes vary based on Fig. 10. 
To model technological learning-by-doing, the sigmoid-
shaped Device Effort Curve is produced using a general-
ized logistic (Gompertz) function, shown to the right of the 
curve in Fig. 9.

If an agent does not make a device during this phase, 
it will lose one experience for that device. So, agents lose 
proficiency at skills that are not actively used. If an agent 
has less than two experience for a device (newly invented 
devices, for example) but purchases it, the device experi-
ence will be set to two. This is a reverse engineering mech-
anism that gives a slight initial boost to agents that trade for 
new devices.

Resource Consumption

The final phase in each time-step is resource consumption. 
Resources are consumed to account for depreciation, decay, 
and to create biophysical requirements for the agents. 
In this paper, agents consume an average of 25% of each 
resource in their possession. Specifically, a resource unit is 
drawn from a binomial distribution with probability of con-
sumption equal to 0.25.

Devices also depreciate in this phase, regardless of uti-
lization. Every device held by an agent loses 3 min of its 
lifetime.

Results and Discussion

A main simulation choice is the number of agents and 
resources. The results in this paper are based on 24 agents 
and 24 resources. These numbers are large enough that 
both aggregated wealth and technological interdependence 
change slowly and smoothly over time, but small enough 
for simulations to run in a reasonable amount of computa-
tional time. Note that, the model is robust to variations in 
these values; more details are in the appendices.

This model assumes that natural resources are unlim-
ited to see how social and economic structures form with-
out constraints. We can also inject a supply shock by sud-
denly removing a resource to study how SOCIETIES react. 
As a reminder, agents do not account for a potential sup-
ply shock or depletion of a resource during their economic 
activity.

Technological Innovation with Unlimited Resources

For the initial model runs, resources are unlimited in order 
to focus on technological innovation. We focus on five 
parameter variations—limiting the maximum device tier to 
1, 2, 3, or 4, and completely disabling devices. Figure 11 
shows the mean agent utility for these runs. Because this is 
a stochastic model, each parameter set is run 30 times.6

Here, the dark-colored lines show the average output for 
a max device tier, while the light-colored lines show the 
quartiles for tiers 2, 3, and 4. Note that, for tier 1 and no 
devices, the quartiles are omitted because the lines almost 
perfectly overlap the mean.

The society starts with no devices and over time increase 
utility through resource extraction aided by gaining experi-
ence and the efficiency gains from using devices. For the 
tier 1 limit, the agents discover and build devices up to 
time-step (day) 300. By day 300, they have discovered a 
device for every resource and reach the upper limit of tech-
nological development—there can be no more productivity 
gains which results in a per capita steady state. The same 
pattern holds for every additional device tier, although it 
takes slightly longer to reach saturation because agents can 
invent more complex devices.
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Fig. 10   Device effort curve

6  We determined that 30 runs was an appropriate number through 
analysis provided in the “Appendix”.
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Fig. 11   Model output with unlimited resources

Fig. 12   Model output, collapse scenario
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Modeling Resource Supply Constraint

In the next scenario, one resource is deleted from the envi-
ronment at time-step 600. Agents can no longer extract the 
deleted resource.7 The average agent quickly loses a por-
tion of its utility (see Fig. 12) as devices wear out and new 

ones cannot be built using the old recipes. Agents work 
around the missing resource by reinventing devices, but the 
rate of utility growth is slower. They again reach a pseudo 
steady state (roughly time-step 1000 for tier 3 and 4), but 
the level is slightly lower than before because there is one 
less resource to draw utility from. Note that, lower tier runs 
face very little collapse while the higher tier runs face sig-
nificant collapses. Exact numbers are provided in Table 1.

We quantify the collapse severity by comparing the 
lowest utility reached during collapse to the pre-collapse 
steady-state values. The basic tier 1 society experiences 
a small collapse of 9.7% and has a quick recovery time. 
As device tiers increase, the collapse severity increases 

Table 1   Collapse 
characteristics

Device level Utility before 
collapse 
(units)

Utility after 
collapse 
(units)

Utility during 
collapse (units)

Collapse 
severity 
(%)

Time to initial 
steady state 
(days)

Recov-
ery time 
(days)

Tier 1 88,000 85,000 79,500 9.7 300 100
Tier 2 130,000 125,000 110,000 15.4 400 200
Tier 3 190,000 185,000 142,000 25.3 500 600
Tier 4 209,000 210,000 143,000 31.9 500 800

Fig. 13   The effect of resource 
extraction on mean utility 
generation, with a resource 
removed at time-step 600 and 
Tier 4 devices available. The 
color shift occurs at time-step 
600 and the green becomes 
more saturated towards the end 
of the simulation

7  We modeled two variations of deleting a resource: deletion from 
only the environment, or global deletion including all agents’ inven-
tories of the resource. Both variations produce functionally identical 
results. This is because it only takes a few days to deplete resource 
reserves by building devices or through the resource consumption 
stage.
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to 31.9% for tier 4. Both tier 3 and 4 societies experience 
recovery times longer than the initial time it took to build 
the economy. Tier 4 society initially took 500 time-steps 
to invent every device, but takes roughly 800 time-steps 
to reinvent all devices and reach a steady state after the 
resource supply shock.

In every collapse scenario involving devices, the col-
lapse severity was larger than the individual cost-share 
of the lost resource. On average, a resource’s cost-share 
is roughly 4.2% (each of the 24 resources are, on aver-
age, extracted evenly due to homogenous utility curves). 
Therefore, every resource within the SOCIETIES model 
has a greater impact within the economy than its cost-share 
would suggest.

Comparing Mean Utility to Resources Gathered

We can compare the agent utility to the number of 
resources gathered per time-step, seen in Fig.  13. These 
values differ because of the diminishing marginal utility of 
resource extraction. Agents must extract more and more of 
a resource to maintain the same rate of utility generation 
because they gain less utility for each additional resource 
unit.

Figure  13 shows the diminishing marginal utility 
through a decreasing slope. Note that, the line is colored 
green after a resource is removed at time-step 600. Right 
after time-step 600, agents can no longer produce devices 
with the removed resource. They also have not yet rein-
vented devices that were reliant on the removed resource. 
As a consequence, agents spend many more minutes each 
day extracting resources rather than building devices. This 
corresponds to an increased number of units gathered until 
the old devices begin to wear out (time-step 602). As their 
old devices wear out, the amount of units gathered each 
day significantly drops. The agents’ mean utility does 
not change, however, until they start inventing and build-
ing new devices (corresponding to a drop in mean utility). 
They spend a few days building inventory, and then begin 
to proceed as normal at roughly time-step 630. The new 
path follows the same initial trajectory, which indicates a 
similar technological development pathway to the original 
economic development.

Sensitivity Analysis

A major parameter is the number of different resources 
required to construct a tier 1 device. Because tier 1 devices 
are sub-components of all higher tier devices, varying 
the required number of resources has compound effects 
throughout all types of capital formation.

The default setting is four components per device. We 
ran the model with variations of 2, 4, 6, and 8 components 

per device. We also placed limits on the highest device tier 
for a given parameter set, similar to the main analysis. Each 
set of parameters ran 30 times, resulting in Fig. 15.

As the number of device components increases, the 
agents require a larger supply chain and resource base to 
construct devices. Increasing the tier limit affects the com-
plexity of devices. These parameters essentially control the 
level of resource-interdependence embedded within tech-
nology. Here, we define interdependence as the average 
number of resources required to extract one more unit of a 
resource. As this interdependence increases, there is a ten-
dency to experience more resource criticality and collapse. 
Figure  14 shows the observed collapse severity for each 
parameter set. Here, collapse severity is calculated by com-
paring the mean utility before a collapse and at the mini-
mum of the collapse, as shown in Table 1.

Within Fig. 14, data points gain edges as the number of 
device components increases. In general, there is a positive 
correlation between interdependence and collapse sever-
ity. Note that, the square series is the primary parameter 
set within this paper and follows a highly correlated trend. 

Fig. 14   Economic collapse severity as a function of interdependence. 
The trend line is calculated using all data points

Table 2   Technical collapse severity sensitivity analysis. Darker-
colored cells indicate more severe collapse. Note that 2 device com-
ponents is a lower limit of the model. (Color figure online)
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Other parameter sets tend to have underlying behavior that 
deviates from this trend. For example, the tier 2–4 star 
points all have roughly the same level of interdependence.

To help understand these behaviors, we look at the col-
lapse through a different lens. Table  2 lists the collapse 
severity in terms of lost interdependence—the number of 
resources used to extract a resource. We term this a tech-
nical collapse because it is an indicator of agents shifting 
towards lower-tier devices rather than an indicator of drop-
ping utility. By directly viewing the technical collapse, it 
is easier to decipher how agents interact with technol-
ogy (though at the expense of understanding economic 
impacts).

Regardless of device components, Tier 1 societies expe-
rience similar technical collapse severities because their 
supply chains are all shallow with basic devices. There is 
not enough interdependence to drastically affect the econ-
omy. The collapse severity increases with device complex-
ity, though eight device components plateaus at roughly 
70%. Because so many components are required for each 
subsequent tier, it is uneconomical to construct tier 3 and 
4 devices with 8 components each—limiting the complex-
ity. The agents simply stop building devices beyond tier 2, 

which is why tier 2–4 star points have similar interdepend-
ence levels in Fig.  14. Nevertheless, more resource-inter-
dependent agents tend to face larger collapses along with 
greater economic development.

To gain insight into economic development pathways, 
we return to comparing mean utility and resources gathered 
for all parameter sets (Fig. 15).

When limited to tier 1 or 2 devices, economic develop-
ment is roughly the same regardless of the number of com-
ponents per device. Development begins to vary by intro-
ducing tier 3 and tier 4 devices. The tier 4, 2 components 
case is abnormal behavior considered outside the limits of 
the model. As the number of components increases, the 
available minutes for resource extraction decreases because 
more lower-tier devices and more resources are needed to 
produce a device. The tier 4, four components case is the 
default for our analysis because it reached the highest lev-
els of mean utility and units gathered. This allows for bet-
ter study of a resource depletion due to more pronounced 
negative effects.

Fig. 15   Model parameter 
sweeps. The vertical axis rep-
resents number of sub-compo-
nents per device. The horizontal 
axis represents the highest 
device tier available. The color 
shifts to red after a resource 
is depleted at time-step 600. 
(Color figure online)
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Conclusion

This paper presents an economic modeling framework 
that demonstrates ways that advanced economies can be 
susceptible to severe collapse and lengthy recovery sce-
narios, even in the presence of extraordinarily high levels 
of economic output. The industrial revolution produced 
great leaps in material well-being in large part through har-
nessing the power of fossil fuels and incorporating natural 
resources with highly specific properties into manufactur-
ing processes. This extraordinary material wealth, how-
ever, has come with a hidden cost. The same technology 
and resource-dependence that produces high levels of out-
put can also create latent vulnerabilities within the system 
(Graedel et al. 2015a, b; Chen and Graedel 2015). A seem-
ingly small disruption in the complex network of resource 
and technological interdependencies can lead to an unex-
pected cascading collapse in productivity and severe drop 
in societal well-being. When hidden system vulnerabilities 
exist, historical patterns of smooth, exponential growth in 
economic output are not necessarily the best predictors of 
the future. Production may suffer a sudden collapse and 
lengthy recovery period unlike anything experienced before 
(Stern 1997).

As levels of resource criticality and technological inter-
dependence have increased in recent decades, traditional 
macroeconomic models have begun to show signs of wear. 
Policy-makers and others have called for fresh think-
ing (Colander and Kupers 2014; Simpson 2013; Vriend 
2002). Interest in and development of alternative macro-
economic models has increased. Several new approaches 
are currently being explored that examine different facets 
of the macroeconomy. One category of these new models 
explores how an economy might behave as a complex adap-
tive system. The economy is created “from the bottom up” 
as a network of interdependent economic agents (Colander 
and Kupers 2014; Epstein and Axtell 1996; Arthur 2015). 
Another category of approaches examines the dependence 
of the built economy on natural resources. These often 
extend traditional Solow growth-type models to include 
natural resources or energy in the pursuit of demonstrating 
biophysical constraints (Brock and Taylor 2010; Arbex and 
Perobelli 2010).

The approach taken in this paper models both of these 
important facets of the macroeconomy: technological 
growth as a complex adaptive system and binding biophysi-
cal constraints on macroeconomic growth. In SOCIETIES, 
heterogeneous economic agents interact with the natural 
environment and with each other to form trading networks, 
innovate, and build increasingly advanced technological 
devices. Levels of output from this simulated economy 

grow exponentially,8 producing trajectories of macroeco-
nomic outcomes similar to those generated by traditional 
economic models and observed in historical time series. 
However, the underlying framework of SOCIETIES also 
allows an economy to suffer collapse and recovery sce-
narios when it encounters a binding biophysical constraint. 
This alternative framework demonstrates that potentially 
devastating macroeconomic outcomes are indeed possible 
when the simplifying assumptions used in traditional mac-
roeconomic models are removed. These potential vulner-
abilities are not taken seriously as real possibilities because 
the assumptions that undergird traditional economic mod-
els do not allow for them.

Collapse and recovery scenarios are explicitly ruled out 
in Solow growth models and other traditional modeling 
frameworks. These models assume and require that mac-
roeconomic outcomes follow a smooth trajectory, modeled 
best by a twice differentiable function (Solow 2007). The 
seemingly innocuous assumption of smooth growth results 
from four underlying assumptions detailed in “Where are 
Resources in Macro-Economic Growth Models?” Assump-
tion 1 is that substitutes for resources and technology 
exist—or will exist in a short enough time frame that tran-
sitions occur smoothly. This explicitly rules out resource 
criticality.

 Assumption 2 is that cost-shares drive derivatives. That 
is, models use cost-shares of inputs to production to deter-
mine their relative impact on production, if their input lev-
els were to change. The cost-shares of energy and natural 
resource inputs are relatively small compared to labor and 
capital cost-shares, which have remained virtually con-
stant at 70 and 30% over time. Thus, modelers expect that 
production output levels will not be impacted by a natural 
resource supply shock. Graedel and others argue against 
this expectation—resource criticality and technological 
interdependence has likely de-coupled the importance of an 
input from its cost-share (Graedel et al. 2015a, b; Chen and 
Graedel 2015). A supply shock to a natural resource can 
have a disproportionate, cascading effect on production, 
despite its relatively small cost-share.

 Assumption 3 is that economic agents act with perfect 
information and foresight. That is, agents are aware of 
potential supply shocks, understand the potential impact 
on production of a supply shock, and take all of this into 
account in pricing and technological decisions. Thus, it is 
assumed that the price of a critical, potentially constrained 
resource results from a perfectly competitive market and 
that the price will rise proportionately and just in time to 

8  That is, until the model reaches its upper limit of productiv-
ity improvements (see “Technological Innovation with Unlimited 
Resources”).
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signal development of a substitute before resource critical-
ity would impact output. However, this assumption can be 
unrealistic because the behavior of a complex, interdepend-
ent economy may not be as predictable as traditional mod-
els suggest. Information needed to allocate resources effi-
ciently or plan for capital investment may be unavailable or 
incorrect.

Lastly, Assumption 4 is that the economy consists of rep-
resentative agents rather than interactions of a multitude of 
heterogeneous agents. Deep interdependencies that result 
from specialization accompanied by path-dependent trade 
networks cannot be captured in even the most advanced 
dynamic stochastic general equilibrium (representative 
agent) model (Del Negro 2013). The rich tapestry of eco-
nomic behavior that leverages specialization and trade for 
economic growth is celebrated in the economics discipline 
and is assumed to be occurring in traditional economic 
models. But, this celebrated trade and innovation must 
occur in the background. It remains off-stage in traditional 
economic models for tractability. Trading relationships 
modeled in such simplified terms cannot capture increasing 
vulnerabilities to supply shocks.

The strength of the SOCIETIES agent-based model 
presented here is that it does not require any of these 
four problematic assumptions. First, it does not need to 
assume homogeneity in order to use representative agents 
(Assumption 4). Agent-based models can explicitly model 
the dynamic, interdependent networks that emerge as a 
result of specialization, trade, and technological innova-
tion decisions of multitudes of heterogeneous agents. This 
allows for path-dependent, non-linear trajectories of macro-
economic outcomes that might occur in collapse and recov-
ery scenarios.

Second, SOCIETIES does not have to assume per-
fect knowledge and foresight (Assumption 3). As agents 
interact, trajectories of macroeconomic outcomes emerge 
endogenously rather than as a result of predictable calcu-
lations. This allows supply shocks to be unexpected and 
for production to be hampered by over-investment in now 
defunct capital infrastructure that took place in previous 
time-steps.

Third, agent-based models in general can allow rela-
tionships between inputs and macroeconomic outcomes 
to emerge endogenously rather than resulting from a pre-
defined functional form and estimated parameters. SOCI-
ETIES’ framework takes advantage of this and explicitly 
models how trade and technology drives derivatives rather 
than cost-shares (Assumption 2). SOCIETIES models the 
dynamic relationship between output and all inputs, includ-
ing capital, labor, technology, and natural resources. Thus, 
the effect on output of a shock to the supply of one seem-
ingly insignificant resource can be traced out over several 
simulated time-steps by the model.

Lastly, the design of SOCIETES allows for the possibil-
ity that substitutes for resources or technological devices 
may not be available in a short enough time frame to pre-
vent collapse in the face of a supply shock (Assumption 
1). This framework is designed to explicitly allow some 
resources and technology to have disproportionate impacts 
on production and demonstrate the potential for collapse 
and recovery scenarios in advanced economies.

The collapse and recovery scenarios examined in this 
paper demonstrate two important results for understanding 
the behavior of advanced economies.

First, resource criticality and economic collapse can 
occur even with generic, homogenous natural resources.9 
In the simulated economies with high levels of technologi-
cal interdependence, removing any resource led to a large 
decline in economic output. Our model’s largest collapse 
severity was 31.9% despite an average resource cost-share 
of just 4.2% (“Modeling Resource Supply Constraint”). 
Similarly, Cuba faced a GDP reduction of 35% after los-
ing its oil imports, despite spending a relatively small 
amount on oil.10 Therefore, this paper reinforces the bio-
physical perspective that natural resources have a dispro-
portionate impact on macroeconomic outcomes, not tied to 
their cost-share. Cuba’s economy faced huge productivity 
losses because they lost portions of their energy supply, 
a requirement for most economic activity. Just as in our 
model, Cuba’s GDP eventually started to recover as they 
implemented new policies and altered the structure of their 
economy. Agents in SOCIETIES needed to restructure their 
economy and redesign technology away from the removed 
resource. Qualitatively, the Cuba collapse and recovery in 
Fig.  1 is similar to our model’s collapse and recovery in 
Fig. 12.

Second, the intensity of a potential economic collapse 
may be unexpected. As technological advancement leads to 
exponentially higher levels of observed economic output, 
it is also creating increasing levels of unobserved vulner-
ability. This idea parallels Graedel’s comments on material 
use. As products become more optimized for their given 
task, each material “is carefully chosen to enable exquisite 

9  Every resource has the same initial properties, though they cannot 
be directly substituted in device recipes.
10  Ideally, we could compare the total Cuban oil spending to our 
model’s resource cost-share. However, there is poor or missing data 
availability for Cuban imports. Additionally, the USSR heavily subsi-
dized Cuba which skew import and export prices (Purcell 1991). We 
know that Cuba imported roughly 10–12 million tonnes of oil equiva-
lent (mtoe) in 1989, the start of their collapse (Purcell 1991). Cuba’s 
GDP was 27 billion USD (nominal), and both the WTI and Brent spot 
price of oil was roughly $18 per barrel (nominal). Assuming Cuba 
paid this spot price for its imports (a cost of 1.3  billion USD) and 
all energy imports were oil, their cost-share of oil would have been 
roughly 5%.
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performance, precise physical and chemical properties 
essentially become requirements,” leading to a varied mix 
of resources used to create a final product (Graedel et  al. 
2015). Intel, for example, increased the number of elements 
within computer chips from 12 in the 1980s to roughly 60 
by 2000 (21). As technological interdependence continues 
to increase, traditional models of macroeconomic behavior 
will increasingly miss the mark. Agent-based models and 
other approaches to understanding the behavior of a com-
plex economy should continue to be validated against the 
empirical record.

Model Assumptions and Limitations

A drawback to agent-based models is that they require sev-
eral assumptions, often of a different nature than traditional 
assumptions used in mainstream economic models. This 
section identifies several assumptions related to each of the 
elements of the model (agents, resources, trade, and tech-
nology) and discusses the impact of these assumptions on 
the results.

Two key economic assumptions undergird the model 
and create the conditions for collapse and recovery: (1) 
learning-by-doing (diminishing effort curves); and (2) 
diminishing marginal utility. Together, these two assump-
tions lead to specialization and trade, and increasing levels 
of technological interdependence. These assumptions are 
rarely disputed in the vast majority of economics literature, 
although a variety of functional forms to model them could 
be used. The general functional forms chosen for this paper 
are common to the mainstream literature. The simulation 
results are robust to a wide range of specific parameter 
values used in them. However, full parameter sweeps and 
exploration of other functional forms is planned for future 
work.

While traditional macroeconomic models may err on the 
side of assuming too much factor substitutability, this paper 
errs in the opposite direction. This model assumes that 
resources have no direct substitutes. Resource substitution 
abounds in reality, although there is debate on the degree of 
substitutability. Jewelry, for example, can be crafted out of 
many different metals that all use similar refining and man-
ufacturing processes. However, cars cannot run on coal—
a type of energy resource—without a significant redesign. 
SOCIETIES treats all devices more like the car than the 
jewelry; redesigns are always needed in the model. Thus, 
this model assumption biases the results toward greater col-
lapse and recovery scenarios than would occur in reality.

SOCIETIES also assumes that there is no technological 
redundancy. But, redundancy is quite common for many 
technologies. Several alternative ways to produce electric-
ity currently exist side-by-side in the economy. Within the 
model, only one device exists for each resource at each 

technology tier. That is, a device in SOCIETIES more 
closely represents an entire class of real devices (of the 
same complexity level) which all provide the same func-
tion, such as producing electricity. At this level of abstrac-
tion, the assumption is that everything within a class of 
devices is built from the same materials or components—
all electronics rely on silicon, for example. Adding techno-
logical redundancy and factor substitutability to the model 
might reduce or even eliminate collapse and recovery sce-
narios. We intend to explore this in future work.

The assumption that the resource supply shock is exoge-
nous, instantaneous, and unforeseen, also biases the results 
toward greater collapse and recovery scenarios. In real-
world economies, agents might take preventative measures 
to reduce or prevent collapse. However, the bias toward 
more severe collapse and recovery scenarios is offset by 
assumption of infinite resources for all but the constrained 
resource.

The assumptions regarding agent behavior also bias the 
results against severe collapse and recovery because they 
intentionally stack the deck against the formation of spe-
cialization, trade, and technological interdependence. For 
example, agents are endowed with equal access to resources 
and have the same level of bargaining skills and power.

Much of the ABM literature has focused on examining 
the macroeconomic effects that emerge from the interaction 
of agents that exhibit these more realistic micro-behaviors. 
The evidence suggests that incorporating these assumptions 
diminishes the resilience of the economy and increases vul-
nerability (Tesfatsion and Judd 2006; Epstein and Axtell 
1996; Hamill and Gilbert 2016). Thus, the fact that the 
model on balance is biased against producing collapse and 
recovery scenarios means that the simulation results in this 
paper are likely to understate the potential collapse and 
recovery scenarios in the real economy.

Future Work

The purpose of this paper was to demonstrate the capacity 
of an agent-based model to shed light on the relationship 
between resource criticality and technological interdepend-
ence. Despite each of the limitations outlined in the previ-
ous section, we believe that SOCIETIES is on a promising 
path to model biophysical economics problems. Agent-
based models provide a significant number of advantages 
over traditional economic approaches, and a good deal of 
future biophysical economics research lies in areas that 
traditional economic approaches cannot adequately cap-
ture. Agent-based computational economics in general, 
and SOCIETIES in particular, is more readily able to cap-
ture the complexity of our economic systems leading to 
insights regarding system behavior that has previously been 
inaccessible.
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In addition to the future work testing the current mod-
el’s limits outlined in the previous section, extensions to 
the model are planned. First, by creating specific resource 
types, SOCIETIES can examine how constrained supplies 
of energy, water, or materials, for example, might have 
different impacts on economic output. We can also create 
types of environmental pollution, stemming from the use 
of certain resources, which negatively impact the economy. 
Second, by introducing limited resources and providing 
agents some knowledge about resource stocks, SOCIETIES 
can examine various policy strategies for preventing or 
attenuating collapse due to resource depletion.

Finally, future plans also include using real-world data 
to validate the model. The current paper is purely a theoret-
ical exercise, although it is encouraging that the simulated 
time series appear consistent with empirical time-series.

By incorporating these model extensions, we hope 
to build an empirically grounded agent-based model of 
society’s economic and technical development that will 
help inform energy, economic, and environmental policy 
decisions.
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Appendix

Optimal Number of Model Runs

Because SOCIETIES is a stochastic model, it is important 
to determine how many model runs provide an accurate 
representation of the probability space. There is a tradeoff 
between this accuracy and required computing time. SOCI-
ETIES requires a nontrivial amount of computing time, so 
determining the optimal number of runs was a worthwhile 
exercise.

We followed Lee et al.’s approach towards determining 
the optimal number of runs for the main analysis of SOCI-
ETIES (Lee et al. 2015). Because the tier 4, 4 components 
case saw the most variation (see “Results and Discussion”), 
we ran that case 100 times. The steady-state utility values 
(see Table 1) were determined for each run in order to cre-
ate a population for a bootstrap analysis. Sets of 5, 10, 15, 
etc., were sampled 100 times each. A coefficient of varia-
tion was generated for each set, and the distribution of all 
100 coefficient of variations is shown in Fig. 16.

The variation between sets decreases as the set size 
increases. However, increasing the set size has a diminish-
ing payoff. Past a set of 30 runs, there is little reduction in 
sample variation. Therefore, the default number of runs 
was chosen to be 30 in order to balance capturing model 
stochasticity and required computational resources.

Fig. 16   Determining the 
optimal number of model runs 
through bootstrapping. The ver-
tical  axis shows percentages. 
Note that the horizontal  axis is 
not a continuous number line

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
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Number of Agent and Resource Variations

Two key parameter choices for SOCIETIES are the number 
of agents and number of resources. The number of agents 
should fulfill these objectives:

1.	 There ought to be enough agents to produce relatively 
smooth model outputs. Too few agents lead to large 
day-to-day variations in outputs such as mean agent 
utility or units gathered. If all agents decide to build 
devices for their entire day, the “units gathered,” and 
other indicators, would go to zero. Increasing the num-
ber of agents reduces the probability of this happening.

2.	 Too many agents would take too much computing time, 
a relatively small number is computationally efficient.

3.	 An even number means that pairing up to trade would 
work nicely.

Numbers within the range of roughly 10–50 would work 
well; we chose 24 for the main analysis. While it is some-
what arbitrary, 24 is easily divisible—it is easy to do diag-
nostic runs with 1/2, 1/3, 1/4, or 1/6 the number of agents.

Regarding resources, there ought to be enough for dis-
tinct recipes of high-tier devices. Looking at Fig.  8 (the 
example recipe tree), if there are too few resources, reci-
pes for devices might begin to significantly overlap. While 
less than 24 resources would still work, 24 provides a good 
amount of recipe variability. Additionally, high-tier devices 
should be dependent on nearly all resources in order to 
appropriately model the interdependencies of advanced 

technology; too many resources would undermine this 
desired effect.

We varied the number of agents and resources to deter-
mine how influential the choices were on model results; 
this is shown in Fig. 17.

The results are similar across parameter sets, although 
the collapse tends to be slightly less severe with a large 
number of resources. In these scenarios, agents have too 
many resource options to extract or use in devices. They 
do not specialize as quickly, reach a higher utility (due to 
more high-utility resource options), and face a smaller col-
lapse because the importance of the removed resource is 
diluted—a tier 4 device might not be dependent on every 
resource. So, despite increased computational time, adding 
more resources does not provide more information about 
tracing interdependencies throughout the economy.

Similarly, adding more agents than resources results in 
unnecessary redundancies. In these cases, each resource 
may have many agents specializing in its extraction. Agents 
begin to lose their heterogeneity, and modeling two nearly 
identical agents adds computational time without adding 
information relevant to the study of technological intercon-
nectedness. Therefore, we chose to model 24 agents and 
24 resources, giving each agent an opportunity to uniquely 
specialize in a resource.

Fig. 17   Mean Utility for col-
lapse scenarios as a function of 
number of agents and resources. 
The black line represents the 
average of 30 runs while the 
gray lines represent quartiles. 
These runs have the maximum 
device tier set to four and com-
ponents per device set to 6
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