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The infinite Atlas model describes a countable system of competing
Brownian particles where the lowest particle gets a unit upward drift and
the rest evolve as standard Brownian motions. The stochastic process of gaps
between the particles in the infinite Atlas model does not have a unique sta-
tionary distribution and in fact for every a ≥ 0, πa := ⊗∞

i=1 Exp(2 + ia) is
a stationary measure for the gap process. We say that an initial distribution
of gaps is in the weak domain of attraction of the stationary measure πa if
the time averaged laws of the stochastic process of the gaps, when initial-
ized using that distribution, converge to πa weakly in the large time limit.
We provide general sufficient conditions on the initial gap distribution of the
Atlas particles for it to lie in the weak domain of attraction of πa for each
a ≥ 0. The cases a = 0 and a > 0 are qualitatively different as is seen from
the analysis and the sufficient conditions that we provide. Proofs are based
on the analysis of synchronous couplings, namely, couplings of the ranked
particle systems started from different initial configurations, but driven using
the same set of Brownian motions.

1. Introduction. Rank-based diffusions comprise systems of Brownian particles where
the drift and diffusivity of each particle depends on its relative rank in the system. Such
diffusions are given by a system of stochastic differential equations (SDE) for m ∈ N0 ∪{∞},
of the following form:

dYi(s) =
m∑

j=0

aj1
(
Yi(s) = Y(j)(s)

)
ds +

m∑
j=0

bj1
(
Yi(s) = Y(j)(s)

)
dWi(s),(1.1)

for s ≥ 0, i ∈ {0, . . . ,m}. Here, aj and bj , respectively, denote the drift and diffusion coef-
ficients of the rank j particle, {Wi(·) : i ∈ {0, . . . ,m}} are independent standard Brownian
motions, Y(0) = {Yi(0)}mi=0 is a R

m-valued random variable independent of the above Brow-
nian motions, and {Y(i)(·) : i ∈ {0, . . . ,m}} are the associated ranked (ordered) processes de-
fined in an appropriate way. Rank-based diffusions have gained significant attention in recent
years as models in Stochastic Portfolio Theory [11, 12], scaling limits of interacting particle
systems like the simple exclusion process [20], and their connection with nonlinear diffusion
processes [9, 19]. Rank-based diffusions also have close connections with Aldous’ “Up the
river” stochastic control problem [1], which was recently solved in [29].

The finite-dimensional setting m < ∞ is reasonably well-understood as in that case the
system of gaps between the ranked particles can be described by a finite-dimensional reflected
Brownian motion (RBM). One can then apply the general theory of RBM [14, 15, 32] to
study the process in a pathwise sense. In particular, it is known that the system in (1.1) has
a unique weak solution [4]. Moreover, the solution exists in a strong sense and is pathwise
unique until the first time of a triple collision (three particles at the same location) [17], and
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general criteria are known for the almost sure absence of triple collisions [16, 18, 26]. In
particular, for the finite Atlas model, that is, the case where aj = 1(j = 0), bj ≡ 1 for j =
0,1, . . . ,m, these criteria give unique strong solutions for (1.1). Further, under very general
stability and nondegeneracy conditions on the drift and diffusion coefficients {aj }, {bj }, the
RBM describing gaps between the ranked particles has a unique stationary measure [14].
Geometric ergodicity results can be found in [6] and rates of convergence to stationarity,
depending explicitly on {aj }, {bj } have recently been obtained [2, 3].

Much less is known for the case m = ∞. Owing to the nonstandard structure of the
drift and diffusion coefficients, the infinite-dimensional rank-based diffusions are technically
much more challenging to analyze and even some basic questions like uniqueness in law of
the reflected process describing gaps between the ranked particles remain open in full gener-
ality. Moreover, unlike its finite-dimensional analogue, the gap process for infinite rank-based
diffusions can have multiple stationary measures (like the model considered below) and the
domains of attraction of these stationary measures are far from being well-understood. See
[7, 8, 10, 27] and references therein for comprehensive surveys of the known results in the
m = ∞ case.

In this article, we study the long time behavior of the infinite Atlas model which, like its
finite-dimensional analogue, is a rank-based diffusion where, at any point of time, the lowest
particle has a unit upward drift and the remaining particles perform independent standard
Brownian motions. This is a special case of the R

∞-valued process {Yi(·) : i ∈ N0} defined
in (1.1) with m = ∞ and aj = 1(j = 0), bj ≡ 1 for j ∈ N0. Hence, {Yi(·) : i ∈ N0} satisfies
the following system of SDE:

dYi(s) = 1
(
Yi(s) = Y(0)(s)

)
ds + dWi(s), s ≥ 0, i ∈N0.(1.2)

It was shown in [27], Theorem 3.2, that, if the starting points of the infinite Atlas model
almost surely satisfy

∞∑
i=0

e−αYi(0)2
< ∞ for all α > 0,(1.3)

then the system (1.2) has a weak solution that is unique in law. If (1.3) is satisfied, it can be
shown that, almost surely, the system is locally finite in the sense that for any T > 0, u > 0,
there exist only finitely many i ∈ N0 such that mins∈[0,T ] Yi(s) ≤ u [27], Lemma 3.4. Thus,
almost surely, the ranking (Y0(t), Y1(t), . . . ) �→ (Y(0)(t), Y(1)(t), . . . ) is well defined for all
t ≥ 0 by prescribing the following convention for ties: if there exist t ≥ 0 and i < j such that
Yi(t) = Yj (t), we assign a lower rank to Yi and higher rank to Yj at time t . We will assume
throughout this article that 0 ≤ Y0(0) ≤ Y1(0) ≤ Y2(0) ≤ . . . .

By [27], Lemma 3.5, the processes defined by

B∗
i (t) :=

∞∑
j=0

∫ t

0
1
(
Yj (s) = Y(i)(s)

)
dWj(s), i ∈ N0, t ≥ 0,(1.4)

are independent standard Brownian motions which can be used to write down the following
stochastic differential equation for {Y(i)(·) : i ∈ N0}:

dY(i)(t) = 1(i = 0) dt + dB∗
i (t) − 1

2
dL∗

i+1(t) + 1

2
dL∗

i (t), t ≥ 0, i ∈ N0.(1.5)

Here, L∗
0(·) ≡ 0 and for i ∈N, L∗

i (·) denotes the local time of collision between the (i − 1)th
and ith particles, that is, the unique nondecreasing continuous process satisfying L∗

i (0) = 0
and L∗

i (t) = ∫ t
0 1(Y(i−1)(s) = Y(i)(s)) dL∗

i (s) for all t ≥ 0. The gap process in the infinite
Atlas model is the R

∞+ -valued process Z(·) = (Z1(·),Z2(·), . . . ) defined by

Zi(·) := Y(i)(·) − Y(i−1)(·), i ∈ N.(1.6)
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We will be primarily interested in the long time behavior of the gap process. Thus, without
loss of generality, we will assume Y(0)(0) = 0. Denote by S0 the class of probability measures
on R

∞+ such that the corresponding R
∞+ -valued random variable Y(0) = (Yi(0))i∈N0 satisfies

(1.3) and

0 = Y0(0) ≤ Y1(0) ≤ · · · a.s.

Given a measure γ ∈ S0, from weak existence and uniqueness, we can construct a filtered
probability space (�,F,P, {Ft}t≥0) on which are given mutually independent Ft -Brownian
motions {Wi(·), i ∈ N0} and Ft adapted continuous processes {Yi(t), t ≥ 0, i ∈ N0} such that
Yi solve (1.2) with P ◦Y(0)−1 = γ . On this space the processes Y(i) and Zi are well defined
and the distribution P ◦ Z(·)−1 is uniquely determined from γ . Furthermore, Z is a Markov
process with values in (a subset of) R∞+ . Let

S = {
P ◦Z(0)−1 : P ◦Y(0)−1 ∈ S0

}
.

Note that μ ∈ S if for some R
∞+ -valued random variable Y(0) with probability law in S0, the

vector (Y1(0) − Y0(0), Y2(0) − Y1(0), . . . ) has probability law μ.
It was shown in [25] that the distribution π := ⊗∞

i=1 Exp(2) (which is clearly an element
of S) is a stationary distribution of the gap process Z(·). It was also conjectured there that
this is the unique stationary distribution of the gap process. Surprisingly, this was shown to
be not true in [28] who gave an uncountable collection of stationary distributions in S for the
gaps in the infinite Atlas model defined as

πa :=
∞⊗
i=1

Exp(2 + ia), a ≥ 0.(1.7)

The ‘maximal’ stationary distribution π0 (in the sense of stochastic domination) is somewhat
special in this collection as described below. For this reason, in what follows, we will continue
using the notation π for the measure π0.

For a ν ∈ S , we will denote by ν̂t the probability law of Z(t), when P ◦Z(0)−1 = ν. Obvi-
ously, when ν = πa , ν̂t = πa for all t ≥ 0. In general, one expects that under suitable condi-
tions on ν ∈ S , ν̂t converges (say in the weak convergence topology on the space P(R∞+ ) of
probability measures on R

∞+ ) to one of the stationary measures πa , a ≥ 0. When that happens
(i.e., ν̂t → πa weakly as t → ∞ for some a ≥ 0), we say that ν is in the Domain of Attraction
(DoA) of πa . Characterizing the domain of attraction of the above collection of stationary
measures has been a longstanding open problem. It was shown in [27], Theorem 4.7, using
comparison techniques with finite-dimensional Atlas models that if the law ν of the initial
gaps Z(0) stochastically dominates π = π0 (in a coordinatewise sense), then ν is in DoA of
π , that is, the law of Z(t) converges weakly to π as t → ∞ (see also Lemma 6.1). Recently,
[8] established a significantly larger domain of attraction for π using relative entropy and
Dirichlet form techniques. They showed that a ν ∈ S is in DoA of π if the random vector
Z(0) with distribution ν almost surely satisfies the following conditions for some β ∈ [1,2)

and eventually nondecreasing sequence {θ(m) : m ≥ 1} with infm{θ(m − 1)/θ(m)} > 0:

lim sup
m→∞

1

mβθ(m)

m∑
j=1

Zj(0) < ∞,(1.8)

lim sup
m→∞

1

mβθ(m)

m∑
j=1

(
logZj(0)

)
− < ∞,(1.9)

lim inf
m→∞

1

mβ2/(1+β)θ(m)

m∑
j=1

Zj(0) = ∞,(1.10)
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with the additional requirement that θ(m) ≥ logm,m ≥ 1, if β = 1. This is a big leap in our
understanding of the domain of attraction properties of the infinite Atlas model. However,
the conditions (1.8)–(1.10) involve upper and lower bounding the growth rate of the starting
points Ym(0) = ∑m

j=1 Zj(0) with respect to m in terms of a common parameter β ∈ [1,2),
which partially restricts its applicability. In particular, they do not cover all initial gap distri-
butions that stochastically dominate π (e.g., Zj(0) ∼ ej2

), which were shown to be in DoA
of π in [27]. Moreover, (1.9) is not satisfied if even one of the gaps is zero, which intuitively
should not drastically influence ergodic properties of the model. This condition arises from
the relative entropy methods used in [8] (see, e.g., the estimate (3.5) therein) which make an
important use of the fact that the gaps are nonzero.

Beyond the results presented above, little is known about the domain of attraction of sta-
tionary measures of the infinite Atlas model. Especially, for the other stationary measures
πa, a > 0, nothing is known about the domain of attraction. To investigate the latter question,
the techniques of [8] can no longer be applied in a straightforward manner, as we now explain,
and one needs new ideas. The methods in [8] involve approximating the infinite Atlas model
by the finite Atlas model with d + 1 particles, given by the solution to the SDE (1.2) with N0
replaced with {0,1, . . . , d}. A key step in the proof is to argue that the law of the first k gaps,
as t → ∞ and d → ∞ simultaneously, in a suitable fashion, converges to the k-marginal of
π (i.e.,

⊗k
i=1 Exp(2)). It is then shown by a natural coupling argument that, on any compact

time interval [0, T ], there is a dT ∈ N such that the ranked particles in the dT -dimensional
Atlas model stay uniformly close to the lowest dT + 1 particles in the infinite Atlas model
on [0, T ]. A crucial fact that is exploited in the proof is that the unique stationary measure
of the finite Atlas model with d + 1 particles, given by π(d) := ⊗d

i=1 Exp(2(1 − i/(d + 1))),
converges to π as d → ∞. Since the finite Atlas model has a unique stationary distribution,
a finite-dimensional approximation approach of the form used in [8] cannot work in address-
ing convergence to πa for a 
= 0, as this approximation is designed to select π0. One may
consider other types of finite-dimensional approximations to the infinite Atlas model (see
Remark 2.7), however they present different challenges with implementing the approach as
in [8] for showing convergence to πa for a 
= 0. These are further discussed in Remark 2.7.

In the current work, we consider a somewhat weaker formulation of domain of attraction
of the stationary measures πa , a ≥ 0. Specifically, for ν ∈ S , define for t > 0

νt
.= 1

t

∫ t

0
ν̂s ds,

where ν̂t is as introduced in the paragraph below (1.7). We say that a ν ∈ S is in the Weak
Domain of Attraction (WDoA) of πa for a ≥ 0, if νt → πa weakly as t → ∞. Note that,
although the convergence of the time-averaged laws νt to πa (ergodic limit) is implied by the
convergence of ν̂t to πa (marginal time limit), the converse is not clear. However, if ν ∈ S is
in the WDoA of πa for some a > 0, it is not in the DoA of π = π0. In this article we will
provide sufficient conditions for a measure ν ∈ S to be in the WDoA of πa for a general
a ≥ 0.

In Theorem 2.1 and Corollary 2.2, we describe a large set of measures ν ∈ S that are
in the weak domain of attraction of π = π0. The sufficient condition for ν to be in the
WDoA of π is a condition similar to (1.10) with β = 1 (see (2.1)). In particular, the suf-
ficient condition in (2.1) is implied by (1.10) if the initial gap sequence {Zj(0)} satisfies
lim supn→∞ Zn(0) < ∞ a.s. (see Remark 2.3). We do not require upper bounds on growth
rates of m �→ Ym(0) = ∑m

j=1 Zj(0) or m �→ ∑m
j=1(logZj(0))− of the form in (1.8), (1.9).

In particular, unlike the condition in (1.9), the sufficient condition we provide does not re-
quire Zj(0) to be nonzero. Furthermore, the sufficient condition in (2.1) is satisfied by all gap
distributions which stochastically dominate π . In Corollary 2.2 and Remark 2.3, we provide
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additional examples where the sufficient condition (2.1) is satisfied and make some compar-
isons with the sufficient conditions given in [8].

In Theorem 2.4 and Corollary 2.5, we provide sufficient conditions for ν ∈ S to be in the
weak domain of attraction of the alternate stationary measures πa, a > 0. This condition is
formulated in terms of growth rates of the L1 distance between the first m coordinates of
the initial gap process and that of a coupled random variable Va , with distribution πa , as
m → ∞. In particular, this sufficient condition holds if the initial gap sequence is given as a
perturbation � = (	i)i∈N of Va which satisfies

d∑
i=1

|	i | = o

(
logd

log logd

)
and lim sup

d→∞
|	d |
dVa,d

< ∞.(1.11)

Note that, for a, a′ > 0, the L1-distance between the first d coordinates of the stationary
measures πa and πa′ grows at rate O(|a − a′| logd) as d → ∞ and thus the size of the per-
turbation allowed in (1.11) is not very far from what one expects. See Remark 2.6 for further
discussion of this point. To the best of our knowledge, this is the first result on convergence
properties for these alternate stationary measures. In Corollary 2.5 and Remark 2.6, we pro-
vide some examples of measures ν ∈ S in WDoA of πa for a > 0.

Our proofs are based on a pathwise approach to studying the long time behavior of the
infinite Atlas model using synchronous couplings, namely, two versions of the infinite Atlas
model described in terms of the ordered particles via (1.5) and started from different initial
conditions but driven by the same collection of Brownian motions. Central ingredients in the
proofs are suitable estimates on the decay rate of the L1 distance between the gaps in syn-
chronously coupled ordered infinite Atlas models. These estimates are obtained by analyzing
certain excursions of the difference of the coupled processes where each excursion ensures
the contraction of the L1 distance by a fixed deterministic amount. The key is to appropri-
ately control the number and the lengths of such excursions. Certain monotonicity properties
of synchronous couplings (see Proposition 3.1), and a quantification of the influence of far
away coordinates on the first few gaps (see Section 4), also play a crucial role. Using these
tools, the discrepancy between the gap processes of two synchronously coupled infinite Atlas
models can be controlled in terms of associated gap processes when the starting configura-
tions differ only in finitely many coordinates. The latter are more convenient to work with as
for them the initial L1 distance between the gap processes is finite, and the aforementioned
excursion analysis can be applied to obtain our main results.

This article is organized as follows. In Section 2, we state the main results. In Section 3, we
collect some crucial monotonicity properties of synchronous couplings including the mono-
tonicity and quantitative control of the L1 distance between them. In Section 4, we quantify
the influence of far away coordinates on the first k gaps of the infinite Atlas model. This is
crucial in reducing the problem of convergence to stationarity from arbitrary starting gap con-
figurations to those that are perturbations of the stationary gaps at finitely many coordinates.
In Section 5, we identify excursions in the paths of the synchronously coupled gap processes
that result in reductions of the L1 distance between them by fixed amounts. Finally, in Sec-
tion 6, the main results are proved by analyzing these excursions of synchronously coupled
gap processes from carefully chosen starting configurations.

Notation. For a vector v = (v1, v2, . . . )
T ∈ R

∞+ and m ∈ N, we will write v|m :=
(v1, . . . , vm)T . We will write s(v) for the new vector in R

∞+ whose ith coordinate is
v1 + · · · + vi , for i ∈ N. For two vectors v1 and v2 in R

m+, where m ∈ N ∪ {∞}, v1 ≤ v2
will be used to denote that each coordinate of v1 is less than or equal to the corresponding
coordinate of v2. Similarly, v1 ∧ v2 and v1 ∨ v2 will, respectively, denote the coordinatewise
minimum and maximum.
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We will denote by C([0,∞) : R∞+ ) the space of all continuous R
∞+ -valued functions de-

fined on [0,∞). This space is equipped with the usual local uniform topology, namely a
sequence f (m) ∈ C([0,∞) : R∞+ ) converges to f ∈ C([0,∞) : R∞+ ) if

lim
m→∞ sup

t∈[0,T ]
∣∣f (m)

j (t) − fj (t)
∣∣ = 0 for any T ∈ (0,∞) and j ∈ N.

In the sequel, for a collection of events {Et : t ∈ [0,∞)}, we will often write “Et holds
for all t ≥ 0” to mean “almost surely, Et holds for all t ≥ 0.” 
(·) will denote the normal
CDF and 
̄(·) := 1 − 
(·). We will write X ∼ μ to denote that the random variable X has
distribution μ. For any measure ν on R

∞+ and any k ∈ N, we call the measure ν(k) on R
k+

defined by ν(k)(A) := ν(A ×R
∞+ ),A ∈ B(Rk+), as the k-marginal of ν. By a coupling of two

probability measures θ1 and θ2 on some Polish space S, we mean S-valued random variables
X1, X2 on some probability space (�,F,P) such that P ◦ X−1

i = θi for i = 1,2. Coupling
of more than two probability measures is defined in a similar manner. For m ∈ N ∪ {∞} and
probability measures θ1 and θ2 on R

m+ we say θ2 stochastically dominates θ1 if θ2(−∞,x] ≤
θ1(−∞,x] for all x ∈ R

m+. In this case, by Strassen’s theorem [23], there is a coupling (X,Y )

of (θ1, θ2) such that Xi ≤ Yi a.s. for all i.

2. Main results. Our first theorem gives a sufficient condition for a measure on R
∞+ to

be in the WDoA of π .

THEOREM 2.1. Suppose that the probability measure μ on R
∞+ satisfies the following:

there exists a coupling (U,V) of μ and π such that, almost surely,

lim inf
d→∞

1√
d(logd)

d∑
i=1

Ui ∧ Vi = ∞.(2.1)

Then μ ∈ S and it belongs to the WDoA of π .

The following corollary gives some natural situations in which (2.1) holds.

COROLLARY 2.2. Let μ be a probability measure on R
∞+ and U ∼ μ. Suppose one of

the following conditions hold:

(i) μ is stochastically dominated by π and, almost surely,

lim inf
d→∞

1√
d(logd)

d∑
i=1

Ui = ∞.(2.2)

(ii) For some a.s. finite random variable M

lim inf
d→∞

1√
d(logd)

d∑
i=1

(Ui ∧ M) = ∞, a.s.(2.3)

(iii) Ui = λi	i, i ∈ N, where {	i} are i.i.d. nonnegative random variables satisfying
P(	1 > 0) > 0, and {λi} are positive deterministic real numbers satisfying one of the fol-
lowing:

(a) lim infj→∞ λj > 0,
(b) lim supj→∞ λj < ∞ and

lim inf
d→∞

1√
d(logd)

d∑
i=1

λi = ∞.(2.4)

Then (2.1) holds. Hence, in all the above cases, μ ∈ S and is in the WDoA of π .
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REMARK 2.3. We make the following observations:

(a) Suppose that π is stochastically dominated by μ. Then (2.1) holds and so μ ∈ S and
is in the WDoA of π . In fact in this case [27], Theorem 4.7 (cf. Lemma 6.1) shows that μ is
in the DoA of π .

(b) Note that for any C ∈ (0,∞),(
(2C) ∧ 1

)[
Ui ∧ (1/2)

] ≤ Ui ∧ C ≤ (
(2C) ∨ 1

)[
Ui ∧ (1/2)

]
.

Hence, if (2.3) holds for one a.s. finite random variable M then it holds for every such random
variable. In particular, if lim supn→∞ Un < ∞ a.s. and (2.2) is satisfied then (2.1) holds and
so μ ∈ S and is in the WDoA of π .

(c) The paper [8] notes two important settings where conditions (1.8)–(1.10) are satisfied.
These are: (i) for some c ∈ [1,∞), λj ∈ [c−1, c] for all j ∈ N and Zj(0) = λj	j where
	j are i.i.d. with finite mean and such that E log(	1)− < ∞, and (ii) Zj(0) = λj	j where
	j are i.i.d. exponential with mean 1 and, either λd ↓ 0 and 1√

d logd

∑d
i=1 λi → ∞, as d →

∞, or λd ↑ ∞ and lim supd→∞ 1
dβ

∑d
i=1 λi < ∞ for some β < 2. We note that conditions

assumed in the above settings are substantially stronger than the one assumed in part (iii) of
Corollary 2.2. However, [8] establishes the stronger marginal time convergence as opposed
to an ergodic limit considered in the present paper. See part (g) on a related open problem.

(d) In the setting of (iii) the sequence {λi} satisfies (2.4) if λi ≥ ϕi log i/
√

i for sufficiently
large i, for any nonnegative sequence ϕi → ∞ as i → ∞. Indeed, note that, for any C > 0,
there exists iC ∈ N such that for all i ≥ iC ,

i∑
j=iC

λj ≥ C

i∑
j=iC

log j√
j

≥ C

∫ i+1

iC

log z√
z

dz.

Using the fact that the primitive of log z/
√

z is 2
√

z(log z − 2), {λj } is seen to satisfy (2.4)
and so, if in addition lim supj→∞ λj < ∞, we have that the conditions of (iii)(b) are satisfied.

(e) We note that the conditions prescribed in Theorem 2.1 and Corollary 2.2 all involve
quantifying how close together the particles can be on the average in the initial configuration
of the Atlas model. In particular, we do not require any upper bounds on the sizes of Ui .
This is in contrast with condition (1.8) assumed in [8] which requires the particles to be not
too far apart on the average. Intuitively one expects convergence to π to hold when initially
the particles are not too densely packed and upper bounds on the average rate of growth
of the initial spacings are somewhat unnatural. The result in [27], Theorem 4.7, also points
to this heuristic by showing weak convergence to π from all initial gap configurations that
stochastically dominate π . We also note that we do not require any condition analogous to
(1.9) and can, in particular, allow gaps to be zero.

(f) We note that the conditions (1.8)–(1.10) of [8] do not imply our conditions. To see
this, consider the deterministic sequence of initial gaps: Ui = i−2/3 for n3 < i < (n+ 1)3 and
Un3 = n, for any n ∈ N. It can be checked that,

∑d
i=1 Ui grows like d2/3 and

∑d
i=1(logUi)−

grows like d logd as d → ∞. Thus, (1.8)–(1.10) of [8] hold with β = 1 and θ(d) = logd .
However, almost surely,

∑d
i=1 Ui ∧ Vi grows like d1/3, and therefore, (2.1) is violated.

(g) It will be interesting to investigate whether the condition in Theorem 2.1 in fact implies
the stronger property that μ is in the DoA of π . We leave this as an open problem.

Our second theorem provides sufficient conditions for a measure on R
∞+ to be in the

WDoA of one of the other stationary measures πa, a > 0.
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THEOREM 2.4. Fix a > 0. Suppose that the probability measure μ on R
∞+ satisfies the

following: There exists a coupling (U,Va) of μ and πa such that, almost surely,

lim sup
d→∞

log logd

logd

d∑
i=1

|Va,i − Ui | = 0 and lim sup
d→∞

Ud

dVa,d

< ∞.(2.5)

Then μ ∈ S and it belongs to the WDoA of πa .

We remark that Theorem 2.4 also holds for the case a = 0. Indeed, suppose that the con-
dition (2.5) in the theorem holds for a = 0. Denoting the corresponding V0 as V, we have
that

d∑
i=1

Ui ∧ Vi =
d∑

i=1

Ui ∨ Vi −
d∑

i=1

|Vi − Ui | ≥
d∑

i=1

Vi −
d∑

i=1

|Vi − Ui |.

Using this and the law of large numbers for {Vi}, it follows that (2.1) holds and thus from
Theorem 2.1 the conclusion of Theorem 2.4 holds with a = 0. The reason we do not note the
case a = 0 in the statement of Theorem 2.4 is because (2.1) is a strictly weaker assumption
than (2.5) when a = 0. This is expected as for any initial gap distribution that stochasti-
cally dominates π , convergence to π holds (see Remark 2.3(a)). However, for convergence
to πa for some a > 0, the initial gap distribution should be appropriately close to πa (see
Remark 2.6(b) below).

The following corollary gives a set of random initial conditions for which (2.5) holds.

COROLLARY 2.5. Fix a > 0. Let

μ :=
∞⊗
i=1

Exp(2 + ia + λi),

where {λi} are real numbers satisfying λi ≥ −β(2 + ia) for some β < 1, and λi ≤ C(2 + ia)

for some C > 0, for all i. Moreover, assume

lim sup
d→∞

log logd

logd

d∑
i=1

|λi |
i2 = 0.(2.6)

Then (2.5) holds, and hence, μ ∈ S and belongs to the WDoA of πa .

REMARK 2.6. We note the following.

(a) Clearly, there are measures μ of the form described in Corollary 2.5 for which
lim infi→∞ |λi |

i
> 0 and which do not lie in the WDoA of πa (e.g., πa′ for any a′ 
= a). How-

ever, the corollary says that if |λi | grows slightly slower than i then μ is indeed in the WDoA
of πa . More precisely, the convergence in (2.6) holds in particular if |λi | ≤ iδi/(log log i) for
sufficiently large i, for some nonnegative sequence δi → 0 as i → ∞. Indeed, note that for
any δ > 0, there exists sufficiently large iδ ∈ N such that for i ≥ iδ ,

i∑
j=iδ

|λj |
j2 ≤

i∑
j=iδ

δj

j log log j
≤ δ

∫ i

iδ−1

1

z log log z
dz = δ

∫ log i

log(iδ−1)

1

logw
dw.(2.7)

As w �→ 1
logw

is a slowly varying function, by Karamata’s theorem [24], Theorem 1.2.6 (a),

lim
i→∞

log log i

log i

∫ log i

log(i0−1)

1

logw
dw = 1.
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This can also be directly shown by noting that the primitive of 1/ logw is Li(w), and applying
the l’Hôpital’s rule. Thus, we conclude from (2.7) that, for any δ > 0,

lim sup
i→∞

log log i

log i

i∑
j=1

|λj |
j2 ≤ δ.

As δ > 0 is arbitrary, (2.6) holds.
(b) Note that if U ∼ π , then for a, a′ > 0,

Va,i = 2

2 + ia
Ui, Va′,i = 2

2 + ia′ Ui, i ∈ N

defines a coupling of πa and πa′ . For this coupling,

d∑
i=1

|Va,i − Va′,i | ∼ O
(∣∣a − a′∣∣ logd

)
and lim sup

d→∞
Va′,d
dVa,d

= 0.(2.8)

Since πa′ is obviously not in WDoA of πa for a 
= a′, the first property in (2.8) says that the
first requirement in (2.5) is not far from what one expects. We conjecture that for μ to be
in the WDoA of πa it is necessary that (logd)−1 ∑d

i=1 |Va,i − Ui | → 0 as d → ∞ for some
coupling (U,Va) of μ and πa . Theorem 2.4 says that if the first convergence holds at a rate
faster than 1/(log logd) for some coupling of μ and πa then that (together with the second
condition in (2.5)) is sufficient for μ to be in the WDoA of πa .

Further, observe that if the second condition in (2.5) does not hold, then there are infinitely
many d ∈ N such that the lowest d + 1 particles are separated from the rest by a large initial
gap. If one such gap is very large, then it could happen that the distribution of gaps between
the d + 1 particles stabilizes toward the unique stationary gap distribution π(d) of the corre-
sponding finite Atlas model before the remaining particles have interacted with them. As π(d)

converges weakly to π as d → ∞, one does not expect in such situations the convergence (of
time averaged laws) to πa to hold for any a > 0.

REMARK 2.7. As noted in the Introduction, the approach of [8] using finite-dimensional
approximations does not seem to have an easy extension when investigating the DoA (or
WDoA) of πa for a > 0. This is because the stationary distribution of the finite-dimensional
Atlas model approaches π = π0 as the dimension approaches infinity. Nevertheless, there is
an alternative natural finite-dimensional rank-based diffusion model that one may consider as
an approximation to the infinite Atlas model which is better suited for proving convergence
to πa for a > 0. Consider the SDE with s ≥ 0 and i ∈ {0,1, . . . , d},

dYi(s) =
(

1 − a

d + 1

)
1
(
Yi(s) = Y(0)(s)

)
ds −

d∑
j=1

ja

d + 1
1
(
Yi(s)

= Y(j)(s)
)
ds + dWi(s).

(2.9)

It can be checked using the form of the generator of the above diffusion that the corresponding
gap process has the unique stationary distribution πa,(d) := ⊗d

i=1 Exp((2 + ia)(1 − i/(d +
1))), which clearly converges to πa as d → ∞. There is also a natural analog of the right-
anchored rank-based diffusion of the form in [8], Section 2 (see equation (2.12) therein)
which is associated with the above dynamics and the stationary distribution πa . In this model,
the bottom d particles evolve as a finite Atlas model reflected off the top particle, which
moves deterministically with constant velocity −a/2. Both of these Markov processes (as in
the setting of [8]) are reversible with respect to the corresponding stationary distributions and
are therefore well suited for Dirichlet form methods developed in [8]. In particular, one can
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obtain an estimate analogous to [8], Proposition 1.3, for these finite-dimensional diffusions.
However, because the drift and reflection structure of the above finite rank-based diffusions
is substantially different from that of the infinite Atlas model, it is not clear how to devise
comparison techniques between these diffusions and the infinite Atlas model, that are crucial
to both [8] and our work.

Nevertheless, the above diffusions do capture some key qualitative features that are ex-
hibited by the bottom d + 1 particles in the infinite Atlas model starting from configurations
close (in distribution) to πa . In particular, as proved in [30], if the initial gaps are distributed
as πa , the Atlas processes {Y(i)(t) + at/2 : t ≥ 0}i∈N0 (where Y(i)(·) satisfy (1.5)) form a
tight collection. The drift −aj/(d + 1) of the j th ordered particle, for j = 1, . . . , d , in the
diffusion satisfying (2.9) implies an analogous property for the ordered processes in this
diffusion for large d . To see this, observe that the center of mass of the system has drift
(d + 1)−1[(1 − a

d+1)−∑d
j=1

ja
d+1 ] which is asymptotically −a/2 as d → ∞. A similar prop-

erty is true for the anchored dynamics as the top particle moves as a linear barrier with slope
−a/2. Understanding relationships between these finite-dimensional rank-based diffusions
and the infinite Atlas model, particularly over long time intervals, is key to extending the
techniques of [8] to study the DoA of πa for a > 0. We hope to explore this in future work.

3. Synchronous couplings of the infinite ordered Atlas model. As mentioned earlier, a
synchronous coupling of the ranked particles in the infinite Atlas model refers to coupling two
copies of the order statistics processes starting from different initial configurations but driven
by the same set of Brownian motions via the SDE (1.5). The finite-dimensional analogue of
the SDE (1.5) is known to have a unique strong solution [13], which implies the existence of
synchronous couplings for the ranked processes of finite Atlas models starting from any two
initial configurations. For the infinite Atlas model, devising synchronous couplings is a more
delicate issue as described below.

In [27], a systematic method for constructing solutions of the infinite-dimensional SDE
(1.5), from a given collection of Brownian motions, has been devised under the name of ap-
proximative versions. It is based on taking appropriate limits of solutions of the corresponding
finite-dimensional systems. This, in turn, can be used to construct synchronous couplings in
an appropriate sense. We collect some results from [27] in the following proposition.

PROPOSITION 3.1. Suppose x is a R∞+ -valued random variable satisfying 0 ≤ x0 ≤ x1 ≤
x2 ≤ · · · and, almost surely,

∞∑
i=0

e−αx2
i < ∞ for all α > 0.(3.1)

Consider a collection of independent standard Brownian motions B0(·), B1(·),B2(·), . . . ,
independent of x. Consider the collection of SDE, for i ∈ N0,

dXi(t) = 1(i = 0) dt + dBi(t) − 1

2
dLi+1(t) + 1

2
dLi(t), Xi(0) = xi, t ≥ 0,(3.2)

where L0(·) ≡ 0, and for i ∈ N, Li(·) is the associated local time of collision between the
(i − 1)th and ith particle, namely

Li,Xi − Xi−1 are nonnegative, continuous process, Li is nondecreasing,

Li(0) = 0 and Li(t) =
∫ t

0
1
(
Xi−1(s) = Xi(s)

)
dLi(s) for all t ≥ 0.

(3.3)

Also consider for fixed m ∈ N, the system of SDE in (3.2) for i = 0,1, . . . ,m, with
starting configuration Xi(0) = xi , 0 ≤ i ≤ m, and with Li satisfying (3.3) for 1 ≤ i ≤
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m and L0(·) ≡ Lm+1(·) ≡ 0. Denote by X(m)(·) = (X
(m)
0 (·), . . . ,X(m)

m (·)) and L(m)(·) =
(L

(m)
0 (·), . . . ,L(m)

m (·)) the unique strong solution to this finite-dimensional system of reflected
SDE which we call the ‘finite ordered Atlas model with m + 1 particles’ with driving Brown-
ian motion (B0(·), . . . ,Bm(·)). Then, the following hold:

(i) There exist continuous R∞-valued processes X(·) := (Xi(·) : i ∈ N0), L(·) := (Li(·) :
i ∈ N0), adapted to Ft

.= σ {Bi(s) : s ≤ t, i ∈ N0}, such that, a.s. (X,L) satisfy (3.2) and (3.3)
and for any T ∈ (0,∞),

lim
m→∞ sup

t∈[0,T ]
[∣∣X(m)

i (t) − Xi(t)
∣∣ + ∣∣L(m)

i (t) − Li(t)
∣∣] = 0 a.s., for all i ∈ N0.

We will call X(·) the “infinite ordered Atlas model” with driving Brownian motions
B0(·),B1(·),B2(·), . . . , started from x = (x0, x1, x2 . . . ).

(ii) Suppose u,v are R∞+ -valued random variables independent of {Bi, i ∈ N0}, such that
ui ≤ ui+1 and vi ≤ vi+1 a.s. for all i ∈ N0, and (3.1) holds a.s. with x replaced with u, v.
Then, on (�,F,P) there are continuous, R∞-valued processes Xu,Lu and Xv,Lv that are
adapted to F̂t = Ft ∨ σ {u,v} and solve (3.2), (3.3) with Xu(0) = u and Xv(0) = v,, respec-
tively. These processes are given as follows. Let X(m),u(·) and X(m),v(·) be the unique strong
solutions of the finite ordered Atlas model with m + 1 particles, with X(m),u(0) = u|m+1,
X(m),v(0) = v|m+1. Then Xu, Xv are defined as the a.s. limits of X(m),u(·) and X(m),v(·)
as C([0,∞) : R∞)-valued random variables. We will refer to these limit processes as
a synchronous coupling of the infinite ordered Atlas model driven by Brownian motions
{Bi, i ∈ N0} with initial configuration Xu(0) = u and Xv(0) = v.

(iii) If (u,v) in (ii) are such that u ≤ v, then the synchronous coupling defined in (ii)
almost surely satisfies Xu(t) ≤Xv(t) for all t ≥ 0.

Define the corresponding ‘gap processes’ Zu(·) and Zv(·) byZu
i (·) := Xu

i (·)−Xu
i−1(·) and

Zv
i (·) := Xv

i (·) − Xv
i−1(·) for i ∈ N. Then Zu(0) ≤ Zv(0) almost surely implies the following

hold almost surely:

Zu(t) ≤ Zv(t) for all t ≥ 0 and Lv(t) −Lu(t) ≤ Lv(s) −Lu(s) for all 0 ≤ s ≤ t.

(iv) Analogous statements hold with 1(i = 0) in (3.2) replaced with γ 1(i = 0) where
γ ∈ R. Specifically, for γ ∈ R, define the ‘infinite ordered Atlas model with drift γ ’ to be the
R

∞-valued stochastic process X[γ ](·) := (X
[γ ]
0 (·),X[γ ]

1 (·) . . . ) satisfying the SDE

dX
[γ ]
i (t) = γ 1(i = 0) dt + dBi(t) − 1

2
dL

[γ ]
i+1(t) + 1

2
dL

[γ ]
i (t), t ≥ 0, i ∈ N0,(3.4)

where L
[γ ]
0 (·) ≡ 0 and (L

[γ ]
1 (·),L[γ ]

2 (·), . . . ) are the associated local times as in (3.3). Then
X[γ ](·) can be obtained as a limit of the solutions to the finite-dimensional analogues of the
SDE (3.4) in the sense of (i). In particular, one can construct a synchronous coupling of
X(·) and X[γ ](·) for same or different (coupled) initial configurations as in (ii). Moreover,
if γ ≤ 1 and Z(·) and Z[γ ](·) are the associated gap processes under synchronous coupling
and Z(0) = Z[γ ](0), then, almost surely,

Z(t) ≤ Z[γ ](t) for all t ≥ 0.

PROOF. (i) follows from [27], Definition 7 and Theorem 3.7, [27], Lemma 6.4, and the
discussion following it. Part (ii) is immediate from (i). (iii) follows from [27], Corollary 3.10.
The assertion in (iv) that Xγ (·) can be obtained as a limit of finite systems again follows from
[27], Definition 7 and Theorem 3.7. The pathwise domination assertion under synchronous
coupling follows from [27], Corollary 3.12(ii). �
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Proposition 3.1 constructs the infinite ordered Atlas model via approximation by finite
ordered Atlas models. As the solution to the finite-dimensional analogue of (3.2) is unique in
law (which follows from pathwise uniqueness), the finite ordered Atlas model has the same
law as the ranked processes in the finite Atlas model (which is a weak solution to the finite-
dimensional analogue of (1.2)). The following lemma says that the infinite ordered Atlas
model, constructed in Proposition 3.1(i), indeed has the same law as the ranked trajectories
of the infinite Atlas model satisfying (1.2). A similar result was discussed in [27], Remark 2.
We provide a proof for completeness.

LEMMA 3.2. Let x be a R
∞+ -valued random variable satisfying 0 ≤ x0 ≤ x1 ≤ x2 ≤ · · ·

such that, almost surely, (3.1) holds, and let {Bi, i ∈ N0} be a sequence of independent
standard Brownian motions, independent of x. Let X be the process constructed in Propo-
sition 3.1(i) with X(0) = x. Let μ be the probability law of x and Y(·) := (Y0(·), Y1(·), . . . )
be the unique weak solution of (1.2) with Y(0) ∼ μ. Then X has the same law as the ranked
processes Yr (·) := (Y(0)(·), Y(1)(·), . . . ).

PROOF. Let Y be as in the statement of the lemma and for any m ∈ N, let Y(m)(·) =
(Y

(m)
0 (·), . . . , Y (m)

m (·)) be the unique weak solution of the finite Atlas model (1.2) with m +
1 particles (i.e., with i ∈ N0 in (1.2) replaced by 0 ≤ i ≤ m) and with Y(m)(0) distributed
same as (Y0(0), Y1(0), . . . Ym(0)). Let Y(m)

r (·) := (Y
(m)
(0) (·), . . . , Y (m)

(m) (·)) be the corresponding
ranked trajectories. By [27], Theorem 3.3, there exists a sequence mj → ∞ such that for any
T > 0 and k ∈ N,(

Y(mj )(·)|k,Y(mj )
r (·)|k) d−→ (

Y(·)|k,Yr (·)|k) on C
([0, T ] :R2k).(3.5)

Next, let x, {Bi, i ∈ N0} be as in the statement of the lemma and let (X(m),L(m)) be as
in Proposition 3.1 (i) given as the unique strong solution of the corresponding (m + 1)-
dimensional reflected SDE, with X(m)(0) = x|m+1. From the same argument used to derive

(1.5) from (1.2), it follows that Y
(mj )
r (·) satisfies the mj -dimensional version of the SDE (1.5)

for each j ≥ 1. By pathwise uniqueness of solutions to the finite-dimensional reflected SDE
[13], for any k ∈ N,

Y
(mj )
r (·)|k d= X(mj )(·)|k for all j ≥ 1.(3.6)

Moreover, by Proposition 3.1(ii), X(m)|k →X|k , almost surely, in C([0,∞) :Rk+1), as m →
∞. This observation, along with (3.5) and (3.6), gives

Yr (·)|k d= X(·)|k for any k ∈N,

which proves the lemma. �

A pathwise analysis of synchronous couplings will be the main tool in proving our main re-
sults. A key observation is the following control on the L1 distance between the gap processes
corresponding to two synchronously coupled infinite ordered Atlas models. In particular, it
shows (using Proposition 3.1(iii)) that if the initial gap distributions satisfy a coordinatewise
ordering, then this L1 distance is nonincreasing in time and its decay rate can be precisely
estimated from the local times of collision between the bottom two particles. We note that the
proof for an analogous result for the finite ordered Atlas model is easier and can be deduced
from standard properties of reflected Brownian motions [21], Theorem 6.
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LEMMA 3.3. Let B0(·),B1(·),B2(·), . . . be standard Brownian motions given on some
probability space (�,F,P). Let X(·) and X̃(·) be synchronously coupled infinite ordered
Atlas models driven by {Bi, i ∈ N0} as constructed in Proposition 3.1(ii), with the initial
configurations X(0) and X̃(0) such that the corresponding probability laws are in S0. Let
Z(·) and Z̃(·) denote the corresponding gap processes. Suppose Z̃(0) ≥ Z(0). Write �Z(·) :=
Z̃(·) − Z(·) and assume

∑∞
j=1 j�Zj(0) < ∞. Let L(·) and L̃(·) denote the local times of

collision for the respective Atlas models and write �L(·) := L̃(·)−L(·). Then, almost surely,

∞∑
j=1

�Zj(t) =
∞∑

j=1

�Zj(0) + 1

2
�L1(t), t ≥ 0.(3.7)

PROOF. Observe form (3.2) that for any d ∈ N, t ≥ 0,

d∑
j=1

�Zj(t) =
d∑

j=1

�Zj(0) +
d∑

j=1

(
�Lj(t) − 1

2
�Lj−1(t) − 1

2
�Lj+1(t)

)

=
d∑

j=1

�Zj(0) + 1

2
�L1(t) + 1

2
�Ld(t) − 1

2
�Ld+1(t).

(3.8)

Thus, to show (3.7), it suffices to show that, for every t ≥ 0,

lim
d→∞

1

2
�Ld(t) − 1

2
�Ld+1(t) = 0.(3.9)

This will be shown in several steps as follows.
For m ∈ N, denote by Z(m)(·) and Z̃(m)(·) the m-dimensional gap processes associated

with ranked processes X(m)(·) and X̃(m)(·) for the finite ordered Atlas models with m + 1
particles, respectively, starting from X(0)|m+1 and X̃(0)|m+1 and driven by {Bi}mi=0. Recall
from Proposition 3.1 that Z(m)(·) and Z̃(m)(·), respectively, converge to Z(·) and Z̃(·) a.s. in
C([0,∞) : R∞+ ) as m → ∞. Write �Z(m)(·) := Z̃(m)(·)−Z(m)(·). Similarly, let �L(m)(·) :=
L̃(m)(·)−L(m)(·) denote the difference vector between the respective local times. Then, from
the SDE for X(m)(·) and X̃(m)(·) (i.e., the finite-dimensional version of (3.2)), we obtain

�Z(m)(t) = �Z(m)(0) + R(m)�L(m)(t), t ≥ 0,(3.10)

where R(m) is an m × m matrix given by R
(m)
ii = 1 for all 1 ≤ i ≤ m, R

(m)
i(i−1) = −1/2 for

2 ≤ i ≤ m, R
(m)
i(i+1) = −1/2 for 1 ≤ i ≤ m − 1 and R

(m)
ij = 0 if |i − j | ≥ 2. It can be checked

(see, e.g., proof of [3], Theorem 4) that R(m) is invertible and

(
R(m))−1

ij = 2(i ∧ j)

(
1 − i ∨ j

m + 1

)
, 1 ≤ i, j ≤ m.(3.11)

Also, from [21], Theorem 6,

For every t ≥ 0, Z̃(m)(t) ≥ Z(m)(t) and − �L(m)(·)
is nonnegative and nondecreasing, a.s.

(3.12)

Write ζ := ∑∞
j=1 j�Zj(0) < ∞. Then, it follows from (3.10) that, for any 1 ≤ d ≤ m, t ≥ 0,

d∑
j=1

(
R(m))−1

dj �Z
(m)
j (t)
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≤
m∑

j=1

(
R(m))−1

dj �Z
(m)
j (t) =

m∑
j=1

(
R(m))−1

dj �Z
(m)
j (0) + �L

(m)
d (t)(3.13)

≤
m∑

j=1

(
R(m))−1

dj �Z
(m)
j (0) ≤ 2

m∑
j=1

j�Z
(m)
j (0) = 2

m∑
j=1

j�Zj(0) ≤ 2ζ,

where we used the nonnegativity of (R(m))−1
dj (see (3.11)) and the first part of (3.12) for the

first inequality, the second part of (3.12) for the second inequality and the explicit form of
(R(m))−1 given in (3.11) in the third inequality. Recall that, for any t ≥ 0, j ∈ N, �Z

(m)
j (t) →

�Zj(t) as m → ∞. Moreover, using (3.11), for any fixed j, d ∈ N with j ≤ d , (R(m))−1
dj →

2j as m → ∞. Thus, fixing d ∈ N, we obtain by letting m → ∞ on the left-hand side of
(3.13), for all d ∈ N,

2
d∑

j=1

j�Zj (t) ≤ 2ζ, t ≥ 0.(3.14)

By Proposition 3.1(iii), the left-hand side of (3.14) is nondecreasing in d . Hence, taking limit
as d → ∞,

∞∑
j=1

j�Zj (t) ≤ ζ, t ≥ 0.(3.15)

Next, we claim that for any d ∈ N, t ≥ 0,

0 ≤ −�Ld(t) ≤ 2ζ.(3.16)

To show this, we note that by (3.12) and (3.13), for any m ≥ d ,

−�L
(m)
d (t) ≤

m∑
j=1

(
R(m))−1

dj �Z
(m)
j (0) ≤ 2ζ.

The upper bound in (3.16) now follows upon taking a limit as m → ∞ on the left-hand side
above and using Proposition 3.1(i). The lower bound follows from Proposition 3.1(iii).

Finally, we claim that for any d ∈N, t ≥ 0,

−ζ ≤ d + 1

2
�Ld(t) − d

2
�Ld+1(t) ≤ ζ.(3.17)

To see this, observe that
d∑

j=1

j�Zj (t) =
d∑

j=1

j�Zj (0) +
d∑

j=1

j

(
�Lj(t) − 1

2
�Lj−1(t) − 1

2
�Lj+1(t)

)

=
d∑

j=1

j�Zj (0) + d + 1

2
�Ld(t) − d

2
�Ld+1(t).

Hence,

d + 1

2
�Ld(t) − d

2
�Ld+1(t) =

d∑
j=1

j�Zj (t) −
d∑

j=1

j�Zj (0).

The inequality in (3.17) is now immediate from the above upon using Proposition 3.1(iii) and
(3.15) and noting that

−ζ = −
∞∑

j=1

j�Zj (0) ≤
d∑

j=1

j�Zj(t) −
d∑

j=1

j�Zj(0) ≤
∞∑

j=1

j�Zj(t) ≤ ζ.
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The convergence in (3.9) now follows from (3.16) and (3.17) as for every t ≥ 0,

lim
d→∞

1

2
�Ld(t) − 1

2
�Ld+1(t) = lim

d→∞

[
1

d

(
d + 1

2
�Ld(t) − d

2
�Ld+1(t)

)
− 1

2d
�Ld(t)

]
= 0.

This proves (3.7) and hence the lemma. �

4. Influence of far away coordinates. A crucial component of our approach will be to
obtain a quantitative understanding of the time taken for the first k gaps between the ranked
particles in the infinite Atlas model to ‘feel the effect’ of the unordered processes Yi(·) for
i � k. In this section, we derive such estimates. We recall that the infinite Atlas model is
given as the unique weak solution of (1.2) when the law of Y(0) is an element of S0. Note
that the latter property, which will be assumed throughout this section, says that Y(0)(0) = 0
and Y(i)(0) = Yi(0) for all i ∈ N0.

We will rely on the following estimates derived in [8].

LEMMA 4.1. (i) ([8], Lemma 3.2). For any k ∈ N, t > 0, l ∈ N, � ∈R, a.s.,

P

(
sup

s∈[0,t]
Y(k)(s) ≥ �|Y(0)

)
≤ 2
̄

( l(� − Yk(0))/3 − t − ∑l−1
j=0 Yj (0)√

lt

)

+ 4(k + 1)
̄

(
� − Yk(0)

3
√

t

)
.

(4.1)

(ii) ([8], Lemma 3.3). For any d ∈ N, t > 0,� > 0, a.s.,

P

(
inf

s∈[0,t] inf
i≥d

Yi(s) ≤ �|Y(0)
)

≤ 2
∑
i≥d


̄

(
Yi(0) − �√

t

)
.(4.2)

The following lemma will be used in Section 6 (see proof of Lemma 6.3) to quantify
influence of far away coordinates when the starting configuration satisfies (2.1).

LEMMA 4.2. Suppose that the distribution of Yi(0)−Yi−1(0) is stochastically dominated
by the Exp(2) distribution for each i ∈N. Moreover, assume

lim inf
d→∞

Yd(0)√
d(logd)

= ∞ almost surely.(4.3)

Then for any A ≥ 4, k ∈ N, writing tAd := Ad(logd) and �A
d := 6A

√
d(logd) for d ∈ N,

P

(
inf

s∈[0,tAd ]
inf
i≥d

Yi(s) ≤ �A
d

)
→ 0 as d → ∞,

P

(
sup

s∈[0,tAd ]
Y(k)(s) ≥ �A

d

)
→ 0 as d → ∞.

PROOF. For d ∈N, let ld := �√d�. Define the event

A(n) := {
Yi(0) − Yi−1(0) ≤ log i for all i > n

}
, n ∈ N.

By the stochastic domination assumption,

P
(
A(n)c

) ≤
∞∑

i=n+1

P
(
Yi(0) − Yi−1(0) > log i

)

≤
∞∑

i=n+1

i−2 ≤ n−1 → 0 as n → ∞.

(4.4)
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For fixed n ∈N and d sufficiently large, we have

ld−1∑
j=0

Yj (0) =
n−1∑
j=0

Yj (0) +
ld−1∑
j=n

Yj (0) =
n−1∑
j=0

Yj (0) + Yn(0)(ld − n) +
ld−1∑
j=n

(
Yj (0) − Yn(0)

)

≤ Yn(0)ld +
ld−1∑
j=n

(
Yj (0) − Yn(0)

)
.

Also, for n ≤ j ≤ ld − 1, on the event A(n),

Yj (0) − Yn(0) =
j∑

k=n+1

(
Yk(0) − Yk−1(0)

) ≤
j∑

k=n+1

logk.

Thus, on A(n), for d sufficiently large,

ld−1∑
j=0

Yj (0) ≤ Yn(0)ld +
ld−1∑

k=n+1

(k − 1) log k ≤ (1 + √
d)Yn(0) + (1 + √

d)2 log(1 + √
d).

Thus, for fixed n ∈ N, there exists deterministic d0 ∈ N such that, on the event A(n), for all
d ≥ d0,

ld(�A
d − Yk(0))/3 − tAd − ∑ld−1

j=0 Yj (0)√
ld tAd

≥ 2Ad(logd) − Ad(logd) − (1 + √
d)2 log(1 + √

d)

[(1 + √
d)Ad(logd)]1/2

− (1 + √
d)(Yk(0)/3 + Yn(0))

[√dAd(logd)]1/2

≥ Ad(logd)

4
√

Ad3/4(logd)1/2
− 2(Yk(0)/3 + Yn(0))d1/4

√
Ad logd

=
√

A

4
d1/4(logd)1/2 − 2(Yk(0)/3 + Yn(0))√

Ad1/4(logd)1/2
.

Also, for any d ∈ N,

�A
d − Yk(0)

3
√

tAd

= 2A
√

d(logd)√
Ad(logd)

− Yk(0)

3
√

Ad(logd)
= 2

√
A logd − Yk(0)

3
√

Ad(logd)
.

Thus, using (4.1), for any d ≥ d0, on the event A(n),

P

(
sup

s∈[0,tAd ]
Y(k)(s) ≥ �A

d |Y(0)
)

≤ 2
̄

(√
A

4
d1/4(logd)1/2 − 2(Yk(0)/3 + Yn(0))√

Ad1/4(logd)1/2

)

+ 4(k + 1)
̄

(
2
√

A logd − Yk(0)

3
√

Ad(logd)

)
.

Note that the right-hand side converges to 0 as d → ∞. Hence, for any n ∈N,

lim sup
d→∞

P

(
sup

s∈[0,tAd ]
Y(k)(s) ≥ �A

d

)
≤ P

(
A(n)c

)
.

As n ∈ N is arbitrary, we conclude from (4.4) that

lim sup
d→∞

P

(
sup

s∈[0,tAd ]
Y(k)(s) ≥ �A

d

)
= 0.(4.5)
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This proves the second convergence statement in the lemma. For the first statement, define
the events A∗(d) := {Yi(0) ≥ 7A

√
i(log i) for all i ≥ d}, d ∈ N. By assumption (4.3),

P
(
A∗(d)

) → 1 as d → ∞.(4.6)

For any d ∈ N, on the set A∗(d), for all i ≥ d ,

Yi(0) − �A
d√

tAd

≥ 7A
√

i(log i) − 6A
√

d(logd)√
Ad(logd)

≥
√

A log i.

Hence, using (4.2), for all d ≥ 2, on the event A∗(d),

P

(
inf

s∈[0,tAd ]
inf
i≥d

Yi(s) ≤ �A
d |Y(0)

)
≤ 2

∑
i≥d


̄(
√

A log i)

(4.7)

≤ ∑
i≥d

2√
2πA log i

e−A(log i)/2 ≤ ∑
i≥d

i−A/2 ≤ 1

d − 1
.

Hence, from (4.6) and (4.7),

lim sup
d→∞

P

(
inf

s∈[0,tAd ]
inf
i≥d

Yi(s) ≤ �A
d

)
= 0.(4.8)

This proves the first convergence statement in the lemma and completes the proof of the
lemma. �

The next few lemmas will be used to study the case when the starting configuration satisfies
(2.5).

LEMMA 4.3. Fix θ > 0. Suppose there exists iθ ≥ 2, such that Yi(0) ≥ θ log i for all
i ≥ iθ . Then there exists δθ ∈ (0,1) and positive constants C1,C2 (depending on θ ) such that,
a.s.,

P

(
inf

s∈[0,δθ t] inf
i≥et

Yi(s) ≤ θt/2|Y(0)
)

≤ C1e
−C2t for all t ≥ 0.

PROOF. For any i ≥ et ∨ iθ , δ ∈ (0,1), by the assumption on the starting configuration,


̄

(
Yi(0) − θt/2√

δt

)
≤ 
̄

(
θ log i − θt/2√

δt

)

≤ 
̄

(
θ log i

2
√

δt

)
≤ 1√

2π

2
√

δt

θ log i
exp

{
−(log i)2θ2

8δt

}
.

Hence, using (4.2) with d = �et�, � = θt/2 and t = δt , we obtain t0 > 0 such that for all
t ≥ t0,

P

(
inf

s∈[0,δt] inf
i≥et

Yi(s) ≤ θt/2|Y(0)
)

≤ 2
∑
i≥et


̄

(
Yi(0) − θt/2√

δt

)
≤ 2

∑
i≥et

exp
{
−(log i)2θ2

8δt

}

= 2
∞∑

j=1

∑
ejt≤i<e(j+1)t

exp
{
−(log i)2θ2

8δt

}

≤ 2
∞∑

j=1

e(j+1)t exp
{
−θ2j2t

8δ

}
.
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By the above bound, we can obtain δθ ∈ (0,1) and C1,C2 > 0 such that for all t ≥ 0,

P

(
inf

s∈[0,δθ t] inf
i≥et

Yi(s) ≤ θt/2|Y(0)
)

≤ C1e
−C2t ,

proving the lemma. �

LEMMA 4.4. For any k ∈N, α > 0,

lim
t→∞P

(
sup

s∈[0,t]
Y(k)(s) ≥ αt

)
= 0.

PROOF. For any A ≥ 1, t > 0, using (4.1) with � = αt , we obtain for any l ≥ k,

P

(
sup

s∈[0,t]
Y(k)(s) ≥ αt,Yl(0) ≤ A

)
≤ 2
̄

(
l(αt − A)/3 − t − Al√

lt

)
+ 4(k + 1)
̄

(
αt − A

3
√

t

)
.

Hence, choosing and fixing any l ≥ k ∨ (18/α), for all t ≥ 16A/(3α),

P

(
sup

s∈[0,t]
Y(k)(s) ≥ αt,Yl(0) ≤ A

)
≤ 2
̄

( √
t

2
√

l

)
+ 4(k + 1)
̄

(
13α

√
t

48

)
.

Hence,

lim sup
t→∞

P

(
sup

s∈[0,t]
Y(k)(s) ≥ αt

)
≤ P

(
Yl(0) > A

)
.

As A ≥ 1 is arbitrary, the lemma follows upon taking a limit as A → ∞ in the above bound.
�

Recall that, for v = (v1, v2, . . . )
T ∈ R

∞+ , s(v) denotes the vector in R
∞+ whose ith coordi-

nate is v1 + · · · + vi , i ∈ N. In the following, for a R
∞+ -valued random vector v, we will say

s(v) satisfies (3.1) if, almost surely, (3.1) holds with x0 = 0 and xi = (s(v))i for i ≥ 1.

LEMMA 4.5. Fix a > 0. Let μ be a probability measure on R
∞+ such that there exists a

coupling (U,Va) of μ and πa such that, almost surely, (2.5) holds. Then, almost surely, there
exists i0 ≥ 2 such that s(U)i ≥ (4a)−1 log i for all i ≥ i0. In particular, s(U) satisfies (3.1),
and consequently μ ∈ S . Furthermore, s(U∧Va) and s(Va) satisfy (3.1) as well.

PROOF. We will show that, almost surely, there exists i′0 ≥ 2 such that

i∑
j=1

Va,j ≥ 1

2a
log i for all i ≥ i ′0.(4.9)

It will then follow, by (2.5), that there is a i0 ≥ i ′0 such that for all i ≥ i0,

(4.10) s(U)i =
i∑

j=1

Uj ≥
i∑

j=1

Va,j −
i∑

j=1

|Va,j − Uj | ≥ 1

2a
log i − log i

log log i
≥ 1

4a
log i.

The same argument shows that s(U ∧ Va)i ≥ (4a)−1 log i for i ≥ i0 as well. Thus, in order
to prove the lemma, it suffices to prove (4.9). Note that Ej := (2 + ja)Va,j , j ∈ N, are i.i.d.
exponential random variables with mean one. Define

Si :=
i∑

j=1

Va,j =
i∑

j=1

Ej

2 + ja
, i ∈N.
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Note that

E(Si) =
i∑

j=1

1

2 + ja
≥

∫ i+1

1

1

2 + as
ds = 1

a
log

(
2 + a(i + 1)

2 + a

)
.

Moreover,

Var(Si) =
i∑

j=1

1

(2 + ja)2 ≤
∞∑

j=1

1

(2 + ja)2 < ∞.

Hence, Mi := Si − E(Si), i ∈ N, is an L2-bounded martingale. Therefore, by the martin-
gale convergence theorem [22], Theorem 11.10, there exists a random variable M∞ with
E(M2∞) < ∞ such that Mi → M∞ as i → ∞, a.s. and in L2. Thus, almost surely, there
exists M ∈ (−∞,∞) and i′′0 ≥ 2 such that

Si ≥ 1

a
log

(
2 + a(i + 1)

2 + a

)
− M for all i ≥ i ′′0 .

The estimate in (4.9), and hence the lemma, is immediate from the above. �

The following lemma uses the above three lemmas to quantify the influence of far away
coordinates when the starting configuration satisfies (2.5). Note that Lemma 4.5 shows that,
if U is as in that lemma, then the distribution of (0, s(U)T )T is in S0.

LEMMA 4.6. Fix a > 0. Let μ be a probability measure on R
∞+ such that there exists a

coupling (U,Va) of μ and πa such that, almost surely, (2.5) holds. Let Y(·) be the infinite
Atlas model given as the unique weak solution of (1.2) with Y(0) distributed as (0, s(U)T )T .
Then there exists δ0 ∈ (0,1) such that,

lim sup
d→∞

P

(
inf

s∈[0,δ0 logd] inf
i≥d

Yi(s) ≤ 1

8a
logd

)
= 0,

and for any k ∈N

lim sup
d→∞

P

(
sup

s∈[0,δ0 logd]
Y(k)(s) ≥ 1

8a
logd

)
= 0.

PROOF. Take δ0 := δ(4a)−1 as defined in Lemma 4.3. The second limit above follows

by Lemma 4.4. To prove the first limit, define the event Ẽ := {∃i0 ≥ 2 such that s(U)i ≥
(4a)−1 log i for all i ≥ i0}. By Lemma 4.3, with θ = (4a)−1,

lim sup
d→∞

P

(
inf

s∈[0,δ0 logd] inf
i≥d

Yi(s) ≤ 1

8a
logd

)
≤ P

(
Ẽc).

The right-hand side above is zero by Lemma 4.5. This proves the lemma. �

5. Analyzing excursions of synchronous couplings. In this section, we will estimate
the rate of decay of the L1 distance between synchronously coupled infinite ordered Atlas
processes by defining and analyzing suitable excursions of the processes. Each such excur-
sion will capture an event which ensures that the L1 distance decreases by a fixed amount.
Theorems 2.1 and 2.4 will then be proved by estimating the number of such excursions on
the time interval [0, t] for large t .

Let (U1,U2) be an R
∞+ × R

∞+ -valued random variable such that U1 ≤ U2 and s(U1)

(and thus s(U2)) satisfies (3.1). Consider the synchronously coupled copies XU1(·) and
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XU2(·) of the infinite ordered Atlas model (in the sense of Proposition 3.1(ii)) starting from
(0, s(U1)

T )T and (0, s(U2)
T )T , respectively, driven by Brownian motions {Bi}i∈N0 (that are

independent of U1, U2). Let ZU1(·) and ZU2(·) be the associated gap processes as introduced
in Proposition 3.1(iii), and let �Z(·) := ZU2(·) −ZU1(·).

Fix k ∈ N. For s ≥ 0, define the following stopping times: T k
0 (s) := s, and

T k
j (s) := inf

{
u ≥ T k

j−1(s) : �Zk−j+1(u) = 0
}
, 1 ≤ j ≤ k.(5.1)

Set Tk(s) := T k
k (s). We will analyze excursions of �Z the coupled processes defined by the

following stopping times. Fix ε > 0. Define σ0 := 0, σ1 := inf{s ≥ 0 : �Zk(s) ≥ ε}, and for
j ≥ 0,

σ2j+2 := inf
{
s ≥ Tk(σ2j+1) : �Zk(s) = 0

}
,

σ2j+3 := inf
{
s ≥ σ2j+2 : �Zk(s) ≥ ε

}
,

where the infimum in (5.1) and in the above two definitions is taken to be ∞ if the corre-
sponding sets are empty. Although the stopping times above depend on k, we suppress this
dependence for notational convenience. For T ≥ 0, define the number of excursions until
time T by

NT :=
{

sup{j ≥ 0 : σ2j+1 ≤ T } + 1 if σ1 ≤ T ,

0 if σ1 > T.

In the next two lemmas, we work with a fixed k ∈ N and stopping times {σj : j ≥ 0} defined
for this fixed k.

Each of the above excursions ensure a decrease of the L1 norm of �Z(·) by a fixed amount
as described by the following lemma.

LEMMA 5.1. Assume
∑∞

j=1 j�Zj (0) < ∞. Then, for any j ≥ 0, when σ2j+2 < ∞,

∞∑
i=1

�Zi(σ2j+2) −
∞∑
i=1

�Zi(σ2j+1) ≤ −ε/2k.

PROOF. By Lemma 3.3,

∞∑
i=1

�Zi(t) =
∞∑
i=1

�Zi(0) + 1

2
�L1(t), t ≥ 0.

Thus, it suffices to show that

�L1(σ2j+2) − �L1(σ2j+1) ≤ −ε/2k−1.(5.2)

Recalling the stopping times {T k
l (·)}0≤l≤k from (5.1), note that for any 1 ≤ i ≤ k, j ∈ N0,

0 = �Zi

(
T k

k−i+1(σ2j+1)
)

= �Zi(σ2j+1) + (
�Li

(
T k

k−i+1(σ2j+1)
) − �Li(σ2j+1)

)
− 1

2

(
�Li−1

(
T k

k−i+1(σ2j+1)
) − �Li−1(σ2j+1)

)
− 1

2

(
�Li+1

(
T k

k−i+1(σ2j+1)
) − �Li+1(σ2j+1)

)
.

(5.3)
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Recalling that U1 ≤ U2, by Proposition 3.1(iii), for each i ∈ N, j ∈ N0, �Zi(σ2j+1) ≥ 0 and
�Li(·) is nonpositive and nonincreasing. Thus, from (5.3) we obtain for any 1 ≤ i ≤ k,

−(
�Li

(
T k

k−i+1(σ2j+1)
) − �Li(σ2j+1)

) ≥ −1

2

(
�Li+1

(
T k

k−i+1(σ2j+1)
) − �Li+1(σ2j+1)

)
≥ −1

2

(
�Li+1

(
T k

k−i(σ2j+1)
) − �Li+1(σ2j+1)

)
.

Using the above bound recursively for i = 1, . . . , k − 1, we get, for any j ∈ N0,

−(
�L1

(
T k

k (σ2j+1)
) − �L1(σ2j+1)

)
≥ −1

2

(
�L2

(
T k

k−1(σ2j+1)
) − �L2(σ2j+1)

)
≥ · · · ≥ − 1

2k−1

(
�Lk

(
T k

1 (σ2j+1)
) − �Lk(σ2j+1)

)
.

(5.4)

Moreover, from (5.3) with i = k, again using Proposition 3.1(iii),

−(
�Lk

(
T k

1 (σ2j+1)
) − �Lk(σ2j+1)

) ≥ �Zk(σ2j+1) ≥ ε.(5.5)

Recalling σ2j+2 ≥ Tk(σ2j+1) = T k
k (σ2j+1) and �L1(·) is nonincreasing, (5.2) follows from

(5.4) and (5.5). This proves the lemma. �

The following lemma will be used to control the maximum length of excursions in a large
time interval.

LEMMA 5.2. Suppose there exists D ≥ 1 such that the distribution of U2/D is stochas-
tically dominated by π . Let Tk := inf{S ≥ e : 48D2k(k + 1)2 logT ≤ T for all T ≥ S}. Then,
for any n ∈ N, T ≥ Tk ,

P
(
σ1 ≤ T ,σ2j+2 − σ2j+1 > 48D2k(k + 1)2 logT for some 0 ≤ j ≤ NT − 1

)
≤ P(NT > n) + 5knT −2.

PROOF. We can assume without loss of generality that, in addition to U1, U2, we are
given another R∞+ -valued random variable V (on the same probability space) such that U1 ≤
U2 ≤ DV. In addition to infinite ordered Atlas models XUi , with XUi (0) = Ui for i = 1,2,
driven by Brownian motions {Bi}, we also construct infinite ordered Atlas models XDV and
X[γ ] with drifts 1 and γ = 1/D, respectively (the latter defined as in Proposition 3.1(iv)),
satisfying XDV(0) = X[γ ](0) = DV, and driven by the same Brownian motions {Bi} (that
are independent of U1,U2,V). The associated gap processes are denoted as ZDV and Z[γ ].
In order to note the dependence of γ on D, we will denote the processes X[γ ], Z[γ ] as X{D},
Z{D}, respectively.

By Proposition 3.1(iii) and (iv),

ZU2(t) ≤ ZDV(t) ≤ Z{D}(t) for all t ≥ 0.(5.6)

For u ≥ 0, define

Si(u) := inf
{
s ≥ u : Z{D}

i (s) = 0
}

for 1 ≤ i ≤ k, S(u) := max
1≤i≤k

Si(u).

Write A := 24D2k(k + 1). Note that 2A(k + 1) logT ≤ T for all T ≥ Tk . Suppose for some
j ≥ 0, T ≥ Tk , the following event holds:

ET ,j := {
σ2j+1 ≤ T ,σ2j+2 − σ2j+1 > 2A(k + 1) logT

}
.
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Then, either

there is 1 ≤ l ≤ k such that T k
l (σ2j+1) − T k

l−1(σ2j+1) > 2A logT ,(5.7)

or

σ2j+2 − Tk(σ2j+1) = T k
1

(
Tk(σ2j+1)

) − Tk(σ2j+1) > 2A logT .(5.8)

Suppose (5.7) holds. Let l be the minimum integer in {1, . . . , k} for which (5.7) holds. Then
recalling σ2j+1 ≤ T ,

T k
l−1(σ2j+1) ≤ σ2j+1 + 2A(l − 1) logT ≤ T + 2A(k − 1) logT ≤ 2T − A logT ,

where the last inequality is true because T ≥ Tk . Similarly, if (5.8) holds and (5.7) does not
hold for any 1 ≤ l ≤ k, then

Tk(σ2j+1) ≤ σ2j+1 + 2Ak logT ≤ 2T − A logT .

Observe that for any 1 ≤ l ≤ k, j ≥ 0, by (5.6),

T k
l (σ2j+1) := inf

{
u ≥ T k

l−1(σ2j+1) : �Zk−l+1(u) = 0
}

≤ inf
{
u ≥ T k

l−1(σ2j+1) : Z{D}
k−l+1(u) = 0

} = Sk−l+1
(
T k

l−1(σ2j+1)
)
,

and similarly,

σ2j+2 = T k
1

(
Tk(σ2j+1)

) ≤ Sk

(
Tk(σ2j+1)

)
.

Hence, for any T ≥ Tk ,

ET ,j ⊆ E ′
T := {∃t ∈ [0,2T − A logT ] such that S(t) − t > 2A logT

}
.

From this observation and the union bound, for any n ∈ N, T ≥ Tk ,

P
(
σ1 ≤ T ,σ2j+2 − σ2j+1 > 2A(k + 1) logT for some 0 ≤ j ≤ NT − 1

)
≤ P(NT > n) +

n−1∑
j=0

P(ET ,j ) ≤ P(NT > n) + nP
(
E ′

T

)
.

(5.9)

In the rest of the proof, we will estimate P(E ′
T ).

For any T > 0, define n(T ) := �2T/(A logT )� ∨ 2 and

tl := Al logT , 0 ≤ l ≤ n(T ).

Then
⋃n(T )

l=0 [tl, tl+1] ⊃ [0,2T ] and each interval [tl, tl+1] is of length A logT .
Suppose S(t) − t > 2A logT for some t ∈ [tl, tl+1], 0 ≤ l ≤ n(T ) − 2. Then there exists

1 ≤ i ≤ k such that Si(tl+1) − tl+1 > A logT . Hence, for any T ≥ Tk ,

P
(
E ′

T

) ≤ P
(∃0 ≤ l ≤ n(T ) − 2,1 ≤ i ≤ k such that Si(tl+1) − tl+1 > A logT

)
.(5.10)

Note that, by scaling properties of the Atlas model, the process Z{D}(·) is stationary with
Z{D}(t) ∼ ⊗∞

i=1 Exp(2/D) for all t ≥ 0. Define for any T ≥ e the event

AT := {
Z

{D}
i (tl) ≤ 24D logT for all 1 ≤ i ≤ k,0 ≤ l ≤ n(T ) − 1

}
.

By the stationarity of Z{D}(·) and the union bound, for any T ≥ e,

P
(
Ac

T

) ≤ kn(T )e−48 logT ≤ k

(
2 + 2T

A logT

)
T −48 ≤ 4kT −47.(5.11)
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Denote by L{D} = (L
{D}
0 (·),L{D}

1 (·), . . . ) the collision local times associated with the infinite
ordered Atlas model X{D} (with drift γ = 1/D). Then, for any 0 ≤ l ≤ n(T ) − 1, 1 ≤ i ≤ k,
t ≥ 0, T ≥ e, {

Si(tl) − tl > t
} = {

X
{D}
i−1(s) < X

{D}
i (s) for all s ∈ [tl, tl + t]}.(5.12)

If the above event holds, then Li(tl + s) − Li(tl) = 0 for all 0 ≤ s ≤ t . Hence, using the fact
that X

{D}
j (·)’s are ranked and applying (3.4), we obtain for any 0 ≤ s ≤ t , on the event in

(5.12),

X
{D}
i−1(s + tl) ≥ 1

i

i−1∑
q=0

X{D}
q (s + tl)

= s

Di
+ 1

i

i−1∑
q=0

X{D}
q (tl) + 1

i

i−1∑
q=0

(
Bq(s + tl) − Bq(tl)

)
,

and

X
{D}
i (s + tl) ≤ X

{D}
i (tl) + (

Bi(s + tl) − Bi(tl)
)
.

Moreover, if AT holds, then for any 0 ≤ l ≤ n(T ) − 1, 1 ≤ q ≤ i − 1,

X
{D}
i (tl) − X{D}

q (tl) =
i∑

p=q+1

Z{D}
p (tl) ≤ 24D(i − q) logT .

Hence, defining the new Brownian motions

B̃1(s) := 1√
i

i−1∑
q=0

(
Bq(s + tl) − Bq(tl)

)
, B̃2(s) := (

Bi(s + tl) − Bi(tl)
)
, 0 ≤ s ≤ t,

and using the above observations in (5.12), we obtain for any 0 ≤ l ≤ n(T ) − 1, 1 ≤ i ≤ k,
t ≥ 0, T ≥ e,

P
(
Si(tl) − tl > t,AT

)
≤ P

(
t

Di
+ 1

i

i−1∑
q=0

X{D}
q (tl) + 1√

i
B̃1(t) < X

{D}
i (tl) + B̃2(t),AT

)

= P

(
1√
i
B̃1(t) − B̃2(t) < − t

Di
+ 1

i

i−1∑
q=0

(
X

{D}
i (tl) − X{D}

q (tl)
)
,AT

)

≤ P

(
1√
i
B̃1(t) − B̃2(t) < − t

Di
+ 1

i

i−1∑
q=0

24D(i − q) logT

)

= P

(
1√
i
B̃1(t) − B̃2(t) < − t

Di
+ 12D(i + 1) logT

)
.

Hence, taking t = 24D2i(i + 1) logT and using the fact that 1√
i
B̃1(24D2i(i + 1) logT ) −

B̃2(24D2i(i + 1) logT ) is a mean zero normal random variable with variance 24D2(i +



ATLAS MODEL 1633

1)2 logT , we obtain for any 0 ≤ l ≤ n(T ) − 1, 1 ≤ i ≤ k, T ≥ e,

P
(
Si(tl) − tl > 24D2i(i + 1) logT ,AT

)
≤ 
̄

(
−

√
24 logT

2

)
≤ 2√

48π logT
exp{−24 logT/8} ≤ 1

2
√

3π
T −3.

(5.13)

Thus, recalling that A = 24D2k(k + 1), using (5.11) and (5.13) in (5.10), we obtain for any
T ≥ Tk ,

P
(
E ′

T

) ≤ P
(∃0 ≤ l ≤ n(T ) − 2,1 ≤ i ≤ k such that Si(tl+1) − tl+1 > A logT

)
≤

n(T )−2∑
l=0

k∑
i=1

P
(
Si(tl+1) − tl+1 > 24D2i(i + 1) logT ,AT

) + P
(
Ac

T

)
≤ n(T )k

1

2
√

3π
T −3 + 4kT −47 ≤ 2k√

3π
T −2 + 4kT −47.

Finally, using the above bound in (5.9), for any n ∈ N, T ≥ Tk ,

P
(
σ1 ≤ T ,σ2j+2 − σ2j+1 > 2A(k + 1) logT for some 0 ≤ j ≤ NT − 1

)
≤ P(NT > n) + 2kn√

3π
T −2 + 4knT −47 ≤ P(NT > n) + 5knT −2,

which proves the lemma. �

6. Proofs of main results. In this section we will prove Theorem 2.1 and Theorem 2.4,
and their corollaries (i.e., Corollary 2.2 and Corollary 2.5).

6.1. Proof of Theorem 2.1. The key idea in the proof of Theorem 2.1 is to sandwich
the initial gap vectors U and V between the R

∞+ -valued random vectors U ∧ V and U ∨ V.
Using monotonicity properties of synchronous couplings described in Proposition 3.1, one
can bound the gap process ZU(·) from above and below in a pathwise fashion by the syn-
chronously coupled processes ZU∨V(·) and ZU∧V(·), respectively. Lemma 6.2 uses the ex-
cursion estimates in Section 5 to analyze synchronously coupled gap processes, respectively,
started from V and a perturbation of V with the first d entries replaced by those of U∧V. It
shows that, for fixed k ∈ N, ε > 0, the average time spent ε distance apart by the kth coordi-
nates of these two processes on a suitably large d-dependent time interval converges to zero
in probability as d → ∞.

Lemma 6.3 uses Lemma 6.2 and the quantitative estimates for the influence of far away
coordinates obtained in Section 4 to show that the averaged occupancy measure for the gap
process started from U ∧ V weakly converges to π . The convergence of the averaged oc-
cupancy measure for the gap process started from U ∨ V is a consequence of the following
lemma, which is a direct corollary of [27], Theorem 4.7. Theorem 2.1 follows from these
observations.

LEMMA 6.1 (Corollary of Theorem 4.7 of [27]). Let (U◦,V) be an R
∞+ × R

∞+ -valued
random variable such that U◦ ≥ V and V ∼ π . Consider the synchronously coupled copies
XU◦(·) and XV(·) of the infinite ordered Atlas model (in the sense of Proposition 3.1(ii))
starting from (0, s(U◦)T )T and (0, s(V)T )T , respectively, and let ZU◦(·) and ZV(·) denote
the associated gap processes as in Proposition 3.1(iii). Then the law of ZU◦(t) converges
weakly to π as t → ∞.
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LEMMA 6.2. Suppose that U and V are as in the statement of Theorem 2.1. For d ∈ N,
define the vector U(d) by

U(d),i := (Ui ∧ Vi)1(i ≤ d) + Vi1(i > d), i ∈N.

Then, s(U ∧ V), s(U), s(V), s(U(d)) all satisfy (3.1). Define infinite ordered Atlas models
XU,XV and XU(d) , starting from (0, s(U)T )T , (0, s(V)T )T and (0, s(U(d))

T )T , respectively,
as in Proposition 3.1(i) using an infinite sequence of Brownian motions {Bi}i∈N0 (independent
of U,V). Let ZU,ZV,ZU(d) be the associated gap processes. Then, for any k ∈ N, ε ∈ (0,1),
there exists A0 ≥ 1 such that for any ϑ > 0, 1 ≤ j ≤ k,

P

(
1

A0d logd

∫ A0ϑd logd

0
1
(∣∣ZV

j (s) − Z
U(d)

j (s)
∣∣ > ε

)
ds ≥ 1

)
→ 0 as d → ∞.

PROOF. First note that, by (2.1), almost surely, there exists i ′ ∈N such that s(U∧V)i ≥√
i log i for all i ≥ i ′. In particular, s(U ∧ V), and hence s(U), s(V), satisfies (3.1). As

s(U(d)) ≥ s(U∧V) and s(U∧V) satisfies (3.1), we have that s(U(d)) also satisfies (3.1).
Fix any k ∈ N, ε ∈ (0,1), ϑ > 0. Write �Z′(·) := ZV(·) −ZU(d)(·).
Recall the stopping times {σj : j ≥ 0} and the random variables {NT : T ≥ 0} from Sec-

tion 5 with our choice of ε, U1 = U(d) and U2 = V. For A ≥ 4, d ∈N, recall from Lemma 4.2
that tAd := Ad logd , and write NA,ϑ,d := NϑtAd

.

As
∑∞

j=1 j�Z′
j (0) ≤ ∑d

j=1 jVj < ∞, by Lemma 5.1, for any j ≥ 0, when σ2j+2 < ∞,

∞∑
i=1

�Z′
i (σ2j+2) −

∞∑
i=1

�Z′
i (σ2j+1) ≤ −ε/2k.

Recalling the monotonicity property in Proposition 3.1(iii), for any A > 0,

P
(
NA,ϑ,d > 2kε−1d + 1

) ≤ P

(
d∑

i=1

�Z′
i (0) > d

)
≤ P

(
d∑

i=1

Vi > d

)
≤ e−d/8.(6.1)

For d ∈ N, A ≥ 4, define the event

Ed,A := {
σ1 ≤ ϑtAd , σ2j+2 − σ2j+1 ≤ 48k(k + 1)2 log

(
ϑtAd

)
for all 0 ≤ j ≤ NA,ϑ,d − 1

}
.

By Lemma 5.2 (with D = 1, T = ϑtAd and n = 2kε−1d + 1) and (6.1), there exists d0 ∈ N

such that for any d ≥ d0, A ≥ 4,

P
(
Ec

d,A ∩ {
σ1 ≤ ϑtAd

}) ≤ e−d/8 + 10k2kε−1

A2ϑ2d(logd)2 .(6.2)

For d ≥ A ∨ ϑ ≥ 4, on the event Ed,A,

1

tAd

∫ ϑtAd

0
1
(∣∣�Z′

k(s)
∣∣ ≥ ε

)
ds

≤ 1

tAd

NA,ϑ,d−1∑
j=0

∫ σ2j+2

σ2j+1

1
(∣∣�Z′

k(s)
∣∣ ≥ ε

)
ds

≤ 48k(k + 1)2
(

log(ϑtAd )

tAd

)
NA,ϑ,d ≤ 192k(k + 1)2

Ad
NA,ϑ,d .

(6.3)
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Fix A = A0(k) := 385ε−12kk(k + 1)2 (suppressing dependence on ε for notational conve-
nience). Note that this does not depend on ϑ . Writing td,k := t

A0(k)
d and Ed,k := Ed,A0(k), and

using (6.1) and (6.3), we obtain for d ≥ A0(k) ∨ ϑ ,

P

(
1

td,k

∫ ϑtd,k

0
1
(∣∣�Z′

k(s)
∣∣ ≥ ε

)
ds ≥ 1,Ed,k

)

≤ P

(
192k(k + 1)2

A0(k)d
NA0(k),ϑ,d ≥ 1

)
≤ P

(
NA0(k),ϑ,d > 2kε−1d + 1

) ≤ e−d/8.

(6.4)

Thus, from (6.2) and (6.4), for any ϑ > 0, and d sufficiently large,

P

(
1

td,k

∫ ϑtd,k

0
1
(∣∣�Z′

k(s)
∣∣ ≥ ε

)
ds ≥ 1

)

≤ 2e−d/8 + 10k2kε−1

A0(k)2ϑ2d(logd)2 → 0 as d → ∞.

(6.5)

Note that the above holds for any 1 ≤ j ≤ k, upon replacing k with j . Thus, for any 1 ≤ j ≤ k,
writing ϑk := ϑtd,k/td,1 = ϑA0(k)/A0(1) = ϑ2k−3k(k + 1)2,

P

(
1

td,k

∫ ϑtd,k

0
1
(∣∣�Z′

j (s)
∣∣ ≥ ε

)
ds ≥ 1

)
≤ P

(
1

td,j

∫ ϑktd,j

0
1
(∣∣�Z′

j (s)
∣∣ ≥ ε

)
ds ≥ 1

)
,

which converges to zero as d → ∞. This proves the lemma with A0 := A0(k). �

LEMMA 6.3. Suppose that U and V are as in Theorem 2.1. Define the infinite ordered
Atlas model XU∧V with XU∧V(0) = (0, s(U ∧ V)T )T and the same sequence of Brownian
motions used to define XU,XV and XU(d) in Lemma 6.2. Let ZU∧V be the corresponding gap
process. Define the measure

μ
t
(F ) := 1

t

∫ t

0
P

(
ZU∧V(s) ∈ F

)
ds, F ∈ B

(
R

∞+
)
, t > 0.(6.6)

Then μ
t
converges weakly to π as t → ∞.

PROOF. Fix any ε ∈ (0,1), δ ∈ (0,1), k ∈ N. Recall A0 from Lemma 6.2 for this choice
of ε, k. For t > δ−1A0e, write d(t) := �δA−1

0 t/ log(δA−1
0 t)�. Choose t0 > δ−1A0e large

enough such that d(t) ≥ δA−1
0 t/[2 log(δA−1

0 t)] > k and log(δA−1
0 t) ≥ 2 log(2 log(δA−1

0 t))

for all t ≥ t0. Also, set ϑ := 4δ−1. Note that for all t ≥ t0,

A0d(t) logd(t) ≤ δt, A0ϑd(t) logd(t) ≥ t.

Recall the gap processes ZV,ZU(d) from Lemma 6.2. Then, for all t ≥ t0, 1 ≤ j ≤ k,

P

(
1

t

∫ t

0
1
(∣∣ZV

j (s) − Z
U(d(t))

j (s)
∣∣ > ε

)
ds ≥ δ

)

≤ P

(
1

A0d(t) logd(t)

∫ A0ϑd(t) logd(t)

0
1
(∣∣ZV

j (s) − Z
U(d(t))

j (s)
∣∣ > ε

)
ds ≥ 1

)
.

Hence, applying Lemma 6.2 with d(t) in place of d and the above choice of ϑ , we obtain for
any 1 ≤ j ≤ k,

P

(
1

t

∫ t

0
1
(∣∣ZV

j (s) − Z
U(d(t))

j (s)
∣∣ > ε

)
ds ≥ δ

)
→ 0 as t → ∞.(6.7)
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Define the measures {μ̃(k)
t , t > 0} on R

k+ by

μ̃
(k)
t (F ) := 1

t

∫ t

0
P

(
ZU(d(t)) (s)|k ∈ F

)
ds, F ∈ B

(
R

k+
)
, t > 0.

Take any closed set F ∈ B(Rk+) and, for η > 0, let Fη := {y ∈ R
k+ : ‖y − x‖1 ≤

η for some x ∈ F } be the closed η-neighborhood of F with respect to L1 distance. Observe
that

μ̃
(k)
t (F ) ≤ 1

t

∫ t

0
P

(
ZV(s)|k ∈ Fkε)ds +

k∑
j=1

1

t

∫ t

0
P

(∣∣ZV
j (s) − Z

U(d(t))

j (s)
∣∣ > ε

)
ds.

Using the inequality

1

t

∫ t

0
P

(∣∣ZV
j (s) − Z

U(d(t))

j (s)
∣∣ > ε

)
ds ≤ δ + P

(
1

t

∫ t

0
1
(∣∣ZV

j (s) − Z
U(d(t))

j (s)
∣∣ > ε

)
ds ≥ δ

)
for 1 ≤ j ≤ k, together with (6.7), and the stationarity of ZV(·), we now obtain for any closed
set F ∈ B(Rk+),

lim sup
t→∞

μ̃
(k)
t (F ) ≤ π(k)(Fkε) + kδ,(6.8)

where π(k) = ⊗k
i=1 Exp(2).

Our next step is to show the above bound (6.8) with μ̃
(k)
t replaced by the measure μ(k)

t
(the

k-marginal of μ
t
) by showing that, for any closed set F ∈ B(Rk+),

μ(k)
t

(F ) − μ̃
(k)
t (F ) → 0 as t → ∞.(6.9)

To see this, take any t ≥ t0. Let γ (t) be the probability law of (0, s(U(d(t)))
T )T and denote by

Yγ (t) the unique weak solution of (1.1) with Yγ (t)(0) distributed as γ (t), given on some prob-
ability space with driving Brownian motions {Wi}i∈N0 . Denote the corresponding process of
gaps (as defined in (1.6)) as Ẑγ (t).

Recall d(t) > k. For any ζ ∈ [0, t],
P

(
ZU(d(t)) (ζ )|k ∈ F

) = P
(
Ẑγ (t)(ζ )|k ∈ F

)
= P

(
Ẑγ (t)(ζ )|k ∈ F, inf

s∈[0,t] inf
i≥d(t)

Y
γ (t)
i (s) > sup

s∈[0,t]
Y

γ (t)
(k) (s)

)
(6.10)

+ P

(
Ẑγ (t)(ζ )|k ∈ F, inf

s∈[0,t] inf
i≥d(t)

Y
γ (t)
i (s) ≤ sup

s∈[0,t]
Y

γ (t)
(k) (s)

)
.

Recall from the Introduction that a finite-dimensional Atlas model has a unique strong so-
lution. We denote by Ŷγ (t),d(t) such a process with d(t) + 1 particles, driven by Brown-
ian motions {Wi}d(t)

i=0 and initial conditions Ŷ
γ (t),d(t)
i (0) = Y

γ (t)
i (0), i = 0,1, . . . , d(t). De-

note by X̂γ (t),d(t) the corresponding process of ordered particles and denote the associated
gap process by Ẑγ (t),d(t). Then, on the set, {infs∈[0,t] infi≥d(t) Y

γ (t)
i (s) > sups∈[0,t] Y

γ (t)
(k) (s)},

Ẑγ (t)(s)|k = Ẑγ (t),d(t)(s)|k for all s ∈ [0, t] and so, using (6.10), for ζ ∈ [0, t],
P

(
ZU(d(t)) (ζ )|k ∈ F

) = P

(
Ẑγ (t),d(t)(ζ )|k ∈ F, inf

s∈[0,t] inf
i≥d(t)

Y
γ (t)
i (s) > sup

s∈[0,t]
Y

γ (t)
(k) (s)

)
+ P

(
Ẑγ (t)(ζ )|k ∈ F, inf

s∈[0,t] inf
i≥d(t)

Y
γ (t)
i (s) ≤ sup

s∈[0,t]
Y

γ (t)
(k) (s)

)
= P

(
Ẑγ (t),d(t)(ζ )|k ∈ F

)
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− P

(
Ẑγ (t),d(t)(ζ )|k ∈ F, inf

s∈[0,t] inf
i≥d(t)

Y
γ (t)
i (s) ≤ sup

s∈[0,t]
Y

γ (t)
(k) (s)

)
+ P

(
Ẑγ (t)(ζ )|k ∈ F, inf

s∈[0,t] inf
i≥d(t)

Y
γ (t)
i (s) ≤ sup

s∈[0,t]
Y

γ (t)
(k) (s)

)
,

which shows that ∣∣P(
ZU(d(t)) (ζ )|k ∈ F

) − P
(
Ẑγ (t),d(t)(ζ )|k ∈ F

)∣∣
≤ P

(
inf

s∈[0,t] inf
i≥d(t)

Y
γ (t)
i (s) ≤ sup

s∈[0,t]
Y

γ (t)
(k) (s)

)
.

(6.11)

Now let γ ∗ be the probability law of (0, s(U ∧ V)T )T and denote by Yγ ∗
the unique weak

solution of (1.1) with Yγ ∗
(0) distributed as γ ∗. Denote the corresponding process of gaps

as Ẑγ ∗
. The process of ordered particles X̂γ ∗,d(t) with d(t) + 1 particles and initial val-

ues Yγ ∗
(0)|d(t), and the associated gap process Ẑγ ∗,d(t), are defined in a similar manner

as X̂γ (t),d(t) and Ẑγ (t),d(t). By a similar argument as above∣∣P(
ZU∧V(ζ )|k ∈ F

) − P
(
Ẑγ ∗,d(t)(ζ )|k ∈ F

)∣∣
≤ P

(
inf

s∈[0,t] inf
i≥d(t)

Y
γ ∗
i (s) ≤ sup

s∈[0,t]
Y

γ ∗
(k)(s)

)
.

(6.12)

Since U∧V|d(t) = U(d(t))|d(t) we have that Ẑγ ∗,d(t) and Ẑγ (t),d(t) have the same distribution
and so from (6.11) and (6.12) we have that∣∣P(

ZU(d(t)) (ζ )|k ∈ F
) − P

(
ZU∧V(ζ )|k ∈ F

)∣∣
≤ P

(
inf

s∈[0,t] inf
i≥d(t)

Y
γ (t)
i (s) ≤ sup

s∈[0,t]
Y

γ (t)
(k) (s)

)
(6.13)

+ P

(
inf

s∈[0,t] inf
i≥d(t)

Y
γ ∗
i (s) ≤ sup

s∈[0,t]
Y

γ ∗
(k)(s)

)
.

Now, recalling t
A0ϑ
d(t) = A0ϑd(t) logd(t) ≥ t and that �

A0ϑ
d(t) = 6A0ϑ

√
d(t)(logd(t)) from

Lemma 4.2, we see that

P

(
inf

s∈[0,t] inf
i≥d(t)

Y
γ (t)
i (s) ≤ sup

s∈[0,t]
Y

γ (t)
(k) (s)

)
≤ P

(
inf

s∈[0,t
A0ϑ

d(t) ]
inf

i≥d(t)
Y

γ (t)
i (s) ≤ sup

s∈[0,t
A0ϑ

d(t) ]
Y

γ (t)
(k) (s)

)

≤ P

(
inf

s∈[0,t
A0ϑ

d(t) ]
inf

i≥d(t)
Y

γ (t)
i (s) ≤ �

A0ϑ
d(t)

)
+ P

(
sup

s∈[0,t
A0ϑ

d(t) ]
Y

γ (t)
(k) (s) ≥ �

A0ϑ
d(t)

)

≤ P

(
inf

s∈[0,t
A0ϑ

d(t) ]
inf

i≥d(t)
Y

γ ∗
i (s) ≤ �

A0ϑ
d(t)

)
+ P

(
sup

s∈[0,t
A0ϑ

d(t) ]
Yπ

(k)(s) ≥ �
A0ϑ
d(t)

)
→ 0 as t → ∞,

where Yπ(·) is the infinite Atlas model with Yπ(0) distributed as (0, s(V)T )T . The last in-
equality above uses the observation U ∧ V ≤ U(d(t)) ≤ V, infi≥d(t) Y

γ ∗
i (s) = Y

γ ∗
(d(t))(s) for

all s ≥ 0, and [27], Corollary 3.10(i). The limit follows from Lemma 4.2 with A = A0ϑ ,
d = d(t) upon using U∧V ≤ V and noting that Yγ ∗

(0) satisfies condition (4.3) by virtue of
assumption (2.1) and Yπ(0) satisfies (4.3) by the law of large numbers.

Similarly,

P

(
inf

s∈[0,t] inf
i≥d(t)

Y
γ ∗
i (s) ≤ sup

s∈[0,t]
Y

γ ∗
(k)(s)

)
→ 0 as t → ∞.
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Using the above observations along with (6.13), we obtain

sup
ζ∈[0,t]

∣∣P(
ZU∧V(ζ )|k ∈ F

) − P
(
ZU(d(t)) (ζ )|k ∈ F

)∣∣ → 0 as t → ∞.

(6.9) follows from this. From (6.8) and (6.9), we obtain for any closed set F ∈ B(Rk+),

lim sup
t→∞

μ(k)
t

(F ) ≤ π(k)(Fkε) + kδ.

As the left-hand side above does not depend on ε, δ, we take a limit as ε, δ go to zero in the
above to obtain for any k ∈ N,

lim sup
t→∞

μ(k)
t

(F ) ≤ π(k)(F ) for any closed set F ∈ B
(
R

k+
)
.

The lemma now follows from the Portmanteau theorem [5], Chapter 1, Theorem 2.1. �

Now, we are ready to prove Theorem 2.1.

PROOF OF THEOREM 2.1. Let (U,V) be as in the statement of Theorem 2.1. Let ZU,ZV

and ZU∧V be as in Lemma 6.2 and Lemma 6.3. By the monotonicity property in Proposi-
tion 3.1(iii),

ZU∧V(·) ≤ ZU(·) ≤ ZU∨V(·).
Define the measure

μt(F ) := 1

t

∫ t

0
P

(
ZU∨V(s) ∈ F

)
ds, F ∈ B

(
R

∞+
)
, t > 0,

and recall μ
t

defined in (6.6). Also define

μt(F ) := 1

t

∫ t

0
P

(
ZU(s) ∈ F

)
ds, F ∈ B

(
R

∞+
)
, t > 0.

Then, for any k ∈ N, z ∈ R
k+,

μ
(k)
t

(
(−∞, z]) ≤ μ

(k)
t

(
(−∞, z]) ≤ μ(k)

t

(
(−∞, z]).(6.14)

By Lemma 6.3, μ(k)
t

((−∞, z]) → π(k)((−∞, z]) as t → ∞. Moreover, as U ∨ V ≥ V, by

Lemma 6.1, the law of ZU∨V(t) converges weakly to π . In particular, μ
(k)
t ((−∞, z]) →

π(k)((−∞, z]) as t → ∞. Hence, by (6.14), for any k ∈ N, z ∈R
k+,

μ
(k)
t

(
(−∞, z]) → π(k)((−∞, z]) as t → ∞.

This proves the theorem. �

PROOF OF COROLLARY 2.2. The fact that (i) implies (2.1) is immediate on observing
that we can find a coupling (U,V) of μ and π such that U≤V a.s.

For the statement in (ii), we will consider the independent coupling of (U,V), that is,
under the coupling, the marginals U and V are independent. Recall from Remark 2.3(b) that
the statement in (2.3) is equivalent to

lim inf
d→∞

1√
d(logd)

d∑
i=1

(
Ui ∧ 1

2

)
= ∞, a.s.(6.15)
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It suffices to show that, conditional on a realization of U = u such that (6.15) holds with
U= u, the independent random variables �i := Vi ∧ ui satisfy

lim inf
m→∞

1√
m logm

m∑
i=1

�i = ∞ almost surely.(6.16)

Note that

μi := E(�i) =
∫ ui

0
2ve−2v dv +

∫ ∞
ui

2uie
−2v dv = 1

2

(
1 − e−2ui

)
.

As x ∧ (1/2) ≤ 1 − e−2x ≤ 2(x ∧ (1/2)) for all x ≥ 0, (6.15) with U = u is equivalent to the
condition

lim
m→∞

1√
m logm

m∑
i=1

μi = ∞.(6.17)

Take any C > 0. By (6.17), there exists mC ∈ N such that
∑m

i=1 μi ≥ 2C
√

m logm for all
m ≥ mC . Note that for any k ∈ N,

E
(|�i − μi |k) ≤ 2k

E
(
V k

i + μk
i

) ≤ 2k(k!2−k + 2−k) ≤ 2k!.
Therefore, �i satisfies condition (2.16) in [31], Chapter 2, with σ = 2, b = 1. Hence, by [31],
Chapter 2, Proposition 2.3, E(eλ(�i−μi)) ≤ exp{2λ2/(1 − |λ|)} ≤ exp{4λ2} for all |λ| < 1/2.
Hence, using [31], Chapter 2, Theorem 2.3, with Dk = �k , bk = 2 and νk = 2

√
2, for all

m ≥ mC satisfying C
√

m logm ≤ 4m,

P

(
m∑

i=1

�i ≤ C
√

m logm

)
≤ P

(
m∑

i=1

(�i − μi) ≤ −C
√

m logm

)

≤ 2 exp
{
−(C

√
m logm)2

16m

}
= 2 exp

{−C2(logm)2/16
}
.

As the bound above is summable in m, we conclude from the Borel–Cantelli lemma that for
any C > 0, almost surely, lim infm→∞(

√
m logm)−1 ∑m

i=1 �i ≥ C. This implies (6.16) and
thus proves that the statement in (ii) implies (2.1).

Consider now (iii). Thus Ui = λi	i, i ∈ N, where {	i} are i.i.d. nonnegative random vari-
ables satisfying P(	1 > 0) > 0, and {λi} are positive deterministic real numbers. If {λj }
satisfy condition (a), that is, lim infj→∞ λj > 0, there exists η > 0 such that Ui ∧ (1/2) ≥
(η	i) ∧ (1/2) for all sufficiently large i. Note that {(η	i) ∧ (1/2)} are i.i.d. with positive
mean as P(	1 > 0) > 0. Therefore, (6.15) holds by the strong law of large numbers, imply-
ing (2.1).

If {λj } satisfy condition (b), namely lim supj→∞ λj < ∞ and (2.4) holds, there exists
M ∈ [1,∞) such that λj ≤ M for all j ∈ N. Note that E(Ui ∧ (1/2)) ≥ λjE(	i ∧ (1/2M)) ≥
λjM

−1
E(	1 ∧ (1/2)). As P(	1 > 0) > 0, E(	1 ∧ (1/2)) > 0. Hence, by (2.4), for any

C > 0, there exists mC ∈ N such that for all m ≥ mC ,
m∑

i=1

E
(
Ui ∧ (1/2)

) ≥ M−1
E

(
	1 ∧ (1/2)

) m∑
i=1

λi ≥ 2C
√

m logm.

As |Ui ∧ (1/2) −E(Ui ∧ (1/2))| ≤ 1 for all i ∈ N, by the Azuma–Hoeffding inequality [31],
Chapter 2, Corollary 2.1, for all m ≥ mC ,

P

(
m∑

i=1

Ui ∧ (1/2) ≤ C
√

m logm

)

≤ P

(
m∑

i=1

(
Ui ∧ (1/2) −E

(
Ui ∧ (1/2)

)) ≤ −C
√

m logm

)
≤ 2 exp

{−2C2(logm)2}
,
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which is summable in m. Hence, we conclude from the Borel–Cantelli lemma that

lim inf
m→∞ (

√
m logm)−1

m∑
i=1

Ui ∧ (1/2) = ∞

almost surely. Thus, (6.15) holds which shows (2.1). �

6.2. Proof of Theorem 2.4. We now prove Theorem 2.4. As in the proof of Theorem 2.1,
we will proceed by defining new starting configurations for the gap process in terms of U
and Va and exploiting the monotonicity properties of the synchronous coupling described in
Proposition 3.1.

PROOF OF THEOREM 2.4. Let (U,Va) be as in the statement of Theorem 2.4. First note
that, by Lemma 4.5, s(U), s(Va) and s(U∧Va) all satisfy (3.1). Define the vector Ua,(d) by

Ua,(d),i := (Ui ∧ Va,i)1(i ≤ d) + (Ui ∨ Va,i)1(i > d), i ∈N, d ≥ 2.

As Ua,(d) ≥U∧Va and s(U∧Va) satisfies (3.1), we have that s(Ua,(d)) satisfies (3.1).
Observe that, with Vi := (1 + ia/2)Va,i, i ∈ N, (Ua,(d),U ∨ Va,V) defines a coupling of

(μ,πa,π). By the second condition in (2.5), lim supd→∞ Ud

Vd
< ∞ a.s. and so the events

E (D) := {U∨Va ≤ DV}, D ≥ 1,

satisfy

P
(
E (D)) → 1 as D → ∞.(6.18)

Fix D ≥ 1. Note that, for i ∈ N,

s(Ua,(d) ∧ DV)i =
i∑

j=1

(Ua,(d))j ∧ DVj ≥
i∑

j=1

Va,j −
i∑

j=1

|Va,j − Uj |.

By a similar calculation as in (4.10) it then follows that, for some i′ ∈ N and all i ≥ i ′,
s(Ua,(d) ∧ DV)i ≥ (4a)−1 log i. This shows that s(Ua,(d) ∧ DV) satisfies (3.1). Similarly,
s((U∨Va) ∧ DV) satisfies (3.1).

In the rest of the proof we will consider several random variables Ũ such that s(Ũ) satisfies
(3.1) and are given on the same probability space. For all such random variables we use

Proposition 3.1(ii) to construct infinite ordered Atlas models XŨ(·) starting from (0, s(Ũ)T )T

driven by a common collection of Brownian motions {Bi}i∈N0 (that are independent of all the

Ũ). We denote by ZŨ(·) the associated gap processes.
Let �Z∗,D(·) := Z(U∨Va)∧DV(·) −ZUa,(d)∧DV(·).
Fix ε, δ > 0, k ∈ N. Recall the stopping times {σj : j ≥ 0} and the random variables {NT :

T ≥ 0} from Section 5 with U1 = Ua,(d) ∧ DV and U2 = (U∨Va) ∧ DV. Write t ′d := logd ,
and N ′

d := Nt ′d . We suppress the dependence of {σj } and N ′
d on D for notational convenience.

As
∑∞

j=1 j�Z
∗,D
j (0) ≤ ∑d

j=1 j |Va,j − Uj | < ∞, by Lemma 5.1, for any j ≥ 0, when
σ2j+2 < ∞,

∞∑
i=1

�Z
∗,D
i (σ2j+2) −

∞∑
i=1

�Z
∗,D
i (σ2j+1) ≤ −ε/2k.
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Hence, as in the proof of (6.1), for any A > 0,

P

(
N ′

d ≥ 2kA
logd

log logd

)

≤ P

(
d∑

i=1

�Z
∗,D
i (0) ≥ Aε

logd

log logd
− 2−kε

)

≤ P

(
log logd

logd

d∑
i=1

|Va,i − Ui | ≥ Aε − 2−kε
log logd

logd

)
→ 0 as d → ∞,

(6.19)

where the claimed limit is a consequence of (2.5).
For d ≥ 2, define the events

E ′
d,D := {

σ1 ≤ logd,σ2j+2 − σ2j+1 ≤ 48D2k(k + 1)2 log logd for all 0 ≤ j ≤ N ′
d − 1

}
.

By Lemma 5.2 with T = logd , n = �2k logd/ log logd�, for sufficiently large d ,

P
((
E ′

d,D

)c ∩ {σ1 ≤ logd}) ≤ P

(
N ′

d > 2k logd

log logd

)
+ 5k

(
2k logd

log logd

)
(logd)−2,

which converges to zero as d → ∞ using (6.19) with A = 1. On the event E ′
d,D ,

1

t ′d

∫ t ′d

0
1
(∣∣�Z

∗,D
k (s)

∣∣ ≥ ε
)
ds ≤ 1

t ′d

N ′
d−1∑

j=0

∫ σ2j+2

σ2j+1

1
(∣∣�Z

∗,D
k (s)

∣∣ ≥ ε
)
ds

≤ 48D2k(k + 1)2
(

log logd

logd

)
N ′

d .

Hence, using (6.19) with A = AD,k,δ := δ[48D2 × 2kk(k + 1)2]−1,

P

(
1

t ′d

∫ t ′d

0
1
(∣∣�Z

∗,D
k (s)

∣∣ ≥ ε
)
ds > δ

)

≤ P

(
N ′

d > 2kAD,k,δ

logd

log logd

)
+ P

((
E ′

d,D

)c ∩ {σ1 ≤ logd}) → 0

as d → ∞.

(6.20)

Recalling the event E (D) and using (6.20),

lim sup
d→∞

P

(
1

t ′d

∫ t ′d

0
1
(∣∣ZU∨Va

k (s) − Z
Ua,(d)

k (s)
∣∣ ≥ ε

)
ds > δ

)

≤ lim sup
d→∞

P

(
1

t ′d

∫ t ′d

0
1
(∣∣�Z

∗,D
k (s)

∣∣ ≥ ε
)
ds > δ

)
+ P

((
E (D))c) = P

((
E (D))c).

As D ≥ 1 is arbitrary, we obtain from (6.18), for any ε, δ > 0, k ∈N,

lim sup
d→∞

P

(
1

t ′d

∫ t ′d

0
1
(∣∣ZU∨Va

k (s) − Z
Ua,(d)

k (s)
∣∣ ≥ ε

)
ds ≥ δ

)
= 0.(6.21)

Now, from the monotonicity property in Proposition 3.1(iii),

ZU∧Va (·) ≤ ZU(·) ≤ ZU∨Va (·), ZU∧Va (·) ≤ ZVa (·) ≤ ZU∨Va (·).(6.22)
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Let d ′(t) := �et/δ0�, t > 0, where δ0 is the constant appearing in Lemma 4.6. Define the
following measures:

μa,t (F ) := 1

t

∫ t

0
P

(
ZU∨Va (s) ∈ F

)
ds, F ∈ B

(
R

∞+
)
,

μ
a,t

(F ) := 1

t

∫ t

0
P

(
ZU∧Va (s) ∈ F

)
ds, F ∈ B

(
R

∞+
)
,

for t > 0. For k ∈N, t > 0, define the measure on R
k+,

μ̃
(k)
a,t (F ) := 1

t

∫ t

0
P

(
ZUa,(d′(t)) (s)|k ∈ F

)
ds, F ∈ B

(
R

k+
)
.

Take any k ∈ N and z ∈ R
k+. For η ∈ R, write zη for the vector obtained by adding η to each

coordinate. Note that, for any ε > 0,

μ̃
(k)
a,t

(
(−∞, z]) ≤ μ

(k)
a,t

((−∞, zε])
+

k∑
j=1

1

t

∫ t

0
P

(∣∣ZU∨Va

j (s) − Z
Ua,(d′(t))
j (s)

∣∣ > ε
)
ds.

(6.23)

Hence, using (6.21),

lim sup
t→∞

μ̃
(k)
a,t

(
(−∞, z]) ≤ lim sup

t→∞
μ

(k)
a,t

((−∞, zε]) ≤ π(k)
a

((−∞, zε]),
where the last inequality uses ZVa (·) ≤ ZU∨Va (·) (cf. Proposition 3.1(iii)) and the stationarity
of the process ZVa (·). Taking ε ↓ 0 above, we obtain for any k ∈ N, z ∈ R

k+,

lim sup
t→∞

μ̃
(k)
a,t

(
(−∞, z]) ≤ π(k)

a

(
(−∞, z]).(6.24)

As in the proof of Theorem 2.1, we will show that for any k ∈ N, z ∈ R
k+,

μ(k)
a,t

(
(−∞, z]) − μ̃

(k)
a,t

(
(−∞, z]) → 0 as t → ∞.(6.25)

Fix t0 > 0 such that d ′(t0) > k. For t ≥ t0, let γ (t) be the probability law of (0, s(Ua,(d ′(t)))T )T

and denote by Yγ (t) the unique weak solution of (1.1) with Yγ (t)(0) distributed as γ (t), given
on some probability space with driving Brownian motions {Wi}i∈N0 . Denote the correspond-
ing process of gaps (as defined in (1.6)) as Ẑγ (t). As in the proof of Lemma 6.3, we use
the fact that a finite-dimensional Atlas model has a unique strong solution. We denote by

Ŷγ (t),d ′(t) such a process with d ′(t) + 1 particles, driven by Brownian motions {Wi}d ′(t)
i=0 and

initial conditions Ŷ
γ (t),d ′(t)
i (0) = Y

γ (t)
i (0), i = 0,1, . . . , d ′(t). Denote by X̂γ (t),d ′(t) the cor-

responding process of ordered particles and denote the associated gap process by Ẑγ (t),d ′(t).
Exactly as in the proof of (6.11) we now see that, for any ζ ∈ [0, t], z ∈ R

k+,∣∣P(
ZUa,(d′(t)) (ζ )|k ∈ (−∞, z]) − P

(
Ẑγ (t),d ′(t)(ζ )|k ∈ (−∞, z])∣∣

≤ P

(
inf

s∈[0,t] inf
i≥d ′(t)

Y
γ (t)
i (s) ≤ sup

s∈[0,t]
Yγ (t)(s)

)
.

(6.26)

Now let γ ∗ be the probability law of (0, s(U∧Va)
T )T and denote by Yγ ∗

the unique weak
solution of (1.1) with Yγ ∗

(0) distributed as γ ∗. Denote the corresponding process of gaps as
Ẑγ ∗

. The process of ordered particles X̂γ ∗,d ′(t) with d ′(t) + 1 particles and initial values
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Yγ ∗
(0)|d ′(t), and the associated gap process Ẑγ ∗,d ′(t), are defined in a similar manner as

X̂γ (t),d ′(t) and Ẑγ (t),d ′(t). By a similar argument as above,∣∣P(
ZU∧Va (ζ )|k ∈ (−∞, z]) − P

(
Ẑγ ∗,d ′(t)(ζ )|k ∈ (−∞, z])∣∣

≤ P

(
inf

s∈[0,t] inf
i≥d ′(t)

Y
γ ∗
i (s) ≤ sup

s∈[0,t]
Y

γ ∗
(k)(s)

)
.

(6.27)

Since U∧Va|d ′(t) = Ua,(d ′(t))|d ′(t) we have that Ẑγ ∗,d ′(t) and Ẑγ (t),d ′(t) have the same distri-
bution and so from (6.26) and (6.27) we have that∣∣P(

ZUa,(d′(t)) (ζ )|k ∈ (−∞, z]) − P
(
ZU∧Va (ζ )|k ∈ (−∞, z])∣∣

≤ P

(
inf

s∈[0,t] inf
i≥d ′(t)

Y
γ (t)
i (s) ≤ sup

s∈[0,t]
Yγ (t)(s)

)
+ P

(
inf

s∈[0,t] inf
i≥d ′(t)

Y
γ ∗
i (s) ≤ sup

s∈[0,t]
Y

γ ∗
(k)(s)

)
.

(6.28)

As in the proof of Theorem 2.1,

P

(
inf

s∈[0,t] inf
i≥d ′(t)

Y
γ (t)
i (s) ≤ sup

s∈[0,t]
Y

γ (t)
(k) (s)

)
≤ P

(
inf

s∈[0,δ0 logd ′(t)] inf
i≥d ′(t)

Y
γ ∗
i (s) ≤ 1

8a
logd ′(t)

)

+ P

(
sup

s∈[0,δ0 logd ′(t)]
Y

γ̃
(k)(s) ≥ 1

8a
logd ′(t)

)
,

where Yγ̃ (·) is the infinite Atlas model with Yγ̃ (0) distributed as (0, s(U∨Va)
T )T . The last

inequality above uses the observation U∧Va ≤U(d ′(t) ≤U∨Va and [27], Corollary 3.10(i).
By Lemma 4.6, the right-hand side above converges to zero as d → ∞. Similarly,

P

(
inf

s∈[0,t] inf
i≥d ′(t)

Y
γ ∗
i (s) ≤ sup

s∈[0,t]
Y

γ ∗
(k)(s)

)
→ 0 as t → ∞.

Hence, from (6.28), for any k ∈ N, z ∈ R
k+,

sup
ζ∈[0,t]

∣∣P(
ZUa,(d′(t)) (ζ )|k ∈ (−∞, z]) − P

(
ZU∧Va (ζ )|k ∈ (−∞, z])∣∣ → 0 as t → ∞,

which implies (6.25). By (6.24) and (6.25), for any k ∈ N, z ∈ R
k+,

lim sup
t→∞

μ(k)
a,t

(
(−∞, z]) ≤ π(k)

a

(
(−∞, z]).

Moreover, as ZU∧Va (·) ≤ ZVa (·), lim inft→∞ μ(k)
a,t

((−∞, z]) ≥ π
(k)
a ((−∞, z]). Thus, we con-

clude that for any k ∈ N, z ∈ R
k+,

lim
t→∞μ(k)

a,t

(
(−∞, z]) = π(k)

a

(
(−∞, z]).(6.29)

Now note that by (6.23) and (6.21), for any ε > 0, k ∈N, z ∈R
k+

lim inf
t→∞ μ̃

(k)
a,t

((−∞, z−ε]) ≤ lim inf
t→∞ μ

(k)
a,t

(
(−∞, z]).

Also, by (6.25), lim inft→∞ μ̃
(k)
a,t ((−∞, z−ε]) = lim inft→∞ μ(k)

a,t
((−∞, z−ε]). Hence, using

(6.29),

π(k)
a

((−∞, z−ε]) = lim inf
t→∞ μ(k)

a,t

((−∞, z−ε]) ≤ lim inf
t→∞ μ

(k)
a,t

(
(−∞, z]).
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As ε > 0 is arbitrary, we conclude π
(k)
a ((−∞, z]) ≤ lim inft→∞ μ

(k)
a,t ((−∞, z]). Moreover, as

U ∨ Va ≥ Va , we have lim supt→∞ μ
(k)
a,t ((−∞, z]) ≤ π

(k)
a ((−∞, z]). Hence, for any k ∈ N,

z ∈ R
k+,

lim
t→∞μ

(k)
a,t

(
(−∞, z]) = π(k)

a

(
(−∞, z]).(6.30)

Finally, as ZU∧Va (·) ≤ ZU(·) ≤ ZU∨Va (·), for any k ∈ N, z ∈ R
k+, t > 0,

μ
(k)
a,t

(
(−∞, z]) ≤ μ

(k)
t

(
(−∞, z]) ≤ μ(k)

a,t

(
(−∞, z]),

where

μt(F ) := 1

t

∫ t

0
P

(
ZU(s) ∈ F

)
ds, F ∈ B

(
R

∞+
)
, t > 0.

Thus, using (6.29) and (6.30), we obtain for any k ∈ N, z ∈ R
k+,

lim
t→∞μ

(k)
t

(
(−∞, z]) = π(k)

a

(
(−∞, z]),

which proves the theorem. �

PROOF OF COROLLARY 2.5. Suppose μ := ⊗∞
i=1 Exp(2 + ia + λi). Let V ∼ π . Con-

sider the coupling (U,Va) of μ and πa defined as

Ui := 2Vi

2 + ia + λi

, Va,i := 2Vi

2 + ia
, i ∈ N.

For sufficiently large i ∈ N,

(6.31) |Va,i − Ui | = 2|λi |
(2 + ia)(2 + ia + λi)

Vi ≤ 2|λi |
(1 − β)(2 + ia)2 Vi ≤ 2

a2(1 − β)

|λi |
i2 Vi.

By (2.6),

lim sup
d→∞

log logd

logd

d∑
i=1

E

( |λi |Vi

i2

)
= 0.(6.32)

Moreover, M∗
i := ∑i

j=1(
|λj |Vj

j2 − E(
|λj |Vj

j2 )), i ∈ N, is a martingale with uniformly bounded
second moment. Indeed, for i ∈N,

E
[(

M∗
i

)2] =
i∑

j=1

|λj |2
4j4 ≤

∞∑
j=1

(C2 + 1)(2 + ja)2

4j4 < ∞.

Hence, by the martingale convergence theorem [22], Theorem 11.10, M∗
i almost surely con-

verges to a finite limit as i → ∞. This, along with (6.32), implies that, almost surely,

lim sup
d→∞

log logd

logd

d∑
i=1

|λi |Vi

i2 = 0.

By (6.31), we conclude that the first statement in (2.5) holds. Also note that

Ud

dVa,d

= 2 + da

d(2 + da + λd)
≤ 1

(1 − β)d
,

which shows that the second statement in (2.5) holds as well. �
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