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Abstract 

The quality of powder processed for manufacturing can be certified by hundreds of different 

variables. Assessing the impact of all these different metrics on the performance of additively 

manufactured engineered products is an invaluable, but time intensive specification process. In 

this work, a comprehensive, generalizable, data-driven framework was implemented to select the 

optimal powder processing and microstructure variables that are required to predict the target 

property variables. The framework was demonstrated on a high-dimensional dataset collected from 

selective laser melted, additively manufactured, Inconel 718. One hundred and twenty-nine 

powder quality variables including particle morphology, rheology, chemical composition, and 

build composition, were assessed for their impact on eight microstructural features and sixteen 

mechanical properties. The importance of each powder and microstructure variable was 

determined by using statistical analysis and machine learning models. The trained models 

predicted target mechanical properties with an R2 value of 0.9 or higher. The results indicate that 

the desired mechanical properties can be achieved by controlling only a few critical powder 

properties and without the need for collecting microstructure data. This framework significantly 

reduces the time and cost of qualifying source materials for production by determining an optimal 

subset of experiments needed to predict that a given source material will lead to a desired outcome. 

This general framework can be easily applied to other material systems.  

Introduction 

Design of manufacturing routes for a material often involves large numbers of cost and time-

consuming experiments. It is not always clear which variables are critical to control for achieving 

the required properties during this iterative manufacturing design. It is impractical to use intuition 

or conduct randomized trial and error methods to navigate the broad design space in an effort to 

find which processing and microstructure variables are critical to control in order to achieve target 
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material properties [1]. Thus, the application of predictive computational tools that provide insight 

and guidance of the next round of required experiments has become pivotal to accelerate the 

discovery and realization of new materials [2] [3]. In addition to the traditional computational 

tools, such as density functional theory (DFT) [4] and CALPHAD based simulations [5], machine 

learning methods have gained great attention in recent years as a means of gaining insight into 

optimizing designs in this multidimensional space [1]. Machine learning (ML) methods have been 

successfully applied to efficiently guide computational DFT or CALPHAD virtual experiments 

[6], and can be a potential solution for both mining heritage, sparse and un-analyzed data in 

material databases that are collected from a number of tedious physical experiments, and guiding 

the next round of physical experiments [7] [8]. There are several reasons for the fewer ML-

informed experimental approach success stories in structural materials design [9], such as the 

relative time needed to collect all the experimental data. The application of a data analytical 

framework that accounts for engineering constraints in data collection and analysis provides a 

solution to both reducing data collection time and increasing the ability of engineers to interpret 

the multidimensional relationships. This provides confidence in the approach to select optimal 

designs of experiments to qualify materials and manufacturing routes saving time and money in 

the development of a product. 

Statistical analysis and feature selection methods have been previously used for various material 

design and manufacturing purposes [10-19]. Chen et al. have employed regression analysis to 

develop models to select the most important machining parameters to predict the target variables 

of work piece quality, cost, and machining time for nickel alloy [10].  The model predicts the target 

variables with 90% accuracy. Balachandran et al. explored the trends in the structure, chemistry, 

and/or bonding for the given chemical composition of the class of materials referred to as apatites 

to search for new materials using machine learning-based feature selection techniques and showed 

that the selection of key features significantly accelerated the search of the design space [11]. Yang 

et al. studied machine learning approaches for screening the key features affecting the hardness of 

high entropy alloys and achieved the 24.8% increment in hardness based on the predictions [12]. 

Kalidindi et al. have used two-point correlations and principal component analysis (PCA) to build 

reliable structure-property linkages for dual-phase steels [13]. Rajan et al. employed PCA on a 

high-temperature superconductors database that contains about 600 compounds to identify the 

parameters that govern the important properties [14]. Ramesh et al. studied the influence of output 

parameters with respect to input parameters for fused deposition modeling for Nylon material by 

employing the Analysis of Variance (ANOVA) test. The optimized value of tensile strength was 

predicted as 43.953 ± 1.624 MPa with a 95% confidence interval where the actual corresponding 

mean value is 43.25 MPa [15]. Ruan et al. proposed a sequential feature selection approach to 

detect the sulfur and phosphorus in steel with the accuracy of 0.99 R2 value [16]. Munir et al. 

compared two different recursive feature elimination methods for feature selection for mechanical 

properties of a polymer product based on multi-dimensional processing data. They showed that 

the technique combined with the random forest regression yields the best predictive performance 

[17]. Rajan et al. employed the partial least squares method, to develop a quantitative structure-

activity model to predict bulk modulus of AB2N4 spinels with a number of input parameters [18]. 

Ranking-based feature selection methods such as information gain and Pearson correlation 
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approaches have been employed by Agrawal et al. to construct predictive models for fatigue 

strength of steel and achieved the R2 values over 0.97 [19].  

 

In this work, we developed a data-driven framework that can 1) account for engineering constraints 

in data collection method, 2) integrated machine learning methods to conduct an unbiased 

assessment of feature selection and modeling approaches, and 3) determine the optimal set of input 

variables for prescribed target variables. The utility of the framework was used to demonstrate the 

reduction in time/cost necessary to qualify the powder feedstock for additively manufactured (AM) 

Inconel 718 (IN 718) when optimal input features are selected. 

IN 718 is an important nickel-based superalloy used extensively in engineering applications such 

as gas turbines, jet engines, nuclear reactors, pumps, and tools because of its weldability, excellent 

moderate-temperature mechanical and corrosion-resistant properties [2010][211]. The 

manufacturing of IN 718 following conventional manufacturing methods such as casting, forging, 

and subtractive machining is challenging due to the work-hardening effect and geometrical 

flexibility [212]. The rapid development of powder bed fusion AM in recent years has led to a 

great commercial interest in this alternative method for manufacturing this in-demand alloy [213]. 

IN 718 powder feedstock is produced commercially by both gas and rotary atomization, and the 

typical powder diameters vary between 10 and 45 μm [214]. Due to a number of concomitant 

features in the production of commercial feedstock, there is considerable variability among powder 

lots among powder lot suppliers [2111]. The microstructure and resulting mechanical properties 

of the AM IN 718 has been shown to depend on atomization procedures that impact powder 

rheology, sizes, and chemical composition [215][216]. Quantifying all possible powder lot 

variables from different vendors requires numerous cost and time-consuming experimental setups 

[217]. We could specify that all variables should be collected, but this is not an engineered, 

efficient solution. Therefore, developing a framework for applying ML-enabled models that 

determine critical experiments needed to verify that a powder lot will likely produce components 

with desirable mechanical properties is valuable. This generalized framework allows different 

stakeholders in the material manufacturing development cycle to value different efficiency 

approaches (i.e., time, cost, uncertainty) for assessing technology risk level. The framework can 

be adaptable to incorporate new/alternative high-dimensional datasets and modeling approaches 

as they arise.  

To address these challenges, we developed a data-driven framework applicable to both storing and 

analyzing high-dimensional data, applying different models to enable engineers to make informed 

decisions when selecting the optimal variables that impact certain target variables. In this work, 

the data were collected from 18 powder lots of IN 718 feedstock (that include 15 pristine powder 

lots from five suppliers and 3 recycled powders). In total, 129 processing and 8 microstructure 

variables were assessed for their statistical correlation to 16 different mechanical properties of 

additively manufactured IN 718. In order to accommodate the common problem of the propensity 
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of models to overfit because materials data arises from a small number of observations and high 

degree of dimensionality, the analysis required carefully selecting data science and machine 

learning approaches. The objective was to select the minimum number of important processing 

and microstructural input variables based on their ability to predict the target within a user-defined 

threshold of uncertainty. The framework trains models to establish relationships (processing-

microstructure, microstructure-property, and processing-property) with the optimal/minimum 

number of input variables. For example, the powder processing and microstructure input variables 

that are most important to achieve the targeted material properties. First, microstructure models 

can be compared with the domain knowledge to understand the underlying physical mechanisms. 

Additionally, the framework provides insight into which variable characterizations are 

unnecessary in the next design of experiments. This can save significant time and cost by designing 

an optimal experiment setup with the fewest number of tests necessary to qualify a powder lot. 

This framework can be used to find a cost-effective subset of variables to track in order to 

determine whether source materials from different vendors can be substituted and still achieve 

design requirements. 

Methods 

Data-Driven Framework 

The data-driven framework was established in Python and includes pathways to all the necessary 

data variables, and is a collection of codes that conduct exploratory data analysis (EDA), various 

feature selection methods, and test models for a required level of accuracy. It comes with a 

collection of terms that are worth defining. First, variables are measured experimentally and can 

be categorized into different metrics. Metrics are the categories of model relationships that are of 

interest: processing, microstructure, and performance. A model attempts to significantly describe 

the relationship between a target variable and the other variables by selecting the minimum number 

of variables that are statistical features of the target. Here we demonstrate the framework by 

working through models of processing-property and microstructure-property metrics, but it is 

possible to create models for target variables from a combination of features within any metric 

(i.e., fatigue strength target variable, a performance metric, can be modeled by a functional 

relationship with the features of tensile strength and carbon content which are variables in metrics 

performance and processing respectively). 

EDA are data summary and visualization approaches to discover the patterns and understand the 

data. These approaches often provide insight into variables with low variance or are highly 

correlated (i.e., particle diameter and particle area). Feature selection methods reduce the 

overfitting and the complexity of the model, which increases model accuracy and aids 

interpretation [218]. There are a number of potential supervised feature selection techniques that 

can be subdivided into three method classes: filter, sequential, and embedded [219]. The filter 
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methods measure the relevance of variables with statistical measures such as t-tests, ANOVA, and 

Pearson correlation coefficient [320][321]. These feature selections techniques are useful in 

removing low variance variables. The sequential methods uses an objective function such as the 

performance of a classification or regression model to rank-order features [3212]. Finally, 

embedded feature selection methods conduct the process within the construction of the machine 

learning algorithm itself and perform selection during the model training [3223]. All three methods 

were used to select the best predictive features that impact certain targets.  

The general procedure is as follows. First, all categorical variables (i.e., non-continuous features 

with discrete classes) in the dataset were one-hot encoded during the preprocessing step, so that 

only feature selection and modeling methods dealing with numerical variables were necessary. For 

each target variable model, two filter methods were applied to the whole set of categorized 

variables to select and remove the low variance and highly correlated variables. Then the 

sequential and embedded feature selection methods were applied to the various models. Then the 

models were compared, and the one with the highest R2 value is labeled the best. Finally, we check 

that the model conforms to the assumptions. This is particularly important for regression models 

which have assumptions of normally distributed independent residuals [3234]. The filter and 

sequential feature selection method are explained below in separate sections, but the embedded 

methods are explained in the relevant modeling techniques sections. 

The framework was established to demonstrate variance threshold, and Pearson’s coefficient filter 

feature selection techniques, and ridge regression for the sequential feature selection method. 

Random forest and Extra Tree models were selected to demonstrate embedded feature selection 

methods. This framework is expandable to other machine learning modeling approaches as domain 

knowledge grows, or the data set sparseness decreases. 

Filter Feature Selection 

Remove low variance variables 

A variance threshold filter was applied to each numeric variable to select the low variance 

variables. The variables were normalized to a scale of 0 to 1 so that a single threshold value could 

be applied. The low variance variables contain the same or almost the same value throughout the 

whole dataset. Variables with near-zero variance increase the model complexity (i.e., 

dimensionality) without providing any information about the target. The variance of the variables 

(σ) was calculated [3245], and normalized features whose variance did not meet the threshold 

value of 0.001 (relative variance is less than 0.1%) were removed from the dataset.  

Remove highly correlated variables 

Mutually correlated (multicollinearity) variables convey redundant information, thus 

incorporating both would again increase model complexity without providing insight about the 

target. Filtering by the Pearson coefficient is a method to assess the correlation among predictive 

variables. It calculates linear correlations between pairs of variables and returns a range of values 
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from +1 to -1. A value of 0 indicates no association between the two features. Positive and negative 

values indicate proportional and inversely proportional association between the two variables 

respectively. The Pearson coefficient, 𝑟, between two variables, x and y, was calculated using Eq. 

1 [3019]. 

𝑟 =
∑(𝑥𝑖 −  𝑥) (𝑦𝑖 −  𝑦)

√∑(𝑥𝑖 −  𝑥)2 ∑(𝑦𝑖 − 𝑦)2
 

Eq. 1 

 

Where 𝑥𝑖 stands for the value of 𝑖th observation and 𝑥 is the mean of variable 𝑥 respectively, and 

𝑦𝑖 and 𝑦 are the compared observation and mean of variable 𝑦 respectively.  

Removal of correlated variables was done one way or another if variables x and y were measured 

simultaneously, or not, by the same experiment. The 129 processing variables were subdivided 

such that all variables within a group are measured simultaneously by the same experiment. Each 

group was given a priority number based on the cost-time consumption of the experimental setup; 

with low priority given to high cost-time consumption. Pearson coefficient was calculated for each 

pair of variables (independent of group). For highly correlated variables with a correlation 

coefficient greater than 0.9 or less than -0.9, the variable in the group with the lower priority 

number was removed until no highly correlated features remained. If the correlated variables were 

in the same group, a randomly chosen one was removed as there is no difference in the cost-time 

consumption.  

Sequential Feature Selection 

Sequential feature selection algorithms are greedy search algorithms that select the most relevant 

subset of features (k) to the target from the initial d-dimensional feature space where k < d [3256]. 

Sequential feature selection removes or adds one feature at a time to the selected model and is 

based on the given objective function until it reaches the optimal number of the feature [3267]. In 

this work, ridge regression [3278] was selected as the model and the mean squared error [3289] 

was used as the objective function. By convention, the algorithm always tries to minimize the 

value of the objective function. Therefore, mean squared error that calculated with repeated K-fold 

cross-validation was used to validate the sequential feature selection results. In this approach, the 

dataset was split into random (K= #) smaller subsets [3930]. The model is trained K times using a 

different subset as the validation set each time while the remaining subsets were used for training. 

This process is repeated 𝐾 times with different randomly chosen subsets in each repetition.  

Sequential feature selection can be further subdivided into three sub-categories based on the 

sequence direction, namely Sequential Forward Selection (SFS), Sequential Backward Selection 

(SBS), and Sequential Forward or Backward Floating Selection (SFFS or SBFS). In SFS, the 

search for relevant features begins with a model of the target from an empty set, and features are 

iteratively added until a given number of features are found or the desired model accuracy is 
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achieved. In SBS, the search begins with a model of the target containing all features in the variable 

dataset then each are iteratively removed until an optimal number of features are found [4018]. 

The SFFS and SBFS are an extension of the SFS and SBS algorithms with an additional exclusion 

or inclusion step to remove features once they were included [4031]. In the framework, all 

sequential feature selection methods were implemented and applied using a representative K-fold 

value of 3 (i.e., such that each train/test group of data samples is large enough to be statistically 

representative of the broader dataset). 

Ridge regression 

Ridge regression was selected as the model to integrate with the sequential feature selection. The 

integrated estimators such as linear regression used in feature selection may suffer from overfitting 

when the number of features is large in comparison to the number of observations [3727]. Ridge 

regression is an alternative method to ordinary least squares linear regression that penalizes non-

zero model features with an additional regularization term added to the loss function (residual sum 

of squares) that is minimized during feature selection. This is called L2 regularization [4132], and 

the amount of regularization is controlled by a parameter, λ, as shown in the loss function presented 

in Eq. 2. 

𝐿 =  ∑ (𝑦𝑖 − 𝛽0  −  ∑ 𝛽𝑗𝑥𝑖𝑗

𝑝

𝑗=1

)

2
𝑛

𝑖=1

+  𝜆 ∑ 𝛽𝑗
2

𝑝

𝑗=1

 

 

Eq. 2 

 

Where 𝑦𝑖 stands for the target variable of the 𝑖𝑡ℎ observation, 𝑥𝑖𝑗 is the 𝑗𝑡ℎ feature of the 𝑖𝑡ℎ 

observation, and 𝛽s are the relevant coefficients of the features. In this study, the 𝜆 hyperparameter 

was estimated by cross-validation to give the optimal tradeoff between bias and variance by 

minimizing the mean squared error of the model on the hold out (validation) sets. Hyperparameter 

optimization was performed using the random search algorithm that is implemented in the Scikit-

learn Python library [4233]. Random search sets up a grid of hyperparameter values and selects 

random combinations to train the model and to discover the best hyperparameter. 

Model assumptions for ridge regression 

For a ridge regression model of a target variable from the features in the data set to be valid, four 

assumptions must be met [333]. First, a linear relationship exists between the features and the 

target variable. If the relationship between features and the target variable is not linear then the 

analysis might misinterpret the true relationship. This is most easily checked by visualizing 

predictions vs residuals plots  

Second, is homoscedasticity that the residuals (difference between the observed and estimated 

values) are similar (constant variance) across the values of the independent variables. When the 

variance of residuals differs at different feature values (i.e., high/low Carbon content), 
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homoscedasticity is violated. The assumption is checked by the Breusch-Pagan test and the visual 

examination of a plot of predicted values vs. residuals [4334]. A calculated p-value from the 

Breusch-Pagan test of less than 0.05 indicates homoscedasticity. 

Third, there is no correlation between consecutive residuals, meaning that the residuals are 

independent. The assumption was checked by using the Durbin-Watson Test [4435]. The Durbin-

Watson (𝑑) value can range from 0 to 4. Calculated 𝑑 values between 1.5 and 2.5 indicate there 

are no serious autocorrelation in the residuals.  

Fourth, and final, is that the residuals are normally distributed. This assumption is checked 

quantitatively by using the Anderson-Darling test [4536] and generating the quantile-quantile (Q-

Q) plots for each prediction. If the points on the Q-Q plot approximately form a straight diagonal 

line, then the normality assumption is met for the model. 

Embedded Feature Selection with Random Forest and Extra Tree Regressor 

Random Forest (RF) and Extra Tree (ET) regressors are two ensemble models that have many 

features in common. Both regressors are composed of a large number of decision trees, where the 

final decision is obtained taking into account the prediction of every tree [4637][4738]. Feature 

selection with RF and ET are embedded methods within the construction of the machine learning 

model. A subset of features is selected at each node and the best split is chosen based on the 

performance. In feature selection, the algorithm ranks the importance of the features based on the 

order of features that minimizes the Gini impurity [4637]. The value of the Gini impurity represents 

how good the split is at each node. There are two main differences between the two techniques. 

RF uses bootstrap replicates, which means that the same data points can be selected multiple times 

to build an individual tree while ET uses the entire original sample set. Additionally, RF chooses 

the optimum split while ET chooses it randomly. However, once the split points are selected, the 

two algorithms choose the best one from all the subsets of features. Therefore, ET adds 

randomization but still has optimization. These differences make ET computationally more 

efficient. Both techniques have shown to be potential candidates for high-dimensional data and 

perform well in the presence of noise due to their predictive performance and low overfitting 

[4738].  

The models’ hyperparameters were tuned by using random search using the RandomizedSearchCV 

module from the scikit-learn library [4839]. Hyperparameters were randomly sampled from a 

uniform distribution of possible parameter values and the selected hyperparameter was set for each 

regressor that gave the best accuracy for predicting the target. 

Model efficacy 

The efficacy of the different models (ridge, RF, and ET) implementing different feature selection 

methods was estimated by calculating adjusted 𝑅2 [490]. Adjusted 𝑅2 value can range from 0 to 
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1, where the value 1 indicates that the model predictions fit perfectly with the data. It represents 

the proportion of variance (of the target) that has been explained by the features in the model.  

Data Description 

Dataset was collected at NASA Glenn Research Center (Cleveland, OH) and contains 

measurements of variables from 18 powder lots: 15 pristine and 3 recycled (i.e., used for additive 

manufacturing a component already) which were produced by either gas or rotary atomization in 

either Nitrogen or Argon atmosphere. The data types are both categorical (i.e., non-continuous 

features such as grain structure with discrete recrystallized, partially recrystallized, and anisotropic 

classes and numerical (e.g., grain size). The dataset includes measurements from chemical, 

metallographic, particle size, morphology, flow, rheology, and mechanical testing. The cost-time 

consumption weighting parameter for each experiment is presented in Table 1. Post processing 

heat treatment was sufficiently controlled across all powders and it had a negligible detrimental 

effect on samples. The values of weighting parameters can be changed based on different 

efficiency approaches (i.e., time, cost, uncertainty) for assessing technology risk level. A second 

iteration design of experiments that reduce the number of low priority instrument could greatly 

increase the powder qualification rate The full description of the experimental methods is included 

in Sudbrack et al., [214] and each methodology is explained briefly in this section. 

Table 1. Lists the cost-time priority value for the fifteen different instruments that are needed to 

collect the 156 variables from the three different metrics (processing, microstructure, and 

performance). Metrics groups are indicated by shading. 

Data Instrument Metric 
Number of 

Variables 

Cost-Time 

Priority 

Particle size Malvern Morphologi G3SE  Processing 77 1 

Rheology data Rheometer Processing 17 2 

Powder C/S content LECO CS-444-LS Processing 2 3 

Powder N/O content TC-436 N/O Processing 2 3 

Powder B+M content 

Varian Vista Pro Inductively 

Coupled Plasma (ICP) 

Emission Spectrometer 

Processing 14 3 

Build C/S content LECO CS-444-LS Microstructure 2 4 

Powder N/O content TC-436 N/O Microstructure 2 4 

Build B+M content 

Varian Vista Pro Inductively 

Coupled Plasma (ICP) 

Emission Spectrometer 

Microstructure 13 4 

Porosity  Optical Microscopy Microstructure 2 5 

Nitrides and Carbides SEM Microstructure 4 6 

Grain size  EBSD Microstructure 2 7 

Surface Roughness Roughness Performance 1 8 

Hardness Vickers Hardness Performance 1 9 

Tensile data Tensile  Performance 6 10 

Reduction in area Calipers/micrometer Performance 2 11 
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Fatigue data HCF Performance 6 12 

 

Processing metrics 

Powder size distribution: Malvern Morphologi G3SE system and Horiba LA-950V2 were used to 

collect the powder size data. A minimum of 20,000 individual powder particles (per scan) were 

imaged using transmitted illumination and automated optical image collection, scan area with 25 

mm diameter, and minimum feature size of 30 pixels. The powder particles with the value particle 

area divided by a convex hull area of less than 0.9 were excluded. The morphology data includes 

77 different variables for the circularity, aspect ratio, elongation, and convexity of the particles. 

Number-based and volume-based size distribution were also measured using laser diffraction with 

Horiba LA-950V2 analyzer.  

Powder chemistry: The content of the 18 elements in the powder chemistry were quantified from 

the average of two measurements from three different instruments: a LECO CS-444-LS 

carbon/sulfur determinator, a LECO TC-436 nitrogen/oxygen determinator, and a Varian Vista 

Pro Inductively Coupled Plasma (ICP) Emission Spectrometer for the remaining boron and the 

metallic elements.  

Rheology: was performed using the Freeman Technology FT4 powder rheometer. Approximately 

200 grams of powder of each type was used and duplicate runs were performed. The powders were 

characterized by important rheology features including basic flow energy, stability index, flow rate 

index, specific energy, aeration ratio, normalized aeration sensitivity, pressure drop, permeability, 

consolidation energy, consolidation index, and compressibility. 

Microstructural and Performance Metrics 

Coupon samples: of bulk materials were produced for characterization on a Concept Laser M1 

selective laser melting machine equipped with a custom-built box (100 mm × 100 mm × 80 mm) 

using the manufacturer supplied standard build parameters for IN 718. The characterization of 

microstructure and performance metrics was done at two thermal stages: green state (no thermal 

post-processing) and heat-treated.  

Build chemistry: The build chemistry data is technically a microstructure metric since it arises after 

additive manufacturing, but for this demonstration there should be near perfect correlation between 

powder and build chemistry. Therefore, comparing these variables with the powder chemistry 

variables using filter feature selection techniques is the only analysis possible at this time.  

Microstructure: Optical microscopy was used to measure porosity size porosity volume fraction, 

grain size, and grain structure. Scanning electron microscopy (SEM) was used to measure the size 

and area fractions of secondary phases: nitrides were quantified with secondary electron 

micrographs, and carbides were quantified from backscattered electron micrographs. The grain 

structure of the specimens was quantified using electron backscatter diffraction (EBSD). 
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Performance testing: Standard mechanical testing was conducted including tensile testing which 

measures variables of elastic modulus, proportional limit, yield strength (0.02 and 0.2 offset), 

tensile strength, elongation to failure, and post-fracture analysis of reduction in cross-sectional 

area. High cycle fatigue (HCF), which collected the variables such as average HCF life, max HCF 

life, minimum HCF life, average HCF stress, max HCF stress, and minimum HCF stress. The 

surface roughness was characterized by a high precision profilometer (Tylor Hobson’s Form 

Talysurf PGI 1200), which is equipped with a 2 μm radius diamond canonical sphere tip. 

Measurements were made along with both longitudinal and transverse directions. The Hardness 

measurements were conducted using a Struers Durascan with the Vickers tip and the average of 

twenty measurements was included in the final dataset. 

Results and Discussion 

Low variance features 

The calculated variable variance indicates the data for 16 processing variables related to the 

particle size distribution (13) and chemical analysis (S, O in the powder and build) had a variance 

lower than the threshold value of 0.001. It can be concluded that the impact of these 17 variables 

on the targets is not explicated and they were not further analyzed, reducing the dimensionality 

complexity of the processing variable space from 129 variables to 112 variables. In the case of the 

particle size distribution variables, this could indicate that it is unnecessary to calculate these 

variables during analysis.  

The lack of variance in the elemental variable content motivates future research and development 

efforts, as additional data with a larger variance is required to understand how these variables 

impact performance. For example, there is insufficient variance in oxygen content in this dataset 

to model the impact of this variable on other target variables, but control and removal of oxide 

inclusions is a foundational challenge in superalloy production [5041]. Additionally, facility with 

access to different instruments, or value added weighting could make an alternative decision. If a 

facility has access to an XRF, than measuring build chemistry (including oxygen content) might 

be a preferred quality control approach since under optimal AM conditions the oxygen can 

segregate to the spatter and not the build [5142]. Alternatively, if the supplier is interested in 

reusing powder then monitoring oxygen content in the powder makes sense.  

Highly correlated features 

Correlations among variables, mainly particle size data, powder and build chemistry, and rheology 

were visualized using the correlation matrix as a heat map (powder|build chemistry shown in Fig. 

1). This step of exploratory data analysis (EDA) provides insight into the correlation between 

individual features. Fig. 1 shows the correlation heat map for powder and build chemistry features. 
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Fig. 1. The Pearson coefficient heat map for powder and build chemistry features. Highly 

corelated features are denoted with relatively larger size of the squares in dark gray 

(positively corelated) and dark red (negatively correlated). 

The gradient of colors and sizes represents the intensity of correlation of each pair of features. The 

relatively large and more saturated red and grey colors represent increasing proportional and 

inversely proportional correlation, respectively. White represents no correlation between two 

features. As an example, Nickel composition of the powder (Ni_powder) and the build sample 

(Ni_build) are near perfectly proportional, as anticipated. In Table 1, the cost-time penalty for 

measuring build chemistries is higher than the powder chemistries. Thus, the Ni_build variable 

could be excluded from the data set as the group that includes Ni_build (build_group) has been 

assigned a lower priority than the group that includes Ni_powder (powder_group).  

The Pearson coefficient calculations for the exhaustive set of all feature pairs indicates 58 

redundant features which are subsequently removed from further analysis based on their priority 
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number. In all cases, the redundant features were correlated (Pearson coefficient > |0.9|). These 

redundant features include 41 particle size distribution variables, and the 15 build chemistry and 2 

powder chemistry variables. The remaining potential features include 23 particle size distribution 

variables, all the rheology variables, and the 14 powder chemistry variables. The combined filter 

feature selection techniques reduce the dimensionality complexity from 129 variables to 54 

variables for further modeling. 

Insight from the dimensionality reduction can be used to narrow down the design space for future 

experiments. The dataset represents the first design of experiments which required collection of, 

ultimately, redundant features, such as Ni_build which correlated with Ni_powder. For future 

research and development efforts, this second measurement of Ni_build could be avoided to save 

time and money. According to this analysis, the chemistry of the build samples can be excluded 

when qualifying future powder lots as the build chemistry cost-time priority less than the powder 

chemistry (shown in the Table 1). Alternatively, in quality control process, measuring redundant 

variables, or retaining samples, could prove beneficial for troubleshooting processing errors. For 

example, a lack of correlation between the nickel concentration in the build and the powder could 

indicate that a machine was not properly cleaned between different powder compositions. 

This EDA also can provide insights into the methods that different vendors choose to control 

chemistry. The highly inversely proportional (dark red boxes) elude to the robust history of 

modifying chemistry in superalloys [52] . [43]. This particular dataset is insufficient for in-depth 

screening of the alloy design space since it only contains 18 different powder lots. A more diverse 

dataset, like the one compiled for the family of 9-12wt% Cr steels, could be used to guide 

researchers on the historical [44] and new alloy design [45] choices to advance alloy performance 

[53][54]. These examples are provided to highlight the selection and design of experiments is 

dependent on the objective of the data and no one priority method will be suitable for all. This 

complexity motivates the need for a framework so that different EDA, and priority schemes can 

be evaluated. 

Process - Structure Model 

After the filter feature selection steps, which removed low variance (17) and highly correlated (58) 

variables, ridge regression modeling with sequential feature selection and RF and ET models with 

embedded feature techniques were applied to model microstructure target variables (8 total) from 

features in the remaining set of Processing variables (54 total). For all microstructural target 

variables, Sequential Forward Floating Selection (SFFS) accompanied with ridge regression 

produced the process-microstructure models with the best accuracy and least number of features. 

All the R2 values for the models’ predictions are listed in the Table 2. 
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Table 2. R2 values of predictions for all the microstructural target variables 

Target Variable  Number of features R2 

Porosity size 4 0.95 

Porosity volume fraction 4 0.96 

Grain size 5 0.91 

Grain structure 6 0.89 

Average diameter of carbides 4 0.89 

Volume fraction of carbide 4 0.91 

Average diameter of nitrides 5 0.88 

Volume fraction of nitrides 4 0.89 

 

In this section, the results are demonstrated for one microstructure target variable: porosity size. 

The Ridge regression model with the lowest standard error, selected the most important features, 

illustrated in Fig. 2. Fig. 2a shows the variance of the standard error with the number of the features 

and the error approaches 0.1 when the model includes the four most impactful features. The 

uncertainties, calculated by using the repeated K-fold cross-validation, as shown in the light blue 

shade in Fig. 2a, decrease with added model complexity. The correlation and the importance of 

each feature generated using ridge regression are presented in Fig. 2b. The higher coefficient 

magnitude indicates the larger impact on the target, so in ranked order of importance: skewness of 

the particle powder size distribution, consolidation bulk density, standard deviation of powder size 

distribution and molybdenum content in the powder for 95% (corresponding R2 value) of the 

variance in the target variable of porosity size. Predicting that the particle size variables such as 

skewness and standard deviation of the size distribution has the highest impact on the porosity size 

is consistent with the many previous studies that indicated the porosity size varies with the size 

metrics of the powder particles in additive manufacturing [5546] [5647]. Additionally, the 

predictions show that the porosity size is influenced by the conditioned bulk density of the powder. 

Conditioned bulk density is determined by the particle shape and particle size distribution and it is 

known that higher powder density creates dense components with smaller porosities [5748]. The 

effect of Mo composition on the porosity size has not been explored to date in the literature and 

represents additional potential tuning parameters that process engineers can specify for powder to 

meet specific porosity quality targets.  
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Fig. 2(a) shows the standard error against the number of features (b) represents the absolute values of 

coefficients of selected features to the target variable (porosity size). 

The regression model for porosity volume size has a calculated R2 for the fitted regression line of 

0.95, and the prediction plot is shown in Fig. 3a. Visual interpretations of the results of linearity 

and homoscedasticity (Fig. 3b), and normal distribution of the residuals (Fig. 3c) indicate that the 

predicted values are homogeneous over the entire range of actual values and conform to the 

assumptions necessary for a valid linear regression. 

 

Fig 3. (a) Shows the comparison of measured versus predicted porosity volume fraction. (b) 

shows predicted porosity volume fraction versus residuals that were presented to check the 

linearity and homoscedasticity. (c) shows the quantile-quantile plot that was presented to 

check the normality of the residuals.  

As shown in Fig. 3b, no significant curvilinear relationship is existing between residuals and 

predicted values. The residuals are randomly scattered around 0 (the horizontal line) providing a 

relatively even distribution (shown in Fig. 3b). The calculated p-value from the Breusch-Pagan 

test was 0.04 which fails to reject the null hypothesis for the presence of homoscedasticity. Thus, 

it can be concluded that the ridge model for porosity volume fraction meets the assumption of 

homoscedasticity. The Durbin-Watson value for the model was calculated to be 2.1 which is in the 

range of 1.5 and 2.5 that is considered to have no significant autocorrelation in the residuals (i.e., 

third assumption). The fourth assumption (i.e., normality), confirmed visually in the generated 

quantile-quantile plots shown in Fig. 3c, was confirmed by the Anderson-Darling test which 
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confirmed that the residuals are normally distributed with a significance level of 0.1. Therefore, 

we can assume that our model also meets the normality assumption. 

Structure – Mechanical Property Model 

In this section, the sixteen mechanical properties were selected as the target variables, and models 

selected potential features from the eight microstructural variables. Only one target, 0.2% yield 

strength, was explained with an R2 of 0.9. The four most important features for the random forest 

regressor model of 0.2% yield strength are generated in the map of importance shown in Fig. 4a 

(using the feature_importances module in scikit-learn) [5849]. It shows that the porosity size, 

volume fraction of the carbide and nitride, and the grain size have the most significant impact on 

the yield strength. The predicted values for the random forest regressor and the measured values 

are compared in Fig. 4b.  

 

Fig. 4 (a) Shows the absolute value of rank-order importance of different features and (b) shows 

the comparison of measured versus predicted 0.2% offset yield strength by the random forest 

regressor. 

As expected, the yield strength is influenced by the porosity size, volume fraction of carbide and 

nitride, and grain size. Porosity has an obvious negative effect on yield strength for all materials. 

It is known that the MC and M23C6 carbides at grain boundaries play an important role in affecting 

mechanical properties which are detrimental to both tensile strength and creep resistance in nickel-

based superalloys [590]. Antonov et al., has shown that nitrides have a mixed effect on the 

mechanical properties depending on the type of compound that is formed [6051]. Mangen et al., 

studied that the grain size effect on the yield strength by following the Hall-Petch relation, and the 

slope of the Hall-Petch relation is proportional to the spacing between precipitates [6152]. Thus, 

it can be concluded that the results from the data science framework are well-aligned with the 

conclusions from the previous studies.  
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Process - Mechanical Property Model 

As in the previous section, the mechanical property variable of 0.2% offset yield strength was set 

as the target, but the processing variables rather than microstructural variables were used to 

compare different modeling methods. Among the applied techniques, the model with the highest 

R2 value (0.97) for 0.2% offset yield strength was given by SFFS and ridge regression. Fig. 5a 

shows the change in standard error with the number of features. The relative error that compares 

to the actual values becomes less than 90 MPa when the model includes the five most impactful 

features. The uncertainties shown in the light blue shade in Fig. 5a, calculated by using the repeated 

K-fold cross-validation, decrease with increasing number of features and level off to ± 30 MPa 

with five features, thus indicating diminishing impact of additional features. The five most 

important features that affect the 0.2% offset yield strength and their coefficient values are shown 

in Fig. 5b.  

 

Fig. 5(a) shows the standard error against the number of features and 5(b) represents the 

absolute values of coefficients of selected features to the target variable (0.2% yield strength) 

 

Obviously, niobium and aluminum content in the powder should positively impact yield strength, 

since the formation of γ′′ (Ni3Nb) and γ′ (Ni3Al) precipitates are the primary strengthening 

mechanisms in IN718[10]. The effect of consolidation bulk density, Mo composition and skewness 

of the powder size distribution can be hypothesized as an indirect dependence of porosity sizes 

that is shown in Fig. 2b in process-structure section [6253]. Mo is a known solid solution 

strengthener of the Ni matrix that effects on pores as a beneficial side effect [63]54]. The same 

statistical tests were also conducted for the processing-structure models to confirm the assumptions 

of multiple linear regression. 

The developed framework narrows down the design space that needs to be controlled to achieve 

the desired material properties. The insights can be used by researchers in various ways. First, 

insights could be utilized to skip uninformative or redundant experiments in the next round of 

optimization experiment to increase the rate of research and development. As an example, when 

qualifying the future powder lot for the desired mechanical property such as 0.2% yield strength, 
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it is adequate to characterize the composition of the powder, skewness of the powder distribution 

and the consolidation bulk energy. Secondly, insights can be utilized to purposefully select 

additional experiments to reduce risk during quality control processes. For example, the skewness 

of the powder size distribution, consolidation bulk density and Mo composition correlate with 

porosity size. But other variables including grain size, volume fraction of carbides and nitrides are 

critical microstructure variables that control the yield strength. Therefore, in the quality control 

process it might be advantageous to continue to specify and measure carbon and nitrogen content 

of the powder. Process-structure models can be used to predict carbide and nitride fraction instead 

of measuring these parameters because of the time/money associated with the data collection 

process. 

Conclusion 

In this work, we have shown that a small subset of powder, build sample, and microstructure 

variables can be used to accurately predict target properties of the AM IN 718. Several feature 

selection and modeling techniques were integrated into a generalizable framework to select the 

best models that can accurately explain the desired targets with an optimal cost-efficient subset of 

features. Due to high dimensionality of the dataset and the small number of observations, robust 

cross-validation was used to limit overfitting and confirm that relevant statistical assumptions were 

not violated. The results from the process-structure models will help researchers to understand the 

underlying metallurgical principles involved in additively manufactured IN 718. The structure-

property models help to determine which microstructural features are most impactful in producing 

the desired material property. The process-property models and feature selection allow researchers 

and manufacturers to determine an optimal and cost-efficient subset of features that should be 

controlled to qualify that sourced ingredients will likely lead to desired product outcomes.  

Data and Code Availability 

The code and data required to reproduce these findings is available to download from 

https://github.com/nasa/feature_selection_tool and/or from the corresponding author upon request. 
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