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Large deviations for random graph models has been a topic of signifi-
cant recent research activity. Much work in this area is focused on the class
of dense random graph models (number of edges in the graph scale as n2,
where n is the number of vertices) where the theory of graphons has emerged
as a principal tool in the study of large deviation properties. These tools do
not give a good approach to large deviation problems for random graph mod-
els in the sparse regime. The aim of this paper is to study an approach for
large deviation problems in this regime by establishing large deviation prin-
ciples (LDP) on suitable path spaces for certain exploration processes of the
associated random graph sequence. Exploration processes are an important
tool in the study of sparse random graph models and have been used to un-
derstand detailed asymptotics of many functionals of sparse random graphs,
such as component sizes, surplus, deviations from trees, etc. In the context of
rare event asymptotics of interest here, the point of view of exploration pro-
cess transforms a large deviation analysis of a static random combinatorial
structure to the study of a small noise LDP for certain stochastic dynamical
systems with jumps.

Our work focuses on one particular class of random graph models, namely
the configuration model; however, the general approach of using exploration
processes for studying large deviation properties of sparse random graph
models has broader applicability. The goal is to study asymptotics of prob-
abilities of nontypical behavior in the large network limit. The first key step
for this is to establish a LDP for an exploration process associated with the
configuration model. A suitable exploration process here turns out to be an
infinite-dimensional Markov process with transition probability rates that di-
minish to zero in certain parts of the state space. Large deviation properties
of such Markovian models is challenging due to poor regularity behavior of
the associated local rate functions. Our proof of the LDP relies on a repre-
sentation of the exploration process in terms of a system of stochastic dif-
ferential equations driven by Poisson random measures and variational for-
mulas for moments of nonnegative functionals of Poisson random measures.
Uniqueness results for certain controlled systems of deterministic equations
play a key role in the analysis. Next, using the rate function in the LDP for
the exploration process we formulate a calculus of variations problem asso-
ciated with the asymptotics of component degree distributions. The second
key ingredient in our study is a careful analysis of the infinite-dimensional
Euler–Lagrange equations associated with this calculus of variations prob-
lem. Exact solutions of these systems of nonlinear differential equations are
identified which then provide explicit formulas for decay rates of probabili-
ties of nontypical component degree distributions and related quantities.
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1. Introduction. Large deviations for random graph models has been a topic of signif-
icant recent research activity (see, e.g., [7, 17, 20–22, 24, 41, 42]). Much work in this area
is focused on the class of dense random graph models (where the degree of a typical ver-
tex scales like n so that number of edges in the graph scale like n2, where n is the number
of vertices). In this regime, the theory of graphons obtained under dense graph limits [8, 9,
24, 34] has emerged as a key tool in the study of large deviation asymptotics. More recently
there has been significant research activity in studying large deviations for subgraph counts
in moderately sparse Erdős–Rényi random graphs where edge probabilities scale like 1/nc,
0 < c < 1 (in particular, as in the dense case, the average degree still goes to infinity) using
the framework of nonlinear large deviations [19]. Results include large deviation estimates
for the number of regular subgraphs and cliques [4, 28, 35], sharp asymptotics for the upper
tails of subgraph counts by developing quantitative versions of regularity and counting lem-
mas in extremal graph theory [22] (and their extensions to Erdős–Rényi hypergraphs [23]),
relaxation of second order smoothness requirements in [19] and applications to the study of
spectral properties of the adjacency matrices of such random graphs [2]. For a recent survey
of both of the above regimes, see [18].

In contrast to the above body of work, the focus of this work differs in the following two
major ways: first the focus in the current work is on sparse random graphs where the aver-
age degree of a typical vertex is O(1) so that the number of edges in the graph are O(n)

as n → ∞; second, rather than subgraph counts, in this work we are interested in the large
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deviation asymptotics of component degree distributions. The goal of this work is to study an
approach for large deviation problems in such sparse regimes by establishing large deviation
principles for a class of stochastic dynamical systems, known as the exploration processes,
that play a central role in the study of sparse random graphs. The idea of using stochastic
processes to study large deviation problems for static combinatorial objects has been used
previously in several works, for example, in [26] for studying urn models, in [42] for study-
ing Erdős–Rényi random graphs, in [21] in the study of preferential attachment model and
in [43] for another type of attachment model. Our work focuses on one particular class of
random graph models where the exploration process is an infinite-dimensional stochastic
process, namely the configuration model; however similar techniques are expected to be use-
ful for other sparse random graph models as well where tractable dynamic constructions via
exploration processes are available.

The configuration model refers to a sequence of random graphs with a number of vertices
approaching infinity and the degree distribution converging to a prespecified probability dis-
tribution p = {pk}k∈N on the set of nonnegative integers. This random graph model is a basic
object in probabilistic combinatorics; see [36] where sufficient conditions for the existence of
a large connected component in a configuration model were given, which then lead to these
types of random graphs being used as models for various real world systems, see for exam-
ple, [38] and [44] and references therein for a comprehensive survey of rigorous results on
this model (see also [3, 6] where constructions similar to the configuration model were first
used to count graphs with a prescribed degree sequence). This model has become one of the
standard workhorses in the study of networks in areas such as epidemiology (see e.g., [39]
where epidemics on graphs with prescribed degree distribution are considered) and commu-
nity detection (where the configuration model forms the basis of one of the most well known
techniques called modularity optimization [40], [27], Section 6). In such applications, after
observing a real world system, the configuration model with the same degree distribution is
used as a “baseline” model to compare against the real world system to judge the existence
of atypical events. Thus an important question in such random graph models is to estimate
probabilities of atypical structural behaviors, particularly when the system size is large.

In this paper, we are interested in probabilities of events En,ε(q) associated with the con-
figuration model random graph Gn on n vertices, described as

En,ε(q) = {there exists a component in Gn with mk degree k vertices, where

mk ∈ [n(qk − ε), n(qk + ε)
]
, k ∈N

}
,

(1.1)

and where q = (qk)k∈N is such that 0 ≤ qk ≤ pk for every k. One of our main results (see
Theorem 2.6) shows that, under conditions, for large n and small ε

(1.2) P
{
En,ε(q)

}≈ exp
{−n
[
H(q) + H(p − q) − H(p)

]}
,

where for a nonnegative sequence r = (rk)k∈N,

(1.3) H(r)
.=

∞∑
k=1

rk log rk −
(

1

2

∞∑
k=1

krk

)
log

(
1

2

∞∑
k=1

krk

)
.

This result in particular gives asymptotics for probabilities of observing a component of a
given size (see Remark 2.12) and explicit formulas for rates of decay of probabilities of
observing a D-regular component of a given size in Gn (see Corollaries 2.8 and 2.11); see also
Conjectures 2.9 and 2.10 on large deviation asymptotics for the size of the largest component
in a D-regular graph.

In order to prove Theorem 2.6 we first study a more general and abstract problem of large
deviations for a certain class of stochastic dynamical systems in Theorem 2.16. The starting
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point is a dynamical construction of the configuration model given through a discrete time
infinite-dimensional Markov chain referred to as the exploration process (cf. [31, 37]). As the
name suggests, the exploration process is constructed by first appropriately selecting a vertex
in the graph and then exploring the neighborhood of the chosen vertex until the component
of that vertex is exhausted. After this one moves on to another “unexplored” vertex resulting
in successive exploration of components of the random graph until the entire graph has been
explored. The stochastic process corresponding to one particular coordinate of this infinite-
dimensional Markov chain encodes the number of edges in any given component through
the length of its excursions away from zero. The remaining coordinates of this Markov chain
can be used to read off the number of vertices of a given degree in any given component of
the random graph. See Section 2.3 for a precise description of the state space of this Markov
chain. The exploration process can be viewed as a small noise stochastic dynamical system
in which the transition steps are of size O(1/n) with n denoting the number of vertices
in the random graph. A key ingredient in the proof of Theorem 2.6, is a large deviation
principle (LDP) for an infinite-dimensional jump-Markov process that can be viewed as a
continuous time analogue of the exploration process. This result, given in Theorem 2.16, is
our second main result. As other applications of this theorem, we recover a well-known result
on the asymptotics of the largest component in the configuration model due to Molloy and
Reed [37] and Janson and Luczak [31], and also present a result (whose proof is omitted) on
asymptotics of scaled number of components in a configuration model (see Remark 2.17).
The rate function in the LDP given in Theorem 2.16 can be used to formulate a calculus of
variations problem associated with the event En,ε(q) described in (1.1). This problem is at
the heart of our analysis and by studying the corresponding infinite-dimensional system of
coupled Euler–Lagrange equations we construct an explicit minimizer in this optimization
problem (see Lemma 7.6). The cost associated with the minimizer is the exponent on the
right side of (1.2) and provides the exact expression for the decay rate for the probability of
interest.

1.1. Proof techniques and overview of contributions. In addition to the study of the
asymptotics of the configuration model, one of the main motivations for working on these
sets of problems was the development of new techniques for handling large deviations for
processes with “degeneracies.” We will give an overview of these contributions in this sec-
tion.

The exploration process associated with the nth random graph (with n vertices) in the con-
figuration model is described as an R∞-valued “small noise” Markov chain {Xn(j)}j∈N0 .
Under our assumptions, there exists a N ∈ N such that for all j ≥ nN , Xn(j) = 0 for all
n ∈ N. In order to study large deviations for such a sequence, one usually considers a se-
quence of continuous times processes, or equivalently C([0,N] : R∞)-valued random vari-
ables, obtained by a linear interpolation of {Xn(j)}j∈N0 over intervals of length 1/n. A large
deviations analysis of such a sequence in the current setting is challenging due to the “dimin-
ishing rates” feature of the transition kernel (see (2.6)) which in turn leads to poor regularity
of the associated local rate function. By diminishing rates we mean the property that prob-
abilities of certain transitions, although nonzero, can get arbitrarily close to 0 as the system
becomes large. In the model we consider, the system will go through phases where some
state transitions have very low probabilities, that are separated by phases of “regular behav-
ior”, many times. In terms of the underlying random graphs the first type of phase corresponds
to time periods in the dynamic construction that are close to the completion of exploration
of one component and beginning of exploration of a new component. The poor regularity of
the local rate function makes standard approximations of the near optimal trajectory that are
used in proofs of large deviation principles for such small noise systems hard to implement.
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In order to overcome these difficulties we instead consider a different continuous time pro-
cess associated with the exploration of the configuration model. This continuous time process
is obtained by introducing i.i.d. exponential random times before each step in the edge ex-
ploration Markov chain. A precise description of this process is given in terms of stochastic
differential equations (SDE) driven by a countable collection of Poisson random measures
(PRM), where different PRMs are used to describe the different types of transitions (see Sec-
tion 2.4). Although the coefficients in this SDE are discontinuous functions, their dependence
on the state variable is much more tractable than the state dependence in the transition kernel
of the discrete time model.

Large deviations for small noise SDE driven by Brownian motions have been studied ex-
tensively both in finite and infinite dimensions. An approach based on certain variational
representations for moments of nonnegative functionals of Brownian motions and weak con-
vergence methods [10, 12] has been quite effective in studying a broad range of such systems
(cf. references in [15]). A similar variational representation for functionals of a Poisson ran-
dom measure has been obtained in [15]. There have been several recent papers that have
used this representation for studying large deviation problems (see, e.g., [11, 14, 16]). This
representation is the starting point of the analysis in the current work as well, however, the
application of the representation to the setting considered here leads to new challenges. One
key challenge that arises in the proof of the large deviations lower bound can be described
as follows. The proof of the lower bound based on variational representations and weak con-
vergence methods, for systems driven by Brownian motions, requires establishing unique
solvability of controlled deterministic equations of the form

(1.4) dx(t) = b
(
x(t)
)
dt + σ

(
x(t)
)
u(t) dt, x(0) = x0,

where u ∈ L2([0, T ] :Rd) (space of square integrable functions from [0, T ] to R
d ) is a given

control. It turns out that the conditions that are typically introduced for the well-posedness of
the original small noise stochastic dynamical system of interest (e.g., Lipschitz properties of
the coefficients b and σ ) are enough to give the wellposedness of (1.4). For example, when
the coefficients are Lipschitz, one can use a standard argument based on Gronwall’s lemma
and an application of the Cauchy–Schwarz inequality to establish the desired uniqueness
property. In contrast, when studying systems driven by a PRM one instead needs to establish
wellposedness of controlled equations of the form

(1.5) x(t) = x(0) +
∫
[0,t]×S

1[0,g(x(s))](y)ϕ(s, y) ds m(dy), 0 ≤ t ≤ T ,

where S is a locally compact metric space, m a locally finite measure on S, g : R → R+ is
a measurable map and the control ϕ is a nonnegative measurable map on [0, T ] × S which
satisfies the integrability property∫

[0,T ]×S
�
(
ϕ(s, y)

)
ds m(dy) < ∞,

where �(x) = x logx − x + 1. If ϕ were uniformly bounded and g sufficiently regular (e.g.,
Lipschitz) uniqueness follows once more by a standard Gronwall argument. However, in gen-
eral if g is not Lipschitz or ϕ is not bounded (both situations arise in the problem considered
here; see, e.g., (2.15)–(2.16)) the problem of uniqueness becomes a challenging obstacle.
One of the novel contributions of this work is to obtain uniqueness results for equations of
the form (1.5) when certain structural properties are satisfied. The setting we need to consider
is more complex than the one described above in that there is an infinite collection of coupled
equations (one of which corresponds to the Skorokhod problem for one-dimensional reflected
trajectories) that describe the controlled system. However, the basic difficulties can already
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be seen for the simpler setting in (1.5). Although for a general ϕ the unique solvability of
equations of the form (1.5) may indeed be intractable, the main idea in our approach is to
argue that one can perturb the original ϕ slightly so that the solution x(·) stays the same and
moreover this x(·) is the unique solution of the corresponding equation with the perturbed ϕ.
Furthermore the cost difference between the original and perturbed ϕ is appropriately small.
The uniqueness result given in Lemma 5.1 is a key ingredient in the proof of the lower bound
given in Section 5. The proof of the upper bound, via the weak convergence based approach to
large deviations relies on establishing suitable tightness and limit characterization results for
certain controlled versions of the original small noise system. This proof is given in Section 4.

The rate function in the LDP for the exploration process in Theorem 2.16 is given as a
variational formula on an infinite-dimensional path space (see (2.13)). Getting useful infor-
mation from such an abstract formula in general seems hopeless, however, as we show in
this work, for the event considered in (1.1), the variational formula can be used to extract
much more explicit information. We begin by observing (see (7.1)) that the event En,ε(q) of
interest can be written explicitly in terms of the exploration process. Using this and the LDP
in Theorem 2.16 one can provide an upper bound for the probability of the event in terms
of a quantity I 2

0,τ ((0,p), (0,p − q)) which can be interpreted (see Section 7 for a precise
definition) as the minimal cost for certain controlled analogues of the exploration process
to move from the state (0,p) to (0,p − q) in τ units of time, where τ = 1

2
∑∞

k=1 kqk (see
Lemmas 8.2 and 8.3). We then show that this deterministic control problem, which can be
reformulated as a calculus of variations problem, admits an explicit solution. This solution
is given in Construction 1 and its optimality is studied in Lemma 7.6. Using this optimality
property, the complementary lower bound for the probability of interest is given in Lemma
8.4. Lemmas 7.6 and 8.4 form the technical heart of the proof of Theorem 2.6 and rely on a
detailed and careful analysis of the infinite-dimensional Euler–Lagrange equations associated
with the calculus of variations problem.

1.2. Organization of the paper. The paper is organized as follows. In Section 2 we intro-
duce the configuration model, our main assumptions, and our first main result, Theorem 2.6,
on asymptotics of probabilities of En,ε(q). We record some consequences of these results for
D-regular graphs and subgraphs in Corollaries 2.8 and 2.11. Remark 2.12 discusses another
application of this result to the study of asymptotics of probabilities of components of a given
size. In Section 2.3 we review the edge-exploration algorithm (EEA) from [31, 37] that gives
a dynamical construction of the configuration model. For reasons discussed previously, the
large deviation analysis of the discrete time EEA presents several technical obstacles and thus
in Section 2.4 we introduce a closely related continuous time jump-Markov process (Xn, Y n)

with values in (R × R
∞+ ) × R which is mathematically more tractable. Sections 2.5 and 2.6

present our second main result, Theorem 2.16, that gives a large deviation principle for the
sequence (Xn, Y n)n∈N in a suitable infinite-dimensional path space. In Section 2.6 we also
note two side consequences of Theorem 2.16. The first, given in Section 2.6.1 is a law of
large numbers (LLN) result that recovers well-known results of Janson and Luczak (2009) on
the asymptotics of the largest component in the configuration model. The second, discussed
in Remark 2.17, gives a LDP for the scaled number of components in Gn as n → ∞.

Section 3 presents the variational representation from [15] for functionals of PRM that
is the starting point of our proofs. Some tightness and characterization results that are used
both in the upper and lower bound proofs are also given in this section. Next, Section 4 gives
the proof of the large deviation upper bound whereas the proof of the lower bound is given
in Section 5. Finally, Section 6 establishes the compactness of level sets of the function IT

defined in Section 2.6, thus proving that IT is a rate function. Together, results of Sections 4,
5 and 6 complete the proof of Theorem 2.16.
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We next turn to the proof of Theorem 2.6 which is given in Sections 7–9. First in Section 7
we introduce a calculus of variations problem that is central to the proof of Theorem 2.6. We
also introduce (see Construction 1) a candidate minimizer in this optimization problem and
present several technical results (Lemmas 7.1–7.6) that are needed for the proof of the opti-
mality property of the candidate minimizer. Using results of Section 7 the proof of Theorem
2.6 is completed in Section 8. Finally, Section 9 contains the proofs of technical lemmas from
Section 7 whereas Section 10 presents the proof of the LLN results from Section 2.6.1.

1.3. Notation. The following notation will be used. For a Polish space S, denote the
corresponding Borel σ -field by B(S). Denote by P(S) (resp. M(S)) the space of probability
measures (resp. finite measures) on S, equipped with the topology of weak convergence.
Denote by Cb(S) (resp. Mb(S)) the space of real bounded and continuous functions (resp.
bounded and measurable functions). For f : S → R, let ‖f ‖∞ .= supx∈S |f (x)|. For a Polish
space S and T > 0, denote by C([0, T ] : S) (resp. D([0, T ] : S)) the space of continuous
functions (resp. right continuous functions with left limits) from [0, T ] to S, endowed with the
uniform topology (resp. Skorokhod topology). We recall that a collection {Xn} of S-valued
random variables on some probability space (�,F,P ) is said to be tight, if for each ε > 0
there is a compact set K ⊂ S such that supn P (Xn ∈ Kc) ≤ ε. A sequence of D([0, T ] : S)-
valued random variables is said to be C-tight if it is tight in D([0, T ] : S) and every weak
limit point takes values in C([0, T ] : S) a.s. We use the symbol ‘⇒’ to denote convergence in
distribution.

We denote by R
∞ the space of all real sequences which is identified with the countable

product of copies of R. This space is equipped with the usual product topology. For x =
(xk)k∈N, y = (yk)k∈N, we write x ≤ y if xk ≤ yk for each k ∈ N. We will use the notation
a

.= b to signify that the definition of a is given by the quantity b. Let C .= C([0, T ] : R),
C∞ .= C([0, T ] : R∞), D .= D([0, T ] : R), D∞ .= D([0, T ] : R∞). Let x+ .= max{x,0} for
x ∈ R. Denote by R+ the set of all nonnegative real numbers. Let N0

.= N∪{0}. Cardinality of
a set A is denoted by |A|. For n ∈ N, let [n] .= {1,2, . . . , n}. We use the following conventions:
0 log 0 = 0, 0 log(x/0) = 0 for x ≥ 0 and x log(x/0) = ∞ for x > 0.

2. Assumptions and results. Fix n ∈ N. We start by describing the construction of the
configuration model of random graphs with vertex set [n]. A detailed description and further
references for the configuration model can be found in [44], Chapter 7.

2.1. The configuration model and assumptions. Let d(n) = {d(n)
i }i∈[n] be a degree se-

quence, namely a sequence of nonnegative integers such that
∑n

i=1 d
(n)
i is even. Let 2m(n) .=∑n

i=1 d
(n)
i . We will usually suppress the dependence of d

(n)
i and m(n) on n in the notation.

Using the sequence {di} we construct a random graph on n labelled vertices [n] as follows:
(i) Associate with each vertex i ∈ [n] di half-edges. (ii) Perform a uniform random matching
on the 2m half-edges to form m edges so that every edge is composed of two half-edges. This
procedure creates a random multigraph G([n],d(n)) with m edges, allowing for multiple
edges between two vertices and self-loops, and is called the configuration model with degree
sequence d(n). Since we are concerned with connectivity properties of the resulting graph,
vertices with degree zero play no role in our analysis, and therefore, we assume that di > 0
for all i ∈ [n], n ≥ 1. We make the following additional assumptions.

ASSUMPTION 2.1. There exists a probability distribution p
.= {pk}k∈N on N such that,

writing n
(n)

k

.= |{i ∈ [n] : di = k}| for the number of vertices with degree k, n
(n)

k /n →
pk as n → ∞, for all k ∈ N.
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We will also usually suppress the dependence of n
(n)

k on n in the notation. We make the
following assumption on moments of the degree distribution.

ASSUMPTION 2.2. There exists some εp ∈ (0,∞) such that supn∈N
∑∞

k=1
nk

n
k1+εp <

∞.

The above two assumptions will be made throughout this work.

REMARK 2.3.

(i) Note that Assumptions 2.1 and 2.2, along with Fatou’s lemma, imply that
∑∞

k=1 pk ×
k1+εp < ∞. Conversely, if

∑∞
k=1 pkk

λ < ∞ for some λ ∈ (4,∞) and {Di}i∈N is a sequence
of i.i.d. N-valued random variables with common distribution {pk}k∈N, then using a Borel–
Cantelli argument it can be shown that for a.e. ω, Assumptions 2.1 and 2.2 are satisfied with
di = Di(ω), i ∈ [n], n ∈N and εp = λ

4 − 1.
(ii) Under Assumptions 2.1 and 2.2, μ

.=∑∞
k=1 kpk < ∞ and the total number of edges

m = 1
2
∑n

i=1 di satisfies m
n

→ 1
2
∑∞

k=1 kpk as n → ∞.

2.2. Large deviation asymptotics for component degree distributions. We will say that
a component of G([n],d(n)) has degree configuration {n̄k} if the component has n̄k ver-
tices with degree k, for k ∈ N. Given 0 ≤ q = (qk, k ∈ N) ≤ p, we are interested in the
asymptotic exponential rate of decay of the probability of the event En,ε(q) introduced in
(1.1) that corresponds to the existence of a component in G([n],d(n)) with degree config-
uration {n̄k} satisfying (qk − ε)n ≤ n̄k ≤ (qk + ε)n, k ∈ N, namely, we want to characterize
limε→0 limn→∞ 1

n
logP {En,ε(q)}. Note that for there to exist a component with degree con-

figuration {nqk} we must have
∑∞

k=1 kqk ≥ 2(
∑∞

k=1 qk − 1
n
). We will in fact assume a slightly

stronger condition:

(2.1)
∞∑

k=1

kqk > 2
∞∑

k=1

qk.

This condition says that there are strictly more edges than vertices in the component. Define
β

.= β(q) as follows: β = 0 when q1 = 0, and when q1 > 0, β ∈ (0,1) is the unique solution
(see Remark 2.4 below) of the equation

∞∑
k=1

kqk = (1 − β2) ∞∑
k=1

kqk

1 − βk
.

Define the function K(q) by

(2.2) K(q)
.=
(

1

2

∞∑
k=1

kqk

)
log
(
1 − β(q)2)− ∞∑

k=1

qk log
(
1 − β(q)k

)

and with H(·) as in (1.3) define

(2.3) Ĩ1(q)
.= H(q) + H(p − q) − H(p) + K(q).

REMARK 2.4. The existence and uniqueness of β(q) can be seen as follows. For α ∈
(0,1) consider

αF(α)
.=

∞∑
k=1

kqk − (1 − α2) ∞∑
k=1

kqk

1 − αk
= α

( ∞∑
k=3

α − αk−1

1 − αk
kqk − q1

)
.



1120 BHAMIDI, BUDHIRAJA, DUPUIS AND WU

For k ≥ 3 and α ∈ (0,1) let Fk(α)
.= (α − αk−1)/(1 − αk). It is easily verified that Fk(·) is

strictly increasing on (0,1). Thus for α ∈ (0,1), 0 = Fk(0+) < Fk(α) < Fk(1−) = k−2
k

, and
so

−q1 = F(0+) < F(α) < F(1−) =
∞∑

k=3

(k − 2)qk − q1.

Since F is continuous on (0,1), −q1 < 0 and
∑∞

k=3(k−2)qk −q1 =∑∞
k=1 kqk −2

∑∞
k=1 qk >

0, we have the existence and uniqueness of β(q).

REMARK 2.5. We note that for every 0 ≤ q = (qk, k ∈ N) ≤ p, K(q) and H(q) are
finite. Indeed, the finiteness of K(q) is immediate from Assumption 2.2. To see the finiteness
of H(q), note that on the one hand

∑∞
k=1 qk logqk ≤ 0 while on the other hand

∞∑
k=1

qk logqk =
∞∑

k=1

qk log
qk

2−(k+1)
− (log 2)

∞∑
k=1

(k + 1)qk

≥ −
(

1 −
∞∑

k=1

qk

)
log

1 −∑∞
k=1 qk

2−1 − (log 2)

∞∑
k=1

(k + 1)qk > −∞,

where the first inequality follows from nonnegativity of relative entropy and putting mass
1 −∑∞

k=1 qk on k = 0, and the last inequality once more uses Assumption 2.2.

The following result gives asymptotics of the event En,ε(q). The proof of the theorem,
which is based on Theorem 2.16, is given in Section 8.

THEOREM 2.6. Suppose 0 ≤ q ≤ p and that (2.1) is satisfied. Then

(i) (Upper bound) when p1 = 0, we have β(q) = 0, K(q) = 0 and

lim sup
ε→0

lim sup
n→∞

1

n
logP
{
En,ε(q)

}≤ −Ĩ1(q).

(ii) (Lower bound)

lim inf
ε→0

lim inf
n→∞

1

n
logP
{
En,ε(q)

}≥ −Ĩ1(q).

REMARK 2.7. The proof of Theorem 2.6 relies on a large deviation principle for a certain
exploration process (see Section 2.4) that is given in Theorem 2.16. The latter result does not
require the condition p1 = 0. Also note that the lower bound in Theorem 2.6 does not require
the condition p1 = 0 either. One can also give an upper bound (without requiring p1 = 0) in
terms of a variational formula given by the right side of (8.4). When p1 = 0, this variational
expression can be simplified and is seen to be equal to −Ĩ1(q). This is shown in Lemma 8.3
whose proof crucially relies on the property p1 = 0. Whether the two expressions are equal
in general when p1 �= 0 remains an open problem.

As an immediate corollary of Theorem 2.6 we have the following result for D-regular
graphs, that is, graphs such that each vertex is of degree D. In the following lim� represents
either lim sup or lim inf.

COROLLARY 2.8 (D-regular graphs). Suppose that there exists some D ∈ N with D ≥ 3,
such that pk = 0, nk = 0 for k �= D and pD = 1, nD = n. Fix qD ∈ (0,1] and denote by
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E
n,ε
D (q) the event that there is a component of size ND ∈ [n(qD − ε), n(qD + ε)]. Then

lim�ε→0 lim�n→∞
1

n
logP
{
E

n,ε
D (q)

}

=
(

1 − D

2

)(
qD logqD + (1 − qD) log(1 − qD)

)
.

(2.4)

PROOF. Let qk = 0 for k ∈ N \ {D} and let q = {qk, k ∈ N}. Then since p1 = 0, we have
β(q) = 0 and K(q) = 0. Using (2.3) we have

Ĩ1(q) = H(q) + H(p − q) − H(p) + K(q)

= qD logqD − DqD

2
log
(

DqD

2

)
+ (1 − qD) log(1 − qD)

− D − DqD

2
log
(

D − DqD

2

)
+ D

2
log
(

D

2

)

=
(

1 − D

2

)(
qD logqD + (1 − qD) log(1 − qD)

)
.

The result then follows from Theorem 2.6. �

We note that the expression (2.4) has the same form when qD is replaced by 1 − qD . This
suggests that the most likely way of having a component of size around nqD in D-regular
graphs is to let almost all of the remaining n(1 − qD) vertices be in one component. In-
deed, conditioning on having a component of size around nqD , the remaining vertices can be
viewed as a smaller configuration model of D-regular graphs with about n(1 − qD) vertices.
It then follows from the well known results for the asymptotics of the largest component in
the configuration model [31, 37] (and Theorem 2.20) that these remaining vertices are in one
component with high probability.

Based on these observations we make the following conjecture.

CONJECTURE 2.9 (D-regular graphs, multiple components). Suppose that there exists
some D ∈ N with D ≥ 3, such that pk = 0, nk = 0 for k �= D and pD = 1, nD = n. Fix
M ∈ N and q

(i)
D ∈ (0,1] for each i = 1, . . . ,M , such that

∑M
i=1 q

(i)
D ≤ 1. Let q

(i)
k = 0 for

k ∈N \ {D} and let q(i) = {q(i)
k , k ∈N}, for each i = 1, . . . ,M . Let q(M+1) = p −∑M

i=1 q(i).

Denote byE
n,ε,M
D the event that there are components of sizesN

(i)
D ∈ [n(q

(i)
D −ε), n(q

(i)
D +ε)],

i = 1, . . . ,M . Then

lim�ε→0 lim�n→∞
1

n
logP
{
E

n,ε,M
D

}= M+1∑
i=1

H
(
q(i))− H(p) =

(
1 − D

2

)M+1∑
i=1

q
(i)
D logq

(i)
D .

We also note that for each fixed a ∈ [0,1], the function [0, a] 
 x �→ x logx + (a −
x) log(a − x) ∈ (−∞,0] is maximized at x = 0 and x = a. This suggests that, the most
likely way for the largest component to be of certain size, is to let as many of the remaining
components as possible have such a size. Based on this we make the following conjecture on
the large deviation behavior of the largest component size for D-regular graphs.

CONJECTURE 2.10 (D-regular graphs, largest component). Suppose that there exists
some D ∈ N with D ≥ 3, such that pk = 0, nk = 0 for k �= D and pD = 1, nD = n. For each
x ∈ [0,1], let q(x)

D = x, q
(x)
k = 0 for k ∈ N \ {D}, and q(x) = {q(x)

k , k ∈ N}. Denote by Mn the
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size of the largest component. Then Mn

n
satisfies a large deviation principle in R+ with rate

function Imax defined by

Imax(x) = k(x)H
(
q(x))+ H

(
q(1−xk(x)))− H(p)

=
(

1 − D

2

)(
xk(x) logx + (1 − xk(x)

)
log
(
1 − xk(x)

))
for x ∈ [0,1] and Imax(x) = ∞ otherwise, where k(x) = � 1

x
� is the largest integer such that

xk(x) ≤ 1.

Recall that μ
.=∑∞

k=1 kpk < ∞. The following result gives bounds on probabilities of
observing a D-regular subgraph in a configuration model with a general degree sequence
(pk).

COROLLARY 2.11. Suppose that Assumptions 2.1 and 2.2 hold. Also suppose that p1 =
0. Fix D ∈ N with D ≥ 3 such that pD > 0. Fix qD ∈ (0,pD]. Denote by En,ε(q) the event
that the graph has a component that is D-regular and has size ND ∈ [n(qD − ε), n(qD + ε)].
Then

lim�ε→0 lim�n→∞
1

n
logP
{
En,ε(q)

}
= (qD logqD + (pD − qD) log(pD − qD) − pD logpD

)
−
(

DqD

2
log
(

DqD

2

)
+ μ − DqD

2
log
(

μ − DqD

2

)
− μ

2
log
(

μ

2

))
.

PROOF. Let qk = 0 for k ∈ N \ {D} and let q = (qk, k ∈ N). As before, since q1 = 0, we
have β(q) = 0 and K(q) = 0. Using (2.3) we have

Ĩ1(q) = H(q) + H(p − q) − H(p) + K(q)

= qD logqD − DqD

2
log
(

DqD

2

)

+ (pD − qD) log(pD − qD) + ∑
k �=D

pk logpk − μ − DqD

2
log
(

μ − DqD

2

)

−
∞∑

k=1

pk logpk + μ

2
log
(

μ

2

)

= (qD logqD + (pD − qD) log(pD − qD) − pD logpD

)
−
(

DqD

2
log
(

DqD

2

)
+ μ − DqD

2
log
(

μ − DqD

2

)
− μ

2
log
(

μ

2

))
.

The result then follows from Theorem 2.6. �

REMARK 2.12. Theorem 2.6 can be used to extract other asymptotic results. We give
below one example without proof. Suppose that Assumptions 2.1 and 2.2 hold. Also suppose
that p1 = p2 = 0. Let r ∈ (0,1] and denote by En,ε

r the event that the graph has a component
that has size Nr ∈ [n(r − ε), n(r + ε)]. Then

lim�ε→0 lim�n→∞
1

n
logP
{
En,ε

r

}= inf
0≤q≤p: q·1=r

{
H(p) − H(q) − H(p − q)

}
.
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REMARK 2.13. There is an important connection between the configuration model and
the uniform distribution on the space of all simple graphs (namely graphs which have no
multiple edges and self-loops) with a prescribed degree distribution which we now describe.
Given a degree sequence d(n), let G([n],d(n)) be the set of all (simple) graphs on ver-
tex set [n] with degree sequence d(n). Let UMn(d(n)) denote the uniform measure on
G([n],d(n)). Then as is well known (see, e.g., [44], Proposition 7.15), the configuration
model satisfies the property that the conditional distribution of G([n],d(n)), given the event
that G([n],d(n)) is simple, is UMn(d(n)). Further, by [30], under the assumptions of the
current paper P(G([n],d(n)) is simple) → e−(ν/2+ν2/4) where ν =∑k k(k − 1)pk/

∑
k kpk .

These observations suggest a natural approach to asymptotic questions of the form studied in
the current work for (simple) graphs with a prescribed degree distribution. In particular by an
elementary Bayes formula calculation it follows that if

(2.5)
logP(G([n],d(n))is simple |En,ε(q))

n
→ 0,

then Theorem 2.6 will continue to hold with the configuration model replaced with the uni-
form distribution on the space of simple graphs with prescribed degree sequence. In general,
characterizing the asymptotics of quantities as in (2.5) is key to the large deviation analysis
of UMn(d(n)). Study of these questions is deferred to future work.

2.3. Edge-exploration algorithm (EEA). Given a degree sequence d(n), we now describe
a well-known dynamic construction of the configuration model G([n],d(n)) given in [31,
37] by sequentially matching half-edges. Tracking functionals of this dynamic construction,
in particular hitting times of zero of the number of so-called active edges (see below) reveals
component size information of G([n],d(n)). Construction given below closely follows [31].
This algorithm traverses the graph by exploring all its edges, unlike typical graph exploration
algorithms, which sequentially explore vertices. At each stage of the algorithm, every vertex
in [n] is in one of two possible states, sleeping or awake, while each half-edge is in one
of three states: sleeping (unexplored), active or dead (removed). The exploration process
sequentially visits vertices, awakening vertices while activating or killing half-edges.

Write SV(j) for the set of sleeping vertices at step j and similarly let SE(j), AE(j) be
the set of sleeping and active half-edge at step j . We call a half-edge “living” if it is either
sleeping or active. Initialize by setting all vertices and half-edges to be in the sleeping state.
For step j ≥ 0, write A(j)

.= |AE(j)| for the number of active half-edges and Vk(j) for
the number of sleeping vertices v ∈ SV(j) with degree k. Write V (j)

.= (Vk(j), k ∈ N) for
the corresponding vector in R

∞+ . At step j = 0, all vertices and half-edges are asleep hence
A(0) = 0 and Vk(0) = nk for k ≥ 1. The exploration process proceeds as follows:

(1) If the number of active half-edges and sleeping vertices is zero, that is, A(j) = 0 and
V (j) = 0, all vertices and half-edges have been explored and we terminate the algorithm.

(2) If A(j) = 0 and V (j) �= 0, so there exist sleeping vertices, pick one such vertex with
probability proportional to its degree and mark the vertex as awake and all its half-edges as
active. Thus the transition (A(j),V (j)) to (A(j + 1),V (j + 1)) at step j + 1 takes the form

(0,v) �→ (k,v − ek) with probability
kvk∑∞
i=1 ivi

, k ∈ N,

where ek is the kth unit vector.
(3) If A(j) > 0, pick an active half-edge uniformly at random, pair it with another uni-

formly chosen living half-edge (either active or sleeping), say e∗, merge both half-edges to
form a full edge and kill both half-edges. If e∗ was sleeping when picked, wake the vertex
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corresponding to the half-edge e∗, and mark all its other half-edges active. Thus in this case
the transition takes the form

(a,v) �→ (a − 2,v) with probability
a − 1∑∞

i=1 ivi + a − 1
,

(a,v) �→ (a + k − 2,v − ek) with probability
kvk∑∞

i=1 ivi + a − 1
, k ∈ N.

The statements in (2) and (3) can be combined as follows: If A(j) �= 0 or V (j) �= 0, then
the transition (A(j),V (j)) to (A(j + 1),V (j + 1)) takes the form

(a,v) �→ (a − 2 · 1{a>0},v) with probability
(a − 1)+∑∞

i=1 ivi + (a − 1)+
,

(a,v) �→ (a + k − 2 · 1{a>0},v − ek) with probability
kvk∑∞

i=1 ivi + (a − 1)+
,(2.6)

k ∈ N.

The random graph G([n],d(n)) formed at the termination of the above algorithm has the
same distribution as the configuration model with degree sequence d(n) [31, 36].

REMARK 2.14. We note that for j > 0, A(j) = 0 if and only if the exploration of a
component in the random graph G([n],d(n)) is completed at step j . Thus the number of
edges in a component equals the length of an excursion of {A(j)} away from 0 and the
largest excursion length gives the size of the largest component, namely the number of edges
in the component with maximal number of edges. The vertices in each component are those
that are awakened during corresponding excursions.

Note that at each step in the EEA, either a new vertex is woken up or two half-edges
are killed. Since there are a total of n vertices and 2m half-edges, we have from As-
sumptions 2.1 and 2.2 that the algorithm terminates in at most m + n ≤ nL steps where
L

.= 1 + �supn
1
2
∑∞

k=1 k nk

n
� < ∞. We define A(j) ≡ 0 and V (j) ≡ 0 for all j ≥ j0 where j0

is the step at which the algorithm terminates.

2.4. An equivalent continuous time exploration process. A natural way to study large
deviation properties of the configuration model is through the discrete time sequence
{A(j),V (j)}j∈N0 in EEA which can be viewed as a discrete time “small noise” Markov pro-
cess. In order to study large deviations for such a sequence, a standard approach is to consider
the sequence of C([0,L] :R∞)-valued random variables obtained by a linear interpolation of
{A(j),V (j)}j∈N0 over intervals of length 1/n. As was noted in the Introduction, the “dimin-
ishing rates” feature of the transition kernel (2.6) makes the large deviations analysis of this
sequence challenging. An alternative approach is to consider a continuous time stochastic
process that provides a tractable construction of the configuration model. We briefly recall
one such construction that was introduced in [31], Section 4.

2.4.1. A simple continuous time construction. In [31], Section 4, it was observed that
the configuration model can be explored using a continuous time process constructed using
exponential random variables as follows.

1. Every half-edge e is given an independent exponential life-time (call this a clock).
Initially, all half-edges and vertices are taken to be sleeping.
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2. Whenever the clock of a half-edge rings this half-edge becomes awake and connects
to an existing awake half-edge if such a half-edge exists; otherwise it waits for the next half-
edge clock to ring and connects to this half-edge completing a full edge. Both such half-edges
are then called dead. If at any point a half-edge of a sleeping vertex awakes, that vertex is
then said to be awake.

3. The process continues until all half-edges are dead at which point the exploration
ends.

It is observed in [31], Section 4, that the random graph constructed at the end of the explo-
ration is a realization from the desired configuration model.

Although the above continuous time construction gives a simple method to produce a
sample from the configuration model, it turns out to be hard to directly use it for the study
of large deviation problems of interest here. In view of this we present below a different
continuous time process for the exploration of the configuration model that is obtained by a
more direct Poissonization of the Markov chain (A(·),V (·)) in Section 2.3.

2.4.2. A continuous time construction via Poissonization. Let N(t) be a rate-n Pois-
son process independent of the processes (A,V ) of Section 2.3 and define (Ã(t), Ṽ (t))

.=
(A(N(t)),V (N(t)). Then (Ã, Ṽ ) gives a natural continuous time process associated with the
exploration of the configuration model. We now give a distributionally equivalent represen-
tation of this process which is more tractable for a large deviation analysis. The construction
given below ensures that {(nXn

0(·) + 1, nXn
k (·)), k ∈ N}, where Xn

j are processes defined be-

low, has the same distribution as {Ã(·), Ṽk(·), k ∈ N}.
We begin with some notation that will be needed to formulate the continuous time model.

For a locally compact Polish space S, let MFC(S) be the space of all measures ν on (S,B(S))

such that ν(K) < ∞ for every compact K ⊂ S. We equip MFC(S) with the usual vague
topology. This topology can be metrized such that MFC(S) is a Polish space (see [15] for
one convenient metric). A Poisson random measure (PRM) N on a locally compact Polish
space S with intensity measure ν ∈ MFC(S) is an MFC(S)-valued random variable such
that for each A ∈ B(S) with ν(A) < ∞, N(A) is Poisson distributed with mean ν(A) and for
disjoint A1, . . . ,Ak ∈ B(S), N(A1), . . . ,N(Ak) are mutually independent random variables
(cf. [29]).

Let (�,F,P ) be a complete probability space on which are given i.i.d. PRM
{Nk(ds dy dz)}k∈N0 on R+ × [0,1] ×R+ with intensity measure ds × dy × dz. Let

F̂t
.= σ
{
Nk((0, s] × A × B),0 ≤ s ≤ t,A ∈ B

([0,1]),B ∈ B(R+), k ∈ N0
}
, t ≥ 0

and let {Ft } be the P -completion of this filtration. Fix T ∈ (0,∞). Let P̄ be the {Ft }0≤t≤T -
predictable σ -field on � × [0, T ]. Let Ā+ be all (P̄ ⊗ B([0,1]))/B(R+)-measurable maps
from � × [0, T ] × [0,1] to R+. For ϕ ∈ Ā+, define a counting process N

ϕ
k on [0, T ] × [0,1]

by

N
ϕ
k

([0, t] × A
) .=
∫
[0,t]×A×R+

1[0,ϕ(s,y)](z)Nk(ds dy dz), t ∈ [0, T ],A ∈ B
([0,1]), k ∈ N0.

We think of N
ϕ
k as a controlled random measure, where ϕ is the control process that produces

a thinning of the point process Nk in a random but nonanticipative manner to produce a
desired intensity. We will write N

ϕ
k as Nθ

k if ϕ ≡ θ for some constant θ ∈ R+. Note that Nθ
k

is a PRM on [0, T ] × [0,1] with intensity θ ds × dy. For x = (x0, x1, x2, . . .) ∈ R×R
∞+ , let

r(x)
.= (x0)

+ +
∞∑

k=1

kxk, r0(x)
.= (x0)

+

r(x)
1{r(x)∈(0,∞)},

rk(x)
.= kxk

r(x)
1{r(x)∈(0,∞)}, k ∈ N.

(2.7)
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Note that
∑

k∈N0
rk(x) = 1 whenever r(x) ∈ (0,∞). Recall that ek is the kth unit vector

in R
∞, k ∈ N0. Define the state process Xn(t) = (Xn

0(t),Xn
1(t),Xn

2(t), . . .) with values in
R×R

∞+ as the solution to the following SDE:

(2.8)

Xn(t) = Xn(0) + 1

n

∫
[0,t]×[0,1]

1{Xn
0 (s−)≥0}[−2e0]1[0,r0(X

n(s−)))(y)Nn
0 (ds dy)

+
∞∑

k=1

1

n

∫
[0,t]×[0,1]

1{Xn
0 (s−)≥0}

[
(k − 2)e0 − ek

]
1[0,rk(X

n(s−)))(y)Nn
k (ds dy)

+
∞∑

k=1

1

n

∫
[0,t]×[0,1]

1{Xn
0 (s−)<0}[ke0 − ek]1[0,rk(X

n(s−)))(y)Nn
k (ds dy),

where Xn(0)
.= 1

n
(−1, n1, n2, . . .). The existence and uniqueness of solutions to this SDE

follows from the summability of rk(·). Indeed, for each z ∈ R × R
∞+ and u ∈ [0, T ], the

process

Zn(u,z, t)
.= 1

n

∫
(u,t]×[0,1]

Nn
0 (ds dy)+

∞∑
k=1

1

n

∫
(u,t]×[0,1]

1[0,rk(z))(y)Nn
k (ds dy), u < t ≤ T

satisfies Zn(u,z, T ) < ∞ since
∑

k∈N0
rk(z) ≤ 1. Together with the mutual independence

of the PRM {Nk(ds dy dz)}k∈N0 this says that the jump instants of the point process
{Zn(u,z, t)}u<t≤T can be enumerated as

u < τn
1 (z) < · · · τn

kn
(z) < T ,

where kn = nZn(u,z, T ). Thus having constructed the solution of (2.8) on [0, u], the solu-
tion can be extended to [0, τ n

1 (z)], where z = Xn(u), and the unique solution of (2.8) is now
obtained by a standard recursive construction from one jump instant to the next. The solu-
tion can be written in an explicit form in terms of the atoms of the PRM {Nn

k } which also
shows that the solution is a measurable function of the driving PRM. It is not difficult to
see that 1

n
(A(j) − 1,V1(j),V2(j), . . .) in the discrete time EEA can be viewed as the em-

bedded Markov chain associated with Xn. Namely, denoting the jump instants of the process
Xn as {σn

j }, the collection {(nXn
0(σn

j ) + 1, nXn
k (σn

j )), k, j ∈ N} has the same distribution as
{A(j),Vk(j), k, j ∈ N}. In particular, for k ∈ N, nXn

k (σn
j ) can be interpreted as the number

of sleeping vertices with degree k at the j th step of the exploration in the discrete EEA and
in view of Remark 2.14, the excursions of Xn

0 away from −1/n track the components in the
configuration model. In defining the state process, one could replace Xn

0(0) with the asymp-
totically equivalent process Xn

0(0)+1/n which starts from 0 and is more directly comparable
with the sequence A(j)/n. However some of the expressions are simplified (see, e.g., the for-
mulas for rates in (2.7) and the transition probabilities in (2.6)) when describing the state in
terms of Xn

0(0) instead of Xn
0(0) + 1/n. We now rewrite the evolution of Xn as follows:

Xn(t) = Xn(0) + e0

∞∑
k=0

(k − 2)

n

∫
[0,t]×[0,1]

1[0,rk(X
n(s−)))(y)Nn

k (ds dy)

−
∞∑

k=1

ek

1

n

∫
[0,t]×[0,1]

1[0,rk(X
n(s−)))(y)Nn

k (ds dy)

+ e0

∞∑
k=0

2

n

∫
[0,t]×[0,1]

1{Xn
0 (s−)<0}1[0,rk(X

n(s−)))(y)Nn
k (ds dy).
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Here the first two integrands do not depend on the sign of Xn
0 and are interpreted as the main

contribution to the evolution. The last sum is a “reflection” term in the e0 direction and makes
a contribution of 2

n
e0 only when Xn

0(s−) < 0. For t ≥ 0 define

Yn(t)
.= Xn

0(0) +
∞∑

k=0

k − 2

n

∫
[0,t]×[0,1]

1[0,rk(X
n(s−)))(y)Nn

k (ds dy),(2.9)

ηn(t)
.=

∞∑
k=0

2

n

∫
[0,t]×[0,1]

1{Xn
0 (s−)<0}1[0,rk(X

n(s−)))(y)Nn
k (ds dy).(2.10)

Using these we can write

Xn
0(t) = Yn(t) + ηn(t),(2.11)

Xn
k (t) = Xn

k (0) − 1

n

∫
[0,t]×[0,1]

1[0,rk(X
n(s−)))(y)Nn

k (ds dy), k ∈N.(2.12)

Here ηn is viewed as the regulator function which ensures that Xn
0(t) ≥ − 1

n
. Note that for

k ∈ N, Xn
k (t) is nonincreasing and nonnegative. Also, from (2.8) we see that r(Xn(t)) is

nonincreasing.

2.5. Rate function. The main result of this work gives a large deviation principle for
{(Xn, Y n)}n∈N in the path space D∞ ×D. In this section we define the associated rate func-
tion IT , where the subscript T makes explicit the fact that the processes {(Xn, Y n)}n∈N are
considered on the time horizon [0, T ]. Including the process Yn in the LDP is convenient for
obtaining large deviation results, for the degree distribution in giant components, of the form
given in Section 10.

Recall the probability distribution p
.= {pk}k∈N introduced in Assumption 2.1. In order to

describe the rate function it will be convenient to introduce the Skorohod map. The use of
the Skorohod reflection mechanism to describe exploration processes for random graphs goes
back to the work of Aldous [1]. In the context of large deviation problems for Erdős–Rényi
random graph models it has also been used in [42]. Let � : C → C denote the one-dimensional
Skorokhod map defined by

�(ψ)(t)
.= ψ(t) − inf

0≤s≤t
ψ(s) ∧ 0, t ∈ [0, T ],ψ ∈ C.

Let CT be the subset of C∞ × C, consisting of those functions (ζ ,ψ) such that:

(a) ψ(0) = 0, and ψ is absolutely continuous on [0, T ].
(b) ζ0(t) = �(ψ)(t) for t ∈ [0, T ].
(c) For each k ∈ N, ζk(0) = pk , ζk is nonincreasing and absolutely continuous and ζk(t) ≥

0 for t ∈ [0, T ].
For (ζ ,ψ) ∈ (D∞ ×D) \ CT , define IT (ζ ,ψ)

.= ∞. For (ζ ,ψ) ∈ CT , define

(2.13) IT (ζ ,ψ)
.= inf

ϕ∈ST (ζ ,ψ)

{ ∞∑
k=0

∫
[0,T ]×[0,1]

�
(
ϕk(s, y)

)
ds dy

}
.

Here for x ≥ 0,

(2.14) �(x)
.= x logx − x + 1,
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and ST (ζ ,ψ) is the set of all sequences of functions ϕ = (ϕk)k∈N0 , ϕk : [0, T ]×[0,1] →R+,
such that

ψ(t) =
∞∑

k=0

(k − 2)

∫
[0,t]×[0,1]

1[0,rk(ζ (s)))(y)ϕk(s, y) ds dy, t ∈ [0, T ],(2.15)

ζk(t) = pk −
∫
[0,t]×[0,1]

1[0,rk(ζ (s)))(y)ϕk(s, y) ds dy, k ∈ N, t ∈ [0, T ].(2.16)

REMARK 2.15. Suppose (ζ ,ψ) ∈ CT satisfies (2.15) and (2.16) for some ϕ ∈ ST (ζ ,ψ).

(a) From Assumptions 2.1 and 2.2 it follows that the following uniform integrability
holds: As K → ∞:

sup
0≤t≤T

∞∑
k=K

kζk(t) ≤
∞∑

k=K

k sup
0≤t≤T

ζk(t) =
∞∑

k=K

kpk → 0.

This in particular says that r(ζ (·)) ∈ C, where r(·) is defined in (2.7).
(b) For any k ∈ N, whenever ζk(tk) = 0 for some tk ∈ [0, T ], we must have ζk(t) = 0 for

all t ∈ [tk, T ]. This follows since ζk is nonincreasing and nonnegative for every k.
(c) Whenever r(ζ (t∗)) = 0 for some t∗ ∈ [0, T ], we must have from part (b) that ζk(t) = 0

for all t ∈ [t∗, T ] and k ∈N. This, together with (2.15), implies that ψ(·) is nonincreasing on
the interval [t∗, T ]. Hence by property (b) of CT , ζ0(t) is nonincreasing and nonnegative for
t ∈ [t∗, T ]. Since ζ0(t

∗) = 0, we must then have ζ0(t) = 0 for t ∈ [t∗, T ], which means that
ζ (t) = 0 for t ∈ [t∗, T ]. Thus whenever such a t∗ exists, ζ (t) = 0 after the time instant

(2.17) τζ
.= inf
{
t ∈ [0, T ] : r(ζ (t)

)= 0
}∧ T .

2.6. LDP and LLN for the exploration process. The following LDP is one of our main
results and is key to the proof of Theorem 2.6.

THEOREM 2.16. The function IT in (2.13) is a rate function on D∞ × D and the se-
quence {(Xn, Y n)}n∈N satisfies a large deviation principle in D∞ ×D with rate function IT .

Outline of the proof. Due to the equivalence between a large deviation principle and a
Laplace principle, it suffices to show the following three statements (cf. [25], Section 1.2,
or [13], Section 1.2).

(1) Laplace principle upper bound: For all h ∈ Cb(D∞ ×D),

(2.18) lim sup
n→∞

1

n
logEe−nh(Xn,Y n) ≤ − inf

(ζ ,ψ)∈C∞×C

{
IT (ζ ,ψ) + h(ζ ,ψ)

}
.

(2) Laplace principle lower bound: For all h ∈ Cb(D∞ ×D),

(2.19) lim inf
n→∞

1

n
logEe−nh(Xn,Y n) ≥ − inf

(ζ ,ψ)∈C∞×C

{
IT (ζ ,ψ) + h(ζ ,ψ)

}
.

(3) IT is a rate function on D∞ × D: For each M ∈ [0,∞), {(ζ ,ψ) ∈ D∞ × D :
IT (ζ ,ψ) ≤ M} is a compact subset of D∞ ×D.

Statements (1), (2) and (3) will be shown in Sections 4, 5 and 6, respectively.

REMARK 2.17. As noted above, the LDP in Theorem 2.16 is a key to the proof of The-
orem 2.6. In the next subsection we will show how this LDP can be used to easily give a
LLN result. The LDP can be used to establish other asymptotic results as well. We give one
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such example without proof below. Denote by Cn the number of components in G([n],d(n)).
Then ηn defined in (2.10) can be used to represent Cn

n
. Such an observation in the context

of Erdős–Rényi random graphs was first made in [1] (see also [42]). Note that whenever the
EEA starts to explore a new component, Xn

0 will jump from − 1
n

and as a result, ηn will
increase by 2

n
. Therefore,

Cn

n
= sup

t>0

ηn(t)

2
= lim

T →∞
ηn(T )

2
.

Observe from (2.11) that ηn = Xn
0 − Yn, and that for large deviation asymptotics one can

assume that the EEA terminates by time N
.= 1 + �supn

1
2
∑∞

k=1 k
n

(n)
k

n
� < ∞ (see Lemma 8.1

and its proof for precise details). Using this fact, Theorem 2.16, and the contraction principle
one can establish that Cn

n
satisfies a large deviation principle in R+ with rate function Î

defined by

Î (x) = lim
T →∞ inf

(ζ ,ψ)∈CT :ζ0(T )−ψ(T )=2x
IT (ζ ,ψ).

The rate function Î (x) has the following alternative representation.

Î (x) = inf
(ζ ,ψ)∈CN :ζ0(N)−ψ(N)=2x,ζ (N)=0

∫ N

0

[
r0
(
ζ (t)
)
�

(
−ψ ′(t) +∑∞

k=1(k − 2)ζ ′
k(t)

2r0(ζ (t))

)

+
∞∑

k=1

rk
(
ζ (t)
)
�

(
− ζ ′

k(t)

rk(ζ (t))

)]
dt.

2.6.1. Law of large number limits. The LDP in Theorem 2.16 can be used to identify the
LLN limit (ζ ,ψ) of the exploration process (Xn, Y n), which corresponds to the unique pair
satisfying IT (ζ ,ψ) = 0. In particular we recover well-known results for the asymptotics of
the largest component in the configuration model [31, 37]. We assume the following strength-
ened version of Assumption 2.2.

ASSUMPTION 2.18. supn∈N
∑∞

k=1
nk

n
k2 < ∞.

REMARK 2.19. Under our standing assumptions, namely Assumption 2.1 and 2.2, one
can show by following the arguments in Section 3 that {(Xn, Y n)}n∈N is tight and any weak
limit point (ζ ,ψ) of this sequence is in CT and satisfies (2.15) and (2.16) with ϕk = 1 for
k ∈ N0. However it seems hard to argue the uniqueness of this limiting system of equations
without additional conditions. Instead we show that if Assumption 2.2 is replaced with the
stronger condition in Assumption 2.18 then there is an explicit trajectory (ζ ,ψ) for which
the rate function vanishes and in fact it is the unique such trajectory. This is the content
of Theorem 2.20 and Proposition 2.21. From these results the LLN follows immediately.
Whether the LLN holds under the weaker Assumption 2.2 is an open problem.

Recall μ
.=∑∞

k=1 kpk and note that μ < ∞. Define, for z ∈ [0,1],

G0(z)
.=

∞∑
k=1

pkz
k and G1(z)

.=
∞∑

k=1

kpk

μ
zk−1.

Define Fs(t)
.= G0(s) − G0(st) for s ∈ (0,1] and t ∈ [0,1]. Then Fs : [0,1] → [0,G0(s)] is

strictly decreasing and continuous. Let F−1
s (·) denote the inverse of Fs . Define

fs(t)
.=
{
F−1

s (t) when 0 ≤ t ≤ G0(s),

0 when t > G0(s).
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Then fs(t) is strictly decreasing until it hits zero. Note that in particular, f1(t) = F−1
1 (t) ×

1[0,1](t). Define f0(t)
.= 0 for t ≥ 0.

Fix T ≥ μ
2 . The following theorem together with Proposition 2.21 characterizes the unique

(ζ ,ψ) ∈ CT that minimizes the rate function IT (ζ ,ψ). Letting

ν
.=
∑∞

k=1 k(k − 1)pk∑∞
k=1 kpk

,

part 1 of the theorem considers the subcritical and critical cases ν ≤ 1, where the size of the
largest component is o(n), while part 2 considers the supercritical case ν > 1, where the size
of the largest component is O(n). Proofs of Theorem 2.20 and Proposition 2.21 are provided
in Section 10.

THEOREM 2.20. Suppose that Assumptions 2.1 and 2.18 hold.

(1) Suppose
∑∞

k=1 k(k − 2)pk ≤ 0. Define ζ (t) = (ζk(t))k∈N0 and ψ(t) by

ζ0(t)
.= 0, ζk(t)

.= pk

(
f1(t)
)k

, k ∈ N,

ψ(t)
.= −2
∫ t

0
r0
(
ζ (s)
)
ds +

∞∑
k=1

(k − 2)
(
pk − ζk(t)

)
.

Then (ζ ,ψ) ∈ CT and IT (ζ ,ψ) = 0.
(2) Suppose

∑∞
k=1 k(k − 2)pk > 0. If p1 > 0, then there exists a unique ρ ∈ (0,1) such

that G1(ρ) = ρ. If p1 = 0, G1(ρ) = ρ with ρ
.= 0. Define τ = μ

2 (1 − ρ2) > 0 and define
ζ (t) = (ζk(t))k∈N0 and ψ(t) by

ζ0(t)
.= [μ − 2t − μ

√
1 − 2t/μG1(

√
1 − 2t/μ)

]
1[0,τ ](t),

ζk(t)
.=
{
pk(1 − 2t/μ)k/2 when 0 ≤ t ≤ τ,

pkρ
k(fρ(t − τ)

)k when t > τ,
k ∈ N,

ψ(t)
.= −2
∫ t

0
r0
(
ζ (s)
)
ds +

∞∑
k=1

(k − 2)
(
pk − ζk(t)

)
.

Then (ζ ,ψ) ∈ CT and IT (ζ ,ψ) = 0.

The following proposition says that there is a unique (ζ ,ψ) satisfying IT (ζ ,ψ) = 0, so
that this pair is the law of large numbers limit.

PROPOSITION 2.21. Suppose Assumptions 2.1 and 2.18 hold. Then the pair (ζ ,ψ) de-
fined in Theorem 2.20 is the unique element of D∞ ×D such that IT (ζ ,ψ) = 0.

3. Representation and weak convergence of controlled processes. We will use the
following useful representation formula proved in [15]. For the second equality in the theorem
see the proof of Theorem 2.4 in [11]. The representation in the cited papers is given in terms
of a single Poisson random measure with points in a locally compact Polish space. However
for the current work it is convenient to formulate the representation in terms of a countable
sequence of independent Poisson random measures on [0, T ] × [0,1]. This representation is
immediate from the results in [15] and [11] by viewing the countable sequence of Poisson
random measures with points in [0, T ] × [0,1] and intensity the Lebesgue measure λT on
[0, T ] × [0,1] as a single PRM with points in the augmented space [0, T ] × [0,1] ×N0 with
intensity λT ⊗ �, where � is the counting measure on N. Recall that Ā+ denotes the class of
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(P̄ × B([0,1]))/B(R+)-measurable maps from � × [0, T ] × [0,1] to R+. For each m ∈ N

let

Āb,m
.= {(ϕk)k∈N0 : ϕk ∈ Ā+ for each k ∈ N0 such that for all (ω, t, y) ∈ � × [0, T ] × [0,1],

1/m ≤ ϕk(ω, t, y) ≤ m for k ≤ m and ϕk(ω, t, y) = 1 for k > m
}

and let Āb
.=⋃∞

m=1 Āb,m. Recall the function � defined in (2.14).

THEOREM 3.1. Let F ∈ Mb([MFC([0, T ] × [0,1])]∞). Then, for θ > 0,

− logEe−F((Nθ
k )k∈N0 )

= inf
ϕk∈Ā+,k∈N0

E

[
θ

∞∑
k=0

∫
[0,T ]×[0,1]

�
(
ϕk(s, y)

)
ds dy + F

((
N

θϕk

k

)
k∈N0

)]

= inf
ϕ=(ϕk)k∈N0∈Āb

E

[
θ

∞∑
k=0

∫
[0,T ]×[0,1]

�
(
ϕk(s, y)

)
ds dy + F

((
N

θϕk

k

)
k∈N0

)]
.

Fix h ∈ Cb(D∞×D). Since (Xn, Y n) can be written as �((Nn
k )k∈N0) for some measurable

function � from [MFC([0, T ] × [0,1])]∞ to D∞ ×D, we have from the second equality in
Theorem 3.1 that, with (θ,F ) = (n,nh ◦ �),

−1

n
logEe−nh(Xn,Y n)

= inf
ϕn=(ϕn

k )k∈N0∈Āb

E

{ ∞∑
k=0

∫
[0,T ]×[0,1]

�
(
ϕn

k (s, y)
)
ds dy + h

(
X̄

n
, Ȳ n)}.(3.1)

Here (X̄
n
, Ȳ n) = �((N

nϕn
k

k )k∈N0), which solves the controlled analogue of (2.9)–(2.12),
namely X̄

n
(0)

.= 1
n
(−1, n1, n2, . . .), and for t ∈ [0, T ],

Ȳ n(t) = X̄n
0(0) +

∞∑
k=0

k − 2

n

∫
[0,t]×[0,1]

1[0,rk(X̄
n
(s−)))

(y)N
nϕn

k

k (ds dy),(3.2)

X̄n
0(t) = Ȳ n(t) + 2

n

∞∑
k=0

∫
[0,t]×[0,1]

1{X̄n
0 (s−)<0}1[0,rk(X̄

n
(s−)))(y)N

nϕn
k

k (ds dy),(3.3)

X̄n
k (t) = X̄n

k (0) − 1

n

∫
[0,t]×[0,1]

1[0,rk(X̄
n
(s−)))(y)N

nϕn
k

k (ds dy), k ∈N.(3.4)

There is a bar in the notation X̄
n
, Ȳ n (and ν̄n defined in (3.12) below) to indicate that these

are “controlled” processes, given in terms of the control sequence ϕn .= (ϕn
k )k∈N0 . We will

occasionally suppress the dependence on ϕn in the notation and will make this dependence
explicit if there are multiple controls (e.g., as in Section 4).

In the proof of both the upper and lower bound we will show it is sufficient to consider a
sequence {ϕn

k ∈ Ā+, k ∈N0} that satisfies the following uniform bound for some M0 < ∞:

(3.5) sup
n∈N

∞∑
k=0

∫
[0,T ]×[0,1]

�
(
ϕn

k (s, y)
)
ds dy ≤ M0, a.s. P.

In the rest of this section we study tightness and convergence properties of controlled pro-
cesses (X̄

n
, Ȳ n) that are driven by controls {ϕn

k } that satisfy the above a.s. bound.
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From (3.2)–(3.4) we can rewrite

Ȳ n(t) = X̄n
0(0) +

∞∑
k=0

(k − 2)B̄n
k (t),(3.6)

X̄n
0(t) = Ȳ n(t) + η̄n(t),(3.7)

X̄n
k (t) = X̄n

k (0) − B̄n
k (t), k ∈ N,(3.8)

where

B̄n
k (t)

.= 1

n

∫
[0,t]×[0,1]

1[0,rk(X̄
n
(s−)))

(y)N
nϕn

k

k (ds dy), k ∈N0,(3.9)

η̄n(t)
.=

∞∑
k=0

2

n

∫
[0,t]×[0,1]

1{X̄n
0 (s−)<0}1[0,rk(X̄

n
(s−)))(y)N

nϕn
k

k (ds dy)

(3.10)

=
∞∑

k=1

2

n

∫
[0,t]×[0,1]

1{X̄n
0 (s−)<0}1[0,rk(X̄

n
(s−)))

(y)N
nϕn

k

k (ds dy).

Here the last line follows on observing that 1{X̄n
0 (s−)<0}1[0,r0(X̄

n
(s−)))(y) ≡ 0.

Since m1
.= supn∈N

∑∞
k=1 k nk

n
< ∞ by Assumption 2.2, using (2.7) we have − 1

n
≤

X̄n
0(t) ≤ m1, 0 ≤ r(X̄

n
(t)) ≤ m1 and 0 ≤ X̄n

k (t) ≤ nk

n
for t ∈ [0, T ]. In particular, the nonneg-

ativity of X̄n
k (t) is an immediate consequence of the evolution equation (3.4) on observing

that rk(X̄
n
(s−)) = 0 if X̄n

k (s−) = 0 and that the jumps of X̄n
k are of size 1/n. Also note that

both r(X̄
n
(·)) and X̄n

k (·) for k ∈ N are nonincreasing.
The following lemma summarizes some elementary properties of �. For part (a) we refer

to [14], Lemma 3.1, and part (b) is an easy calculation that is omitted.

LEMMA 3.2.

(a) For each β > 0, there exists γ (β) ∈ (0,∞) such that γ (β) → 0 as β → ∞ and x ≤
γ (β)�(x), for x ≥ β > 1.

(b) For x ≥ 0, x ≤ �(x) + 2.

The next lemma gives some uniform integrability properties for the control sequence ϕn.

LEMMA 3.3. For K ∈ N define

(3.11) ŪK
.= sup

n∈N
E

{ ∞∑
k=K

∫
[0,T ]×[0,1]

kϕn
k (s, y)1[0,rk(X̄

n
(s)))

(y) ds dy

}
.

Then ŪK < ∞ for each K ∈ N and limK→∞ ŪK = 0.

PROOF. From (3.9) and (3.8) it follows that

ŪK = sup
n∈N

E

{ ∞∑
k=K

kB̄n
k (T )

}
= sup

n∈N
E

{ ∞∑
k=K

k
[
X̄n

k (0) − X̄n
k (T )
]}≤ sup

n∈N

∞∑
k=K

knk

n
.

Recalling εp ∈ (0,∞) introduced in Assumption 2.2, we have

sup
n∈N

∞∑
k=K

knk

n
≤ K−εp sup

n∈N

∞∑
k=1

nk

n
k1+εp → 0

as K → ∞. The result follows. �
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The following lemma proves some key tightness properties. Write B̄
n .= {B̄n

k }k∈N0 . Define
ν̄n .= {ν̄n

k }k∈N0 , where for k ∈ N0,

(3.12) ν̄n
k

([0, t] × A
) .=
∫
[0,t]×A

ϕn
k (s, y) ds dy, t ∈ [0, T ],A ∈ B

([0,1]).
LEMMA 3.4. Suppose that the bound in (3.5) is satisfied. Then the sequence of random

variables {(ν̄n, X̄
n
, Ȳ n, B̄

n
, η̄n)} is tight in [M([0, T ] × [0,1])]∞ ×D∞ ×D ×D∞ ×D.

PROOF. We will argue the tightness of {ν̄n} in [M([0, T ]×[0,1])]∞ and the C-tightness
of {X̄n}, {Ȳ n}, {B̄n}, and {η̄n} in D∞, D, D∞, and D respectively. This will complete the
proof.

Consider first {ν̄n}. Note that [0, T ] × [0,1] is a compact metric space. Also from Lemma
3.2(b) and (3.5) we have a.s. for each k ∈ N0,

ν̄n
k

([0, T ] × [0,1])= ∫
[0,T ]×[0,1]

ϕn
k (s, y) ds dy

≤
∫
[0,T ]×[0,1]

(
�
(
ϕn

k (s, y)
)+ 2
)
ds dy ≤ M0 + 2T .

Hence {ν̄n
k } is tight in M([0, T ] × [0,1]).

Next, since X̄n
k (0) ∈ [0,1] for k ∈ N a.s., we see from (3.7) and (3.8) that C-tightness of

{X̄n} in D∞ follows once we show C-tightness of {Ȳ n}, {B̄n} and {η̄n}.
We now show that {(Ȳ n(t), B̄

n
(t), η̄n(t)))} is tight for each t . From (3.6), (3.9) and (3.10),

E

[∣∣Ȳ n(t)
∣∣+ ∞∑

k=0

∣∣B̄n
k (t)
∣∣+ ∣∣η̄n(t)

∣∣]

≤ 1

n
+

∞∑
k=0

[|k − 2| + 1
]
E
∣∣B̄n

k (t)
∣∣+ E

∣∣η̄n(t)
∣∣

≤ 1

n
+ E

∞∑
k=0

∫
[0,T ]×[0,1]

[|k − 2| + 1 + 2 · 1{k≥1}
]
ϕn

k (s, y)1[0,rk(X̄
n
(s)))(y) ds dy

≤ 1

n
+ 3E

∫
[0,T ]×[0,1]

ϕn
0 (s, y) ds dy + 4Ū1,

where the last line uses the definition of Ū1 in (3.11). From Lemma 3.2(b) and (3.5), we have

E

∫
[0,T ]×[0,1]

ϕn
0 (s, y) ds dy ≤ E

∫
[0,T ]×[0,1]

[
�
(
ϕn

0 (s, y)
)+ 2
]
ds dy ≤ M0 + 2T .

Therefore, supn∈N E[|Ȳ n(t)| + ∑∞
k=0 |B̄n

k (t)| + |η̄n(t)|] < ∞ and we have tightness of
{(Ȳ n(t), B̄

n
(t), η̄n(t)))} in R×R

∞ ×R for each t ∈ [0, T ].
We now consider fluctuations of (Ȳ n, B̄

n
, η̄n). Recall the filtration {Ft }0≤t≤T . For δ ∈

[0, T ], let T δ be the collection of all [0, T −δ]-valued stopping times τ . Note that for τ ∈ T δ ,

E
∣∣Ȳ n(τ + δ) − Ȳ n(τ )

∣∣≤ E

[ ∞∑
k=0

(k + 2)
∣∣B̄n

k (τ + δ) − B̄n
k (τ )
∣∣].

Thus in order to argue tightness of {(Ȳ n, B̄
n
, η̄n)}, by the Aldous–Kurtz tightness criterion

(cf. [33], Theorem 2.7) it suffices to show that

(3.13) lim sup
δ→0

lim sup
n→∞

sup
τ∈T δ

E

[ ∞∑
k=0

(k + 2)
∣∣B̄n

k (τ + δ) − B̄n
k (τ )
∣∣+ ∣∣η̄n(τ + δ) − η̄n(τ )

∣∣]= 0.
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From (3.9) and (3.10) it follows that for every K ∈ N and M ∈ (0,∞),

E

[ ∞∑
k=0

(k + 2)
∣∣B̄n

k (τ + δ) − B̄n
k (τ )
∣∣+ ∣∣η̄n(τ + δ) − η̄n(τ )

∣∣]

≤ E

∞∑
k=0

∫
(τ,τ+δ]×[0,1]

(k + 4)ϕn
k (s, y)1[0,rk(X̄

n
(s)))

(y) ds dy

≤ E

K−1∑
k=0

[∫
(τ,τ+δ]×[0,1]

(k + 4)ϕn
k (s, y)1{ϕn

k (s,y)>M} ds dy

+
∫
(τ,τ+δ]×[0,1]

(k + 4)ϕn
k (s, y)1{ϕn

k (s,y)≤M} ds dy

]
+ 5ŪK.

Using Lemma 3.2(a) and (3.5), we can bound the last display by

E

K−1∑
k=0

∫
(τ,τ+δ]×[0,1]

(K + 3)γ (M)�
(
ϕn

k (s, y)
)
ds dy + K(K + 3)Mδ + 5ŪK

≤ (K + 3)γ (M)M0 + K(K + 3)Mδ + 5ŪK.

Therefore,

lim sup
δ→0

lim sup
n→∞

sup
τ∈T δ

E

[ ∞∑
k=0

(k + 2)
∣∣B̄n

k (τ + δ) − B̄n
k (τ )
∣∣+ ∣∣η̄n(τ + δ) − η̄n(τ )

∣∣]

≤ (K + 3)γ (M)M0 + 5ŪK.

Taking M → ∞ and then K → ∞, we have from Lemmas 3.2(a) and 3.3 that (3.13) holds.
Finally C-tightness is immediate from the following a.s. bounds, Assumption 2.2, and [5],
Theorem 13.4: for any k ∈ N0, K ∈ N and t ∈ (0, T ],

∣∣B̄n
k (t) − B̄n

k (t−)
∣∣≤ 1

n
,

∣∣η̄n(t) − η̄n(t−)
∣∣≤ 2

n
,

∣∣Ȳ n
k (t) − Ȳ n

k (t−)
∣∣≤ K

n
+

∞∑
j=K+1

jnj

n
.

This completes the proof. �

Next we will characterize weak limit points of {(ν̄n, X̄
n
, Ȳ n, B̄

n
, η̄n)}. For that, we need

the following notation. For k ∈ N0 define the compensated process

Ñ
nϕn

k

k (ds dy)
.= N

nϕn
k

k (ds dy) − nϕn
k (s, y) ds dy.

Then Ñ
nϕn

k

k ([0, t] × A) is an {Ft }-martingale for A ∈ B([0,1]) and k ∈N0. Let

(3.14) B̄n
k (t) = B̃n

k (t) + B̂n
k (t), t ∈ [0, T ], k ∈ N0

where

B̃n
k (t)

.= 1

n

∫
[0,t]×[0,1]

1[0,rk(X̄
n
(s−)))

(y) Ñ
nϕn

k

k (ds dy)
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is an {Ft }-martingale and

B̂n
k (t)

.=
∫
[0,t]×[0,1]

1[0,rk(X̄
n
(s)))

(y)ϕn
k (s, y) ds dy.

Write B̃
n .= (B̃n

k )k∈N0 and B̂
n .= (B̂n

k )k∈N0 . Let λt be Lebesgue measure on [0, t] × [0,1].
We have the following characterization of the weak limit points. Recall ST (ζ ,ψ) defined

in (2.15) and (2.16).

LEMMA 3.5. Suppose Assumptions 2.1 and 2.2 hold. Also assume that the bound (3.5)
is satisfied and suppose that (ν̄n, X̄

n
, Ȳ n, B̄

n
, η̄n) converges along a subsequence, in distri-

bution, to (ν̄, X̄, Ȳ , B̄, η̄) ∈ [M([0, T ] × [0,1])]∞ × D∞ × D × D∞ × D given on some
probability space (�∗,F∗,P ∗). Then the following holds P ∗-a.s.

(a) For each k ∈N0, ν̄k � λT .
(b) (X̄, Ȳ , B̄, η̄) ∈ C∞ × C × C∞ × C, and for t ∈ [0, T ]

X̄k(t) = pk − B̄k(t) ≥ 0, k ∈ N,(3.15)

Ȳ (t) =
∞∑

k=0

(k − 2)B̄k(t),(3.16)

X̄0(t) = Ȳ (t) + η̄(t) ≥ 0.(3.17)

(c) For k ∈ N0 let ϕk(s, y)
.= dν̄k

dλT
(s, y), (s, y) ∈ [0, T ] × [0,1]. Then for t ∈ [0, T ] and

k ∈N0

(3.18) B̄k(t) =
∫
[0,t]×[0,1]

1[0,rk(X̄(s)))(y)ϕk(s, y) ds dy.

(d) X̄0 = �(Ȳ ). In particular, (X̄, Ȳ ) ∈ CT and ϕ ∈ ST (X̄, Ȳ ).

PROOF. Assume without loss of generality that (ν̄n, X̄
n
, Ȳ n, B̄

n
, η̄n) ⇒ (ν̄, X̄, Ȳ , B̄, η̄)

along the whole sequence as n → ∞.
(a) This is an immediate consequence of the bound in (3.5) and Lemma A.1 of [11].
(b) The first statement is an immediate consequence of the C-tightness argued in the proof

of Lemma 3.4. Then using (3.8), Assumption 2.1 and the fact that X̄n
k (t) ≥ 0 a.s., we have

(3.15). Next, note that by Assumption 2.2, as K → ∞

(3.19) sup
n∈N

sup
0≤t≤T

∣∣∣∣∣
∞∑

k=K

(k − 2)B̄n
k (t)

∣∣∣∣∣≤ sup
n∈N

∞∑
k=K

knk

n
≤ K−εp sup

n∈N

∞∑
k=K

nk

n
k1+εp → 0,

where in obtaining the first inequality we have used the fact that due to (3.8) and the nonneg-
ativity of X̄n

k (t), B̄n
k (t) ≤ X̄n

k (0). Hence
∑∞

k=0(k − 2)B̄n
k ⇒∑∞

k=0(k − 2)B̄k ∈ C. From this
and (3.6) we see that (3.16) holds. Next, since (Ȳ n, η̄n) ⇒ (Ȳ , η̄) ∈ C2 and X̄n

0(t) ≥ − 1
n

a.s.,
we have from (3.7) that (3.17) holds.

(c) By Doob’s inequality, as n → ∞

E

∞∑
k=0

sup
0≤t≤T

∣∣B̃n
k (t)
∣∣2 ≤ 4

n
E

∞∑
k=0

∫
[0,T ]×[0,1]

ϕn
k (s, y)1[0,rk(X̄

n
(s)))(y) ds dy

≤ 4

n
E

∞∑
k=0

∫
[0,T ]×[0,1]

[
�
(
ϕn

k (s, y)
)+ 2
]
1[0,rk(X̄

n
(s)))(y) ds dy

≤ 4

n
(M0 + 2T ) → 0,
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where the second inequality follows from Lemma 3.2(b) and the third inequality follows from
(3.5). Therefore, as n → ∞
(3.20) B̃

n ⇒ 0.

By appealing to the Skorokhod representation theorem, we can assume without loss of gener-
ality that (ν̄n, X̄

n
, Ȳ n, B̄

n
, η̄n, B̃

n
) → (ν̄, X̄, Ȳ , B̄, η̄,0) a.s. on (�∗,F∗,P ∗), namely there

exists some event F ∈ F∗ such that P ∗(F c) = 0 and(
ν̄n, X̄

n
, Ȳ n, B̄

n
, η̄n, B̃

n)→ (ν̄, X̄, Ȳ , B̄, η̄,0) on F.

Fix ω̄ ∈ F . The rest of the argument will be made for such an ω̄ which will be suppressed
from the notation. From (3.19) we have that as n → ∞

r
(
X̄

n
(t)
)= (X̄n

0(t)
)+ +

∞∑
k=1

kX̄n
k (t) → (X̄0(t)

)+ +
∞∑

k=1

kX̄k(t) = r
(
X̄(t)
)

uniformly in t ∈ [0, T ], and r(X̄(·)) is continuous and hence bounded. Let τ̄
.= τX̄ , where τX̄

is defined through (2.17), namely τ̄ = inf{t ∈ [0, T ] : r(X̄(t)) = 0} ∧ T . We will argue that
(3.18) holds for all t < τ̄ , t = τ̄ and t > τ̄ .

For t < τ̄ , we have r(X̄(t)) > 0. Hence for each k ∈ N0,

(3.21) 1[0,rk(X̄
n
(s)))

(y) → 1[0,rk(X̄(s)))(y)

as n → ∞ for λt -a.e. (s, y) ∈ [0, t] × [0,1] since λt {(y, s) : y = rk(X̄(s))} = 0. From (3.21)
and the uniform integrability of (s, y) �→ (1[0,rk(X̄

n
(s)))

(y) − 1[0,rk(X̄(s)))(y))ϕn
k (s, y) (with

respect to the normalized Lebesgue measure on [0, T ]× [0,1]) which follows from (3.5) and
the superlinearity of �, we have that

B̂n
k (t) −

∫
[0,t]×[0,1]

1[0,rk(X̄(s)))(y)ϕn
k (s, y) ds dy → 0.

Also, from the bound in (3.5) it follows that∫
[0,t]×[0,1]

1[0,rk(X̄(s)))(y)ϕn
k (s, y) ds dy →

∫
[0,t]×[0,1]

1[0,rk(X̄(s)))(y)ϕk(s, y) ds dy.

Combining the two convergence statements we have

(3.22) B̂n
k (t) →

∫
[0,t]×[0,1]

1[0,rk(X̄(s)))(y)ϕk(s, y) ds dy.

The above convergence along with (3.14) and (3.20) gives (3.18) for t < τ̄ . Since (3.18) holds
for t < τ̄ , it also holds for t = τ̄ by continuity of B̄ and of the right side in (3.18).

Now suppose T ≥ t > τ̄ . Since r(X̄(·)) is continuous, we see from the definition of τ̄ that
r(X̄(τ̄ )) = 0. Noting that r(X̄

n
(·)) is nonnegative and nonincreasing, so is r(X̄(·)). There-

fore, r(X̄(t)) = 0 and X̄(t) = 0 for τ̄ ≤ t ≤ T . From this we see that the right-hand side of
(3.18) remains constant for τ̄ ≤ t ≤ T and it suffices to show that B̄(t) = B̄(τ̄ ) for τ̄ < t ≤ T .
From (3.9) it follows that, for k ∈ N,

(3.23) sup
τ̄<t≤T

∣∣B̄n
k (t) − B̄n

k (τ̄ )
∣∣= B̄n

k (T ) − B̄n
k (τ̄ ) = X̄n

k (τ̄ ) − X̄n
k (T ) ≤ X̄n

k (τ̄ ),

which converges to X̄k(τ̄ ) = 0 as n → ∞. Hence B̄k(t) = B̄k(τ̄ ) for τ̄ < t ≤ T and this gives
(3.18) for each k ∈ N. Next we show B̄0(t) = B̄0(τ̄ ) for τ̄ < t ≤ T . From (3.6) and (3.7),

sup
τ̄<t≤T

∣∣B̄n
0 (t) − B̄n

0 (τ̄ )
∣∣

≤ sup
τ̄<t≤T

∣∣X̄n
0(t) − X̄n

0(τ̄ )
∣∣+ sup

τ̄<t≤T

∣∣η̄n(t) − η̄n(τ̄ )
∣∣

+
∞∑

k=1

|k − 2| sup
τ̄<t≤T

∣∣B̄n
k (t) − B̄n

k (τ̄ )
∣∣.

(3.24)
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Since X̄n
0(t) ≥ − 1

n
, we have

sup
τ̄<t≤T

∣∣X̄n
0(t) − X̄n

0(τ̄ )
∣∣≤ sup

τ̄<t≤T

∣∣X̄n
0(t)
∣∣+ ∣∣X̄n

0(τ̄ )
∣∣≤ sup

τ̄<t≤T

(
X̄n

0(t)
)+ + 1

n
+ (X̄n

0(τ̄ )
)+ + 1

n

≤ sup
τ̄<t≤T

r
(
X̄

n
(t)
)+ r
(
X̄

n
(τ̄ )
)+ 2

n
≤ 2r
(
X̄

n
(τ̄ )
)+ 2

n
,

where the last line follows from the fact that r(X̄
n
(t)) is nonincreasing for t ∈ [0, T ]. From

(3.10) and (3.9) it follows that

sup
τ̄<t≤T

∣∣η̄n(t) − η̄n(τ̄ )
∣∣

= sup
τ̄<t≤T

2
∞∑

k=1

1

n

∫
(τ̄ ,t]×[0,1]

1{X̄n
0 (u−)<0}1[0,rk(X̄

n
(u−)))

(y)N
nϕn

k

k (dudy)

≤ sup
τ̄<t≤T

2
∞∑

k=1

1

n

∫
(τ̄ ,t]×[0,1]

1[0,rk(X̄
n
(u−)))(y)N

nϕn
k

k (dudy)

= sup
τ̄<t≤T

2
∞∑

k=1

∣∣B̄n
k (t) − B̄n

k (τ̄ )
∣∣.

Combining the above two estimates with (3.24), we see that as n → ∞,

sup
τ̄<t≤T

∣∣B̄n
0 (t) − B̄n

0 (τ̄ )
∣∣≤ 2r

(
X̄

n
(τ̄ )
)+ 2

n
+ sup

τ̄<t≤T

∞∑
k=1

(k + 4)
∣∣B̄n

k (t) − B̄n
k (τ̄ )
∣∣

≤ 2r
(
X̄

n
(τ̄ )
)+ 2

n
+

∞∑
k=1

(k + 4)X̄n
k (τ̄ ) ≤ 7r

(
X̄

n
(τ̄ )
)+ 2

n
(3.25)

→ 7r
(
X̄(τ̄ )
)= 0,

where the second inequality follows from (3.23). Since we have proved (3.18) for all t < τ̄ ,
t = τ̄ and t > τ̄ , part (c) follows.

(d) From (3.17) and a well-known characterization of the solution of the Skorohod prob-
lem (see, e.g., [32], Section 3.6.C), it suffices to show that η̄(0) = 0, η̄(t) ≥ 0, η̄(t) is non-
decreasing for t ∈ [0, T ] and

∫ T
0 X̄0(t) η̄(dt) = 0. Since η̄n(0) = 0, η̄n(t) ≥ 0 and η̄n(t) is

nondecreasing for t ∈ [0, T ], so is η̄. It remains to show
∫ T

0 X̄0(t) η̄(dt) = 0. Note that η̄n(t)

increases only when X̄n
0(t−) < 0, namely X̄n

0(t−) = − 1
n

. Therefore,

∫ T

0

(
X̄n

0(t−) + 1

n

)
η̄n(dt) = 0.

From this we have

(3.26)

∣∣∣∣
∫ T

0
X̄0(t)η̄(dt)

∣∣∣∣=
∣∣∣∣
∫ T

0
X̄0(t)η̄(dt) −

∫ T

0

(
X̄n

0(t−) + 1

n

)
η̄n(dt)

∣∣∣∣
≤
∣∣∣∣
∫ T

0
X̄0(t)η̄(dt) −

∫ T

0
X̄0(t)η̄

n(dt)

∣∣∣∣
+
∫ T

0

∣∣X̄0(t) − X̄n
0(t−)

∣∣η̄n(dt) + η̄n(T )

n
.
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Since both η̄n and η̄ are nondecreasing, we see that η̄n → η̄ as finite measures on [0, T ].
Combining this with the fact that X̄0 ∈Cb([0, T ] :R), we get∣∣∣∣

∫ T

0
X̄0(t) η̄(dt) −

∫ T

0
X̄0(t) η̄n(dt)

∣∣∣∣→ 0

as n → ∞. Also from continuity of X̄0, we have uniform convergence of X̄n
0 to X̄0 and hence

∫ T

0

∣∣X̄0(t) − X̄n
0(t−)

∣∣ η̄n(dt) + η̄n(T )

n
≤
(

sup
0≤t≤T

∣∣X̄n
0(t−) − X̄0(t)

∣∣+ 1

n

)
η̄n(T ) → 0

as n → ∞. Combining these two convergence results with (3.26), we see that
∫ T

0 X̄0(t) ×
η̄(dt) = 0. This proves part (d) and completes the proof. �

4. Laplace upper bound. In this section we prove the Laplace upper bound (2.18).
From (3.1), for every n ∈ N, we can choose ϕ̃n .= (ϕ̃n

k )k∈N0 ∈ Āb such that

−1

n
logEe−nh(Xn,Y n) ≥ E

{ ∞∑
k=0

∫
[0,T ]×[0,1]

�
(
ϕ̃n

k (s, y)
)
ds dy + h

(
X̄

n,ϕ̃n

, Ȳ n,ϕ̃n)}− 1

n
,

where (X̄
n,ϕ̃n

, Ȳ n,ϕ̃n

) are defined by (3.2)–(3.4) by replacing ϕn with ϕ̃n. Since ‖h‖∞ < ∞,

sup
n∈N

E

∞∑
k=0

∫
[0,T ]×[0,1]

�
(
ϕ̃n

k (s, y)
)
ds dy

≤ sup
n∈N

[
−1

n
logEe−nh(Xn,Y n) − Eh

(
X̄

n,ϕ̃n

, Ȳ n,ϕ̃n)+ 1

n

]

≤ 2‖h‖∞ + 1 .= Mh.

Now we modify ϕ̃n so that the last inequality holds not in the sense of expectation, but rather
almost surely, for a possibly larger constant [see (3.5)]. Fix σ ∈ (0,1) and define

τ̃ n .= inf

{
t ∈ [0, T ] :

∞∑
k=0

∫
[0,t]×[0,1]

�
(
ϕ̃n

k (s, y)
)
ds dy > 2Mh‖h‖∞/σ

}
∧ T .

For k ∈ N0, letting ϕn
k (s, y)

.= ϕ̃n
k (s, y)1{s≤τ̃ n} + 1{s>τ̃n}, (s, y) ∈ [0, T ] × [0,1], we have

ϕn .= (ϕn
k )k∈N0 ∈ Āb since τ̃ n is an {Ft }-stopping time. Also

E

∞∑
k=0

∫
[0,T ]×[0,1]

�
(
ϕn

k (s, y)
)
ds dy ≤ E

∞∑
k=0

∫
[0,T ]×[0,1]

�
(
ϕ̃n

k (s, y)
)
ds dy

and

P
(
ϕn �= ϕ̃n)≤ P

( ∞∑
k=0

∫
[0,T ]×[0,1]

�
(
ϕ̃n

k (s, y)
)
ds dy > 2Mh‖h‖∞/σ

)

≤ σ

2Mh‖h‖∞
E

∞∑
k=0

∫
[0,T ]×[0,1]

�
(
ϕ̃n

k (s, y)
)
ds dy ≤ σ

2‖h‖∞
.

Letting (X̄
n,ϕn

, Ȳ n,ϕn
) be defined through (3.2)–(3.4) using ϕn, we have

∣∣Eh
(
X̄

n,ϕn

, Ȳ n,ϕn)− Eh
(
X̄

n,ϕ̃n

, Ȳ n,ϕ̃n)∣∣≤ 2‖h‖∞P
(
ϕn �= ϕ̃n)≤ σ.
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Hence we have

−1

n
logEe−nh(Xn,Y n) ≥ E

{ ∞∑
k=0

∫
[0,T ]×[0,1]

�
(
ϕn

k (s, y)
)
ds dy + h

(
X̄

n,ϕn

, Ȳ n,ϕn)}− 1

n
− σ

and

(4.1) sup
n∈N

∞∑
k=0

∫
[0,T ]×[0,1]

�
(
ϕn

k (s, y)
)
ds dy ≤ 2Mh‖h‖∞/σ

.= K0, a.s. P.

Now we can complete the proof of the Laplace upper bound. Recall that h ∈ Cb(D∞ ×
D). Write (ν̄n, X̄

n
, Ȳ n)

.= (ν̄n,ϕn
, X̄

n,ϕn

, Ȳ n,ϕn
), where ν̄n,ϕn

is as defined in (3.12) using
ϕn. Noting from (4.1) that (3.5) is satisfied with M0 = K0, we have from Lemma 3.4 that
{(ν̄n, X̄

n
, Ȳ n)} is tight. Assume without loss of generality that (ν̄n, X̄

n
, Ȳ n) converges along

the whole sequence weakly to (ν̄, X̄, Ȳ ), given on some probability space (�∗,F∗,P ∗). By
Lemma 3.5 we have (X̄, Ȳ ) ∈ CT and ν̄ = ν̄ϕ for some ϕ ∈ ST (X̄, Ȳ ) a.s. P ∗, where ν̄ϕ is
as defined in (3.12) using ϕ. Owing to the topology used for the measure component and the
relation (3.12), Lemma A.1 in [11] (see also [13], Appendix A.4.3, Lemma A.11) implies the
lower semicontinuity of the cost that is needed for the second inequality below. Using Fatou’s
lemma and the definition of IT in (2.13),

lim inf
n→∞ −1

n
logEe−nh(Xn,Y n)

≥ lim inf
n→∞ E

{ ∞∑
k=0

∫
[0,T ]×[0,1]

�
(
ϕn

k (s, y)
)
ds dy + h

(
X̄

n
, Ȳ n)− 1

n
− σ

}

≥ E∗
{ ∞∑

k=0

∫
[0,T ]×[0,1]

�
(
ϕk(s, y)

)
ds dy + h(X̄, Ȳ )

}
− σ

≥ inf
(ζ ,ψ)∈D∞×D

{
IT (ζ ,ψ) + h(ζ ,ψ)

}− σ.

Since σ ∈ (0,1) is arbitrary, this completes the proof of the Laplace upper bound.

5. Laplace lower bound. In this section we prove the Laplace lower bound (2.19).
The following lemma, which shows unique solvability of the ODE (2.15) and (2.16) for

controls ϕ in a suitable class, is key in the proof.

LEMMA 5.1. Fix σ ∈ (0,1). Given (ζ ,ψ) ∈ CT with IT (ζ ,ψ) < ∞, there exists ϕ∗ ∈
ST (ζ ,ψ) such that:

(a)
∑∞

k=0
∫
[0,T ]×[0,1] �(ϕ∗

k (s, y)) ds dy ≤ IT (ζ ,ψ) + σ .

(b) If (ζ̃ , ψ̃) is another pair in CT such that ϕ∗ ∈ ST (ζ̃ , ψ̃), then (ζ̃ , ψ̃) = (ζ ,ψ).

PROOF. Since IT (ζ ,ψ) < ∞, we can choose some ϕ ∈ ST (ζ ,ψ) such that
∞∑

k=0

∫
[0,T ]×[0,1]

�
(
ϕk(s, y)

)
ds dy ≤ IT (ζ ,ψ) + σ

2
.

Next we will modify ϕ to get the desired ϕ∗. For k ∈N0, let

ρk(t)
.= 1{rk(ζ (t))=0} +

∫ 1
0 1[0,rk(ζ (t)))(y)ϕk(t, y) dy

rk(ζ (t))
1{rk(ζ (t)) �=0},

ϕ̃k(t, y)
.= ρk(t)1[0,rk(ζ (t)))(y) + 1[rk(ζ (t)),1](y).
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Then ∫
[0,t]×[0,1]

1[0,rk(ζ (s)))(y) ϕ̃k(s, y) ds dy =
∫
[0,t]×[0,1]

1[0,rk(ζ (s)))(y)ϕk(s, y) ds dy

and hence (ϕ̃k)k∈N0 ∈ ST (ζ ,ψ). Since � is convex and nonnegative and �(1) = 0, we have∫
[0,T ]×[0,1]

�
(
ϕ̃k(s, y)

)
ds dy =

∫ T

0
1{rk(ζ (s)) �=0}rk

(
ζ (s)
)
�
(
ρk(s)
)
ds

≤
∫
[0,T ]×[0,1]

�
(
ϕk(s, y)

)
ds dy

for each k ∈ N0. Therefore, we can assume without loss of generality (and abusing notation)
that ϕk(t, y) = ρk(t)1[0,rk(ζ (t)))(y) + 1[rk(ζ (t)),1](y) for some ρk(t) ∈ [0,∞), for each k ∈ N0
and (t, y) ∈ [0, T ] × [0,1]. Fix ε ∈ (0,1). We will shrink the support of ϕ to get the desired
ϕ∗ for sufficiently small ε. For t ∈ [0, T ], let

ϕε
k(t, y) = ρk(t)

1 − ε
1[0,(1−ε)rk(ζ (t)))(y) + 1[(1+ε)rk(ζ (t)),1](y).

Clearly ϕε ∈ ST (ζ ,ψ). Note that ϕε
k(t, y) = 0 for (1 − ε)rk(ζ (t)) < y < (1 + ε)rk(ζ (t)),

which will be a key when we prove uniqueness in part (b). Recall τζ introduced in (2.17).
Then

∞∑
k=0

∫
[0,T ]×[0,1]

�
(
ϕε

k(t, y)
)
dt dy −

∞∑
k=0

∫
[0,T ]×[0,1]

�
(
ϕk(t, y)

)
dt dy

=
∞∑

k=0

∫ τζ

0

[
(1 − ε)rk

(
ζ (t)
)
�

(
ρk(t)

1 − ε

)
+ 2εrk

(
ζ (t)
)
�(0) − rk

(
ζ (t)
)
�
(
ρk(t)
)]

dt

=
∞∑

k=0

∫ τζ

0
rk
(
ζ (t)
)[(

ρk(t) log
(

ρk(t)

1 − ε

)
− ρk(t) + 1 − ε

)
+ 2ε

− (ρk(t) logρk(t) − ρk(t) + 1
)]

dt

=
∞∑

k=0

∫ τζ

0
rk
(
ζ (t)
)[

ρk(t) log
(

1

1 − ε

)
+ ε

]
dt.

From Lemma 3.2(b) we have
∞∑

k=0

∫
[0,T ]×[0,1]

�
(
ϕε

k(t, y)
)
dt dy −

∞∑
k=0

∫
[0,T ]×[0,1]

�
(
ϕk(t, y)

)
dt dy

≤
∞∑

k=0

∫ τζ

0
rk
(
ζ (t)
)[(

�
(
ρk(t)
)+ 2
)

log
(

1

1 − ε

)
+ ε

]
dt

= log
(

1

1 − ε

) ∞∑
k=0

∫
[0,T ]×[0,1]

�
(
ϕk(t, y)

)
dt dy + 2τζ log

(
1

1 − ε

)
+ τζ ε

≤
(
IT (ζ ,ψ) + σ

2

)
log
(

1

1 − ε

)
+ 2T log

(
1

1 − ε

)
+ T ε.

Choosing ε small enough so that the last display is no larger than σ
2 , we have

∞∑
k=0

∫
[0,T ]×[0,1]

�
(
ϕε

k(s, y)
)
ds dy ≤

∞∑
k=0

∫
[0,T ]×[0,1]

�
(
ϕk(s, y)

)
ds dy + σ

2
≤ IT (ζ ,ψ) + σ.

Part (a) then holds with ϕ∗ = ϕε for such an ε.
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We now show that part (b) is satisfied with such a ϕ∗. Suppose that, in addition to (ζ ,ψ),
there is another pair of (ζ̃ , ψ̃) such that (ζ̃ , ψ̃) ∈ CT and ϕ∗ ∈ ST (ζ̃ , ψ̃). Let τ

.= inf{t ∈
[0, T ] : ζ (t) �= ζ̃ (t)} ∧ T . We claim that τ = T . Once the claim is verified, it follows from
continuity of ζ and ζ̃ that ζ (t) = ζ̃ (t) for all t ∈ [0, T ]. Then from (2.15), ψ = ψ̃ proving
part (b).

Now we prove the claim that τ = T . We will argue via contradiction. Suppose that τ < T .
To complete the proof, it suffices to reach the following contradiction

(5.1) ζ (t) = ζ̃ (t), t ∈ [τ, τ + δ] for some δ > 0.

From definition of τ and (2.15) it follows that (ζ (t), r(ζ (t)),ψ(t)) = (ζ̃ (t), r(ζ̃ (t)), ψ̃(t))

for all t < τ . From Remark 2.15(a) we have that r(ζ (·)), r(ζ̃ (·)) ∈ C. Then by continuity,
(ζ (t), r(ζ (t)),ψ(t)) = (ζ̃ (t), r(ζ̃ (t)), ψ̃(t)) for all t ≤ τ . If r(ζ (τ )) = r(ζ̃ (τ )) = 0, then
from Remark 2.15(c) we have ζ (t) = ζ̃ (t) = 0 for all t ≥ τ , which gives (5.1). Now we
show (5.1) for the remaining case: r(ζ (τ )) = r(ζ̃ (τ )) > 0. For this, note that by continuity of
r(ζ ) and r(ζ̃ ), there exists some δ > 0 such that for all t ∈ [τ, τ + δ],
(5.2) r

(
ζ (t)
)
> 0, r

(
ζ̃ (t)
)
> 0,

∣∣∣∣r(ζ (t))

r(ζ̃ (t))
− 1
∣∣∣∣< ε,

where ε is as in part (a) and recall that ϕ∗ = ϕε . We will argue in two steps.
Step 1: We will prove that

(5.3) ζk(t) = ζ̃k(t) for all t ∈ [τ, τ + δ], k ∈ N.

Suppose not, namely there exists k ∈ N such that τk
.= inf{t ∈ [τ, τ + δ] : ζk(t) �= ζ̃k(t)} ∧ T

satisfies τ ≤ τk < τ + δ. By continuity, we have ζk(t) = ζ̃k(t) for t ≤ τk . We must have
ζk(τk) = ζ̃k(τk) > 0, since otherwise ζk(τk) = ζ̃k(τk) = 0 and so from Remark 2.15(b) ζk(t) =
ζ̃k(t) = 0 for all t ≥ τk , which contradicts the definition of τk . From (5.2) it then follows that

rk
(
ζ (τk)
)= kζk(τk)

r(ζ (τk))
> 0,

∣∣rk(ζ (τk)
)− rk

(
ζ̃ (τk)
)∣∣= ∣∣∣∣ kζk(τk)

r(ζ (τk))
− kζ̃k(τk)

r(ζ̃ (τk))

∣∣∣∣= kζk(τk)

r(ζ (τk))

∣∣∣∣1 − r(ζ (τk)

r(ζ̃ (τk))

∣∣∣∣< εrk
(
ζ (τk)
)
.

Once more by continuity, there exists some δk > 0 such that last two inequalities hold for
t ∈ [τk, τk + δk], namely

rk
(
ζ (t)
)
> 0, (1 − ε)rk

(
ζ (t)
)
< rk
(
ζ̃ (t)
)
< (1 + ε)rk

(
ζ (t)
)
.

From construction of ϕε , we see that for t ∈ [τk, τk + δk],∫
(τk,t]×[0,1]

1[0,rk(ζ̃ (s)))(y)ϕε
k(s, y) ds dy =

∫
(τk,t]×[0,1]

1[0,rk(ζ (s)))(y)ϕε
k(s, y) ds dy.

It then follows from (2.16) that ζk(t) = ζ̃k(t) for all t ≤ τk +δk . This contradicts the definition
of τk . Therefore, (5.3) must hold.

Step 2: We will prove that

(5.4) ζ0(t) = ζ̃0(t) for all t ∈ [τ, τ + δ].
Let η(t)

.= ζ0(t) − ψ(t) and η̃(t)
.= ζ̃0(t) − ψ̃(t). From properties of the Skorokhod map �

(see, e.g., [32], Section 3.6.C), we have that

η(0) = 0, η(t) is nondecreasing and
∫ T

0
ζ0(t) η(dt) = 0,(5.5)

η̃(0) = 0, η̃(t) is nondecreasing and
∫ T

0
ζ̃0(t) η̃(dt) = 0.(5.6)
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Consider [ζ0(t) − ζ̃0(t)]2. Since ζ0, ψ , ζ̃0, ψ̃ are absolutely continuous, we have for t ∈
[τ, τ + δ],

(5.7)

(
ζ0(t) − ζ̃0(t)

)2 = (ζ0(τ ) − ζ̃0(τ )
)2 + 2

∫ t

τ

(
ζ0(s) − ζ̃0(s)

)(
ζ ′

0(s) − ζ̃ ′
0(s)
)
ds

= 2
∫ t

τ

(
ζ0(s) − ζ̃0(s)

)(
ψ ′(s) − ψ̃ ′(s)

)
ds

+ 2
∫ t

τ

(
ζ0(s) − ζ̃0(s)

)(
η′

0(s) − η̃′
0(s)
)
ds.

From (2.15) and (2.16) we see that for t ∈ [τ, τ + δ],

ψ(t) =
∞∑

k=1

(k − 2)
(
pk − ζk(t)

)− 2
∫
[0,t]×[0,1]

1[0,r0(ζ (s)))(y)ϕε
0(s, y) ds dy,

ψ̃(t) =
∞∑

k=1

(k − 2)
(
pk − ζ̃k(t)

)− 2
∫
[0,t]×[0,1]

1[0,r0(ζ̃ (s)))(y)ϕε
0(s, y) ds dy.

Taking the difference of these two displays and using (5.3), we have that for t ∈ [τ, τ + δ],
(5.8) ψ(t) − ψ̃(t) = −2

∫
[0,t]×[0,1]

(
1[0,r0(ζ (s)))(y) − 1[0,r0(ζ̃ (s)))(y)

)
ϕε

0(s, y) ds dy.

Since for each fixed y ≥ 0 the function x �→ x
x+y

is nondecreasing on (−y,∞), we have from

(5.3) and (5.2) that if for some t ∈ [τ, τ + δ], ζ0(t) ≥ ζ̃0(t), then

r0
(
ζ (t)
)= ζ0(t)

ζ0(t) +∑∞
k=1 kζk(t)

= ζ0(t)

ζ0(t) +∑∞
k=1 kζ̃k(t)

≥ ζ̃0(t)

ζ̃0(t) +∑∞
k=1 kζ̃k(t)

= r0
(
ζ̃ (t)
)
.

Therefore, for t ∈ [τ, τ + δ],
1[0,r0(ζ (t)))(y) ≥ 1[0,r0(ζ̃ (t)))(y) when ζ0(t) ≥ ζ̃0(t)

and similarly

1[0,r0(ζ (t)))(y) ≤ 1[0,r0(ζ̃ (t)))(y) when ζ0(t) ≤ ζ̃0(t).

Combining these two inequalities with (5.8), we see that

(5.9)
(
ζ0(s) − ζ̃0(s)

)(
ψ ′(s) − ψ̃ ′(s)

)≤ 0, a.e. s ∈ [τ, τ + δ].
Next from (5.5) and (5.6) we see that for t ∈ [τ, τ + δ],∫ t

τ
1{ζ0(s)>ζ̃0(s)}

(
ζ0(s) − ζ̃0(s)

)(
η′

0(s) − η̃′
0(s)
)
ds

≤
∫ t

τ
1{ζ0(s)>ζ̃0(s)}

(
ζ0(s) − ζ̃0(s)

)
η′

0(s) ds

≤
∫ t

τ
1{ζ0(s)>0}ζ0(s) η0(ds) = 0,

and similarly ∫ t

τ
1{ζ0(s)<ζ̃0(s)}

(
ζ0(s) − ζ̃0(s)

)(
η′

0(s) − η̃′
0(s)
)
ds ≤ 0.

Combining these two inequalities with (5.9) and (5.7), we have for t ∈ [τ, τ + δ], [ζ0(t) −
ζ̃0(t)]2 ≤ 0, proving (5.4). Combining (5.3) and (5.4) gives (5.1) and completes the proof.

�
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We can now complete the proof of the Laplace lower bound. Fix h ∈ Cb(D∞ × D) and
σ ∈ (0,1). Fix some σ -optimal (ζ ∗,ψ∗) ∈ CT with IT (ζ ∗,ψ∗) < ∞, namely

IT

(
ζ ∗,ψ∗)+ h

(
ζ ∗,ψ∗)≤ inf

(ζ ,ψ)∈D∞×D

{
IT (ζ ,ψ) + h(ζ ,ψ)

}+ σ.

Let ϕ∗ ∈ ST (ζ ∗,ψ∗) be as in Lemma 5.1 (with (ζ ,ψ) there replaced by (ζ ∗,ψ∗)). For each
n ∈N and (s, y) ∈ [0, T ] × [0,1], consider the deterministic control

ϕn
k (s, y)

.= 1

n
1{ϕ∗

k (s,y)≤ 1
n
} + ϕ∗

k (s, y)1{ 1
n
<ϕ∗

k (s,y)<n} + n1{ϕ∗
k (s,y)≥n}, k ≤ n,

ϕn
k (s, y)

.= 1, k > n.

Then ϕn .= (ϕn
k ) ∈ Āb and from (3.1) we have

−1

n
logEe−nh(Xn,Y n) ≤ E

{ ∞∑
k=0

∫
[0,T ]×[0,1]

�
(
ϕn

k (s, y)
)
ds dy + h

(
X̄

n
, Ȳ n)},

where (X̄
n
, Ȳ n) are given as in (3.2)–(3.4). Noting that for all n ∈ N, k ∈ N0 and (s, y) ∈

[0, T ] × [0,1], �(ϕn
k (s, y)) ≤ �(ϕ∗

k (s, y)), we have from Lemma 5.1(a) that (3.5) holds with
M0 replaced by IT (ζ ∗,ψ∗) + 1. Define {ν̄n} as in (3.12) with controls ϕn. From Lemma 3.4
it follows that {(ν̄n, X̄

n
, Ȳ n)} is tight. Assume without loss of generality that (ν̄n, X̄

n
, Ȳ n)

converges along the whole sequence weakly to (ν̄, X̄, Ȳ ), given on some probability space
(�∗,F∗,P ∗). From the construction of ϕn we must have ν̄ = ν̄ϕ∗

a.s. P ∗, where ν̄ϕ∗
is as

defined in (3.12) using ϕ∗. By Lemma 3.5 we have (X̄, Ȳ ) ∈ CT and ϕ∗ ∈ ST (X̄, Ȳ ) a.s. P ∗.
From Lemma 5.1(b) it now follows that (X̄, Ȳ ) = (ζ ∗,ψ∗) a.s. P ∗. Finally, from Lemma
5.1(a),

lim sup
n→∞

−1

n
logEe−nh(Xn,Y n) ≤ lim sup

n→∞
E

{ ∞∑
k=0

∫
[0,T ]×[0,1]

�
(
ϕn

k (s, y)
)
ds dy + h

(
X̄

n
, Ȳ n)}

≤
∞∑

k=0

∫
[0,T ]×[0,1]

�
(
ϕ∗

k (s, y)
)
ds dy + E∗h(X̄, Ȳ )

=
∞∑

k=0

∫
[0,T ]×[0,1]

�
(
ϕ∗

k (s, y)
)
ds dy + h

(
ζ ∗,ψ∗)

≤ IT

(
ζ ∗,ψ∗)+ h

(
ζ ∗,ψ∗)+ σ

≤ inf
(ζ ,ψ)∈D∞×D

{
IT (ζ ,ψ) + h(ζ ,ψ)

}+ 2σ.

Since σ ∈ (0,1) is arbitrary, this completes the proof of the Laplace lower bound.

6. Compact sublevel sets. In this section we prove that the function IT defined in (2.13)
is a rate function, namely the set �N

.= {(ζ ,ψ) ∈ D∞ × D : IT (ζ ,ψ) ≤ N} is compact for
each fixed N ∈ [0,∞). Since the proof (as is usual) is very similar to the proof of the Laplace
upper bound we will only provide details on steps that are significantly different.

Take any sequence {(ζ n,ψn)n∈N} ⊂ �N . Then (ζ n,ψn) ∈ CT and there exists some 1
n

-
optimal ϕn ∈ ST (ζ n,ψn), namely

(6.1)
∞∑

k=0

∫
[0,T ]×[0,1]

�
(
ϕn

k (s, y)
)
ds dy ≤ IT

(
ζ n,ψn)+ 1

n
≤ N + 1

n
.
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Recalling (2.15) and (2.16) and letting ηn(t)
.= ζ n

0 (t) − ψn(t), we can write for t ∈ [0, T ],

(6.2) ζ n
0 (t) = �

(
ψn)(t) = ψn(t) + ηn(t) =

∞∑
k=0

(k − 2)Bn
k (t) + ηn(t),

where

(6.3) Bn
k (t)

.=
∫
[0,t]×[0,1]

1[0,rk(ζ
n(s)))(y)ϕn

k (s, y) ds dy, k ∈ N0.

From standard properties of the one-dimensional Skorokhod problem we have

(6.4) ηn(0) = 0, ηn(t) is nondecreasing and
∫ T

0
1{ζ n

0 (t)>0} ηn(dt) = 0.

Write Bn = (Bn
k )n∈N0 and let νn be defined as in (3.12) with deterministic controls ϕn.

The following lemma shows that {(νn, ζ n,ψn,Bn, ηn)} is pre-compact. The proof is similar
to that of Lemma 3.4 and is therefore omitted.

LEMMA 6.1. {(νn, ζ n,ψn,Bn, ηn)} is pre-compact in [MFC([0, T ]×[0,1])]∞ ×C∞ ×
C × C∞ × C.

The following lemma characterizes limit points of (νn, ζ n,ψn,Bn, ηn).

LEMMA 6.2. Suppose (νn, ζ n,ψn,Bn, ηn) converges along a subsequence to (ν, ζ ,ψ,

B, η) ∈ [M([0, T ] × [0,1])]∞ × C∞ × C × C∞ × C. Then the following hold.

(a) For each k ∈ N0, νk � λT , and letting ϕk
.= dνk

dλT
,
∑∞

k=0
∫
[0,T ]×[0,1] �(ϕk(s, y)) ds dy ≤

N .
(b) For each t ∈ [0, T ],

ζ0(t) = �(ψ)(t) = ψ(t) + η(t), ψ(t) =
∞∑

k=0

(k − 2)Bk(t)

ζk(t) = pk − Bk(t), k ∈ N.

(c) For each t ∈ [0, T ],
(6.5) Bk(t) =

∫
[0,t]×[0,1]

1[0,rk(ζ (s)))(y)ϕk(s, y) ds dy, k ∈ N0,

and in particular (ζ ,ψ) ∈ CT and ϕ ∈ ST (ζ ,ψ).

PROOF. Assume without loss of generality that

(6.6)
(
νn, ζ n,ψn,Bn, ηn)→ (ν, ζ ,ψ,B, η)

as n → ∞ along the whole sequence. Much of the proof is similar to that of Lemma 3.5
except the proof of (6.5) for k = 0. Thus we only give details for the latter statement.

From (6.6) and arguments similar to Lemma 3.3 it follows that

r
(
ζ n(t)
)= (ζ n

0 (t)
)+ +

∞∑
k=1

kζ n
k (t) → (ζ0(t)

)+ +
∞∑

k=1

kζk(t) = r
(
ζ (t)
)

uniformly in t ∈ [0, T ] as n → ∞. Therefore, r(ζ (·)) is continuous. Let τ
.= inf{t ∈ [0, T ] :

r(ζ (t)) = 0}∧T . We will argue that (6.5), for k = 0, holds for all t < τ , t = τ and t > τ . The
proof of the cases t < τ and t = τ is similar to that of (3.18) and is omitted.
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Now consider T ≥ t > τ . From (6.4) and (6.2), for τ < t ≤ T ,

∣∣ηn(t) − ηn(τ )
∣∣= ∫ t

τ
dηn(s) =

∫ t

τ
1{ζ n

0 (s)=0} dηn(s)

=
∫ t

τ
1{ζ n

0 (s)=0}
(
dζn

0 (s) −
∞∑

k=0

(k − 2)dBn
k (s)

)
.

From (6.3) we see that
∫ t
τ 1{ζ n

0 (s)=0} dBn
0 (s) = 0. Also since ζ n

0 is nonnegative and absolutely
continuous, we have 1{ζ n

0 (s)=0}(ζ n
0 )′(s) = 0 for a.e. s ∈ [0, T ]. Therefore,

∣∣ηn(t) − ηn(τ )
∣∣≤ ∞∑

k=1

|k − 2|∣∣Bn
k (t) − Bn

k (τ )
∣∣.

Applying the triangle inequality to (6.2) and using this estimate, we see that

sup
τ<t≤T

∣∣Bn
0 (t) − Bn

0 (τ )
∣∣≤ sup

τ<t≤T

∣∣ζ n
0 (t) − ζ n

0 (τ )
∣∣+ 2

∞∑
k=1

|k − 2| sup
τ<t≤T

∣∣Bn
k (t) − Bn

k (τ )
∣∣.

Now as in the proof of (3.25) we have supτ<t≤T |Bn
0 (t) − Bn

0 (τ )| ≤ 4r(ζ n(τ )), which con-
verges to 4r(ζ (τ )) = 0 as n → ∞. Hence B0(t) = B0(τ ) for τ < t ≤ T and this gives (6.5)
for k = 0.

Since we have proved (6.5) for k = 0 and all t < τ , t = τ and t > τ , the proof is complete.
�

PROOF OF COMPACT SUBLEVEL SETS �M . Now we are ready to prove that �M is
compact for each fixed M ∈ [0,∞). Recall (ζ n,ψn) introduced above (6.1) and νn intro-
duced above Lemma 6.1. From Lemma 6.1 we have pre-compactness of {(νn, ζ n,ψn)} in
[M([0, T ] × [0,1])]∞ × C∞ × C. Assume without loss of generality that (νn, ζ n,ψn) con-
verges along the whole sequence to some (ν, ζ ,ψ). By Lemma 6.2 (ζ ,ψ) ∈ CT and ν = νϕ ,
where for k ∈ N0, ν

ϕ
k is as defined by the right side of (3.12) replacing ϕn

k with ϕk , and

IT (ζ ,ψ) ≤
∞∑

k=0

∫
[0,T ]×[0,1]

�
(
ϕk(s, y)

)
ds dy ≤ M.

Therefore, (ζ ,ψ) ∈ �M which proves that �M is compact. �

REMARK 6.3. Suppose that for all n ∈ N, (ζ n,ψn) = (ζ ,ψ) for some (ζ ,ψ) ∈ CT with
IT (ζ ,ψ) < ∞ and M = IT (ζ ,ψ). Then taking ϕn satisfying (6.1) (with (ζ n,ψn) replaced
with (ζ ,ψ)), we see from the above argument that there exists some ϕ ∈ ST (ζ ,ψ) such that

IT (ζ ,ψ) ≤
∞∑

k=0

∫
[0,T ]×[0,1]

�
(
ϕk(s, y)

)
ds dy ≤ IT (ζ ,ψ),

namely IT (ζ ,ψ) is achieved at some ϕ ∈ ST (ζ ,ψ).

7. Calculus of variations problem. In this section we study a calculus of variations
problem that is key in proof of Theorem 2.6. We begin by giving an overview of the
proof strategy. Let 0 ≤ q ≤ p. First note that, in view of Remark 2.14 and since, as
noted in Section 2.4, {(nXn

0(σn
j ) + 1, nXn

k (σn
j )), k, j ∈ N} has the same distribution as

{A(j),Vk(j), k, j ∈ N}, where {σn
j } denote the jump instants of the process Xn, the set
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En,ε(q) can be written, in distributionally equivalent form (namely the probabilities of the
events on the left and the right of the display below are the same), as

En,ε(q) = {∃ t1, t2 ∈ [0,∞) such that Xn
0(t1−) = Xn

0(t2) = −1/n,

Xn
0(t) > −1/n for t ∈ [t1, t2),(7.1) ∣∣Xn
k (t1−) − Xn

k (t2) − qk

∣∣≤ ε for all k ∈ N
}
.

Here t1 (resp. t2) corresponds to the time instant the first vertex (resp. the last edge) in a
component is woken up (resp. is formed).

For t2 ≥ t1 ≥ 0 and (ζ ,ψ) ∈ Ct2 , define

(7.2) It1,t2(ζ ,ψ)
.= inf

ϕ∈St2 (ζ ,ψ)

∞∑
k=0

∫
[t1,t2]×[0,1]

�
(
ϕk(s, y)

)
ds dy.

Further, for x(1),x(2) ∈ R
∞+ , define

J 0
t1,t2

(
x(1),x(2)) .= {(ζ ,ψ) ∈ Ct2 : ζ (t1) = x(1), ζ (t2) = x(2)},

J 1
t1,t2

(
x(1),x(2)) .= {(ζ ,ψ) ∈ J 0

t1,t2

(
x(1),x(2)) : ψ(t) ≥ ψ(t1) − x

(1)
0 for t ∈ (t1, t2)

}
,

J 2
t1,t2

(
x(1),x(2)) .= {(ζ ,ψ) ∈ J 1

t1,t2

(
x(1),x(2)) : dr

(
ζ (t)
)
/dt = −2 for a.e. t ∈ (t1, t2)

}
,

and

(7.3) I
j
t1,t2

(
x(1),x(2)) .= inf

(ζ ,ψ)∈J j
t1,t2

(x(1),x(2))

It1,t2(ζ ,ψ), j = 0,1,2.

Here as usual, the infimum over an empty set is infinity.
The proof of Theorem 2.6 proceeds through the following steps. Let τ

.= 1
2
∑∞

k=1 kqk and
assume

∑∞
k=1 kqk > 2

∑∞
k=1 qk . Note that the limit as ε → 0 in fact exists because the set

En,ε(q) is decreasing as ε decreases.

• Lemma 8.4 shows the lower bound

(7.4) lim inf
ε→0

lim inf
n→∞

1

n
logP
(
En,ε(q)

)≥ −I 2
0,τ

(
(0,p), (0,p − q)

)
.

• In Lemma 8.2 we show the upper bound

lim sup
ε→0

lim sup
n→∞

1

n
logP
(
En,ε(q)

)
≤ − inf

q≤p̄≤p,t1≥0

[
I 0

0,t1

(
(0,p), (0, p̄)

)+ I 2
t1,t1+τ

(
(0, p̄), (0, p̄ − q)

)]
.

(7.5)

• Lemma 8.3 shows that when p1 = 0 the upper and lower bounds coincide.
• Finally Proposition 7.7 shows that

I 2
0,τ

(
(0,p), (0,p − q)

)= H(q) + H(p − q) − H(p) + K(q)

completing the proof of Theorem 2.6.

Note that for (ζ ,ψ) ∈ J 1
t1,t2

(x(1),x(2)), ζ0(t) = x
(1)
0 + ψ(t) − ψ(t1) for t ∈ [t1, t2]. Intu-

itively, on the event {(Xn, Y n) ∈ J 1
t1,t2

(x(1),x(2))} the exploration remains in the same com-
ponent over [t1, t2], and on the smaller event {(Xn, Y n) ∈ J 2

t1,t2
(x(1),x(2))} the exploration

pace matches that for the discrete-time exploration process (with time steps of length 1/n),
in which at each step 2 half-edges are killed. The main idea in the proof of the theorem
is that in characterizing the asymptotics of the probability of interest one can restrict to
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J 2
0,τ ((0,p), (0,p − q)), which roughly means that one can restrict to trajectories that avoid

the boundary and whose evolution matches that of the original discrete time process of inter-
est removing the artificial “continuous time” aspect of the evolution.

Define for x = (xk)k∈N0 ∈ R
∞+ and β = (βk)k∈N0 ∈ R× [−1,0]∞ with

∑∞
k=1 βk ≥ −1,

(7.6) L(x,β)
.=

∞∑
k=0

ν(k|β) log
(

ν(k|β)

μ(k|x)

)
, Lk(x,β)

.= ν(k|β) log
(

ν(k|β)

μ(k|x)

)
,

where

ν(0|β)
.= 1 +

∞∑
k=1

βk, ν(k|β)
.= −βk, k ∈ N,(7.7)

μ(k|x)
.= rk(x),x �= 0, μ(k|x)

.= 1{k=0}, x = 0, k ∈N0.(7.8)

We set L(x,β) = ∞, if β ∈ R × [−1,0]∞ and
∑∞

k=1 βk < −1. Note that β0 actually does
not play a role in the definition of L(x,β) or ν(·|β). Later on (x,β) will be usually replaced
by (ζ (t), ζ ′(t)) for some absolutely continuous path ζ = (ζk)k∈N0 and t ≥ 0, where ζ ′(t) .=
(ζ ′

k(t))k∈N0 .

In the next six lemmas x(1) .= (x
(1)
0 ,p(1)) and x(2) .= (x

(2)
0 ,p(2)) where x

(1)
0 , x

(2)
0 ∈ R+

and 0≤ p(2) ≤ p(1) ≤ p. Let z
.= x(1) − x(2). Define

(7.9) ς
(
x(1),x(2)) .= 1

2

(
r
(
x(1))− r

(
x(2)))= 1

2

((
x

(1)
0 − x

(2)
0

)+ ∞∑
k=1

k
(
p

(1)
k − p

(2)
k

))
.

We write ς ≡ ς(x(1),x(2)) for short in the next six lemmas. The following lemma relates I 1,
I 2 and L.

LEMMA 7.1. Fix t1 ∈ [0,∞). Suppose ς ≥ 0. Let x(0) .= (0,p). Suppose there exists
some (ζ ∗,ψ∗) ∈ J 0

0,t1
(x(0),x(1)) such that I0,t1(ζ

∗,ψ∗) < ∞. Then

(7.10) inf
t2≥t1

I 1
t1,t2

(
x(1),x(2))= I 2

t1,t1+ς

(
x(1),x(2)).

Furthermore, for (ζ ,ψ) ∈ J 2
t1,t1+ς (x(1),x(2)),

(7.11) It1,t1+ς (ζ ,ψ) =
∫ t1+ς

t1

L
(
ζ (s), ζ ′(s)

)
ds,

and if It1,t1+ς (ζ ,ψ) < ∞, then
∑∞

k=1 ζ ′
k(t) ≥ −1 for a.e. t ∈ [t1, t1 + ς ]. In particular,

inf
t2≥t1

I 1
t1,t2

(
x(1),x(2))= I 2

t1,t1+ς

(
x(1),x(2))

= inf
(ζ ,ψ)∈J 2

t1,t1+ς (x(1),x(2))

∫ t1+ς

t1

L
(
ζ (s), ζ ′(s)

)
ds.

(7.12)

LEMMA 7.2. Suppose that
∑∞

k=1 kzk + z0 > 2
∑∞

k=1 zk and, x
(2)
0 > 0 or z1 > 0. Then

there is a unique β ≡ β(x(1),x(2)) ∈ (0,1) such that

(7.13)
∞∑

k=1

kzk = (1 − β2) ∞∑
k=1

kzk

1 − βk
+ x

(2)
0 − β2x

(1)
0 .

The construction given below will be used to give an explicit representation for the mini-
mizer for the right side of (7.12).
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CONSTRUCTION 1. Suppose that either (i) or (ii) holds, where:

(i) x
(2)
0 = 0 and z1 = 0.

(ii)
∑∞

k=1 kzk + z0 > 2
∑∞

k=1 zk and, x
(2)
0 > 0 or z1 > 0.

Let β ≡ β(x(1),x(2)) ∈ [0,1) be 0 in case (i) and be the unique solution in (0,1) of (7.13) in
case (ii) (as ensured by Lemma 7.2). Note that β satisfies (7.13) in both cases (i) and (ii).

Define ς as in (7.9) and suppose that ς ≥ 0. Let ς̃ .= ς/(1 − β2) and z̃k
.= zk/(1 − βk) for

k ∈ N. Fix t1 ≥ 0 and let x(0), (ζ ∗,ψ∗) be as in Lemma 7.1. Define (ζ̃ , ψ̃) by (ζ̃ (t), ψ̃(t)) =
(ζ ∗(t),ψ∗(t)) for t ∈ [0, t1] and for t ∈ [t1, t1 + ς ]

ζ̃k(t)
.= p

(1)
k − z̃k

[
1 −
(

1 − t − t1

ς̃

)k/2]
, k ∈ N,(7.14)

ζ̃0(t)
.= x

(1)
0 +

∞∑
k=1

k
(
p

(1)
k − ζ̃k(t)

)− 2(t − t1),(7.15)

ψ̃(t)
.= ψ̃(t1) +

∞∑
k=1

k
(
p

(1)
k − ζ̃k(t)

)− 2(t − t1).(7.16)

The next two lemmas give some properties of the various quantities in the above construc-
tion. Let

�
.=
{(

x(1),x(2)) : for i = 1,2, x(i) .= (x(i)
0 ,p(i)), x(i)

0 ∈ R+,

0≤ p(2) ≤ p(1) ≤ p and
∞∑

k=1

k
(
p

(1)
k − p

(2)
k

)+ (x(1)
0 − x

(2)
0

)
> 2

∞∑
k=1

(
p

(1)
k − p

(2)
k

)}
.

We will equip � with the topology corresponding to coordinatewise convergence.

LEMMA 7.3. Both β and x
(2)
0 logβ are continuous on �: for (x(1),n,x(2),n) ∈ �

with (x(1),n,x(2),n) → (x(1),x(2)) ∈ �, βn .= β(x(1),n,x(2),n) → β(x(1),x(2))
.= β and

x
(2),n
0 logβn → x

(2)
0 logβ .

LEMMA 7.4. Suppose that ς ≥ 0. Also suppose that
∑∞

k=1 kzk + z0 > 2
∑∞

k=1 zk . Fix
t1 ≥ 0. Let (ζ ∗,ψ∗) be as in Lemma 7.1 and (ζ̃ , ψ̃) be as introduced in Construction 1.
Then:

(a) ς ≤ ς̃ = 1
2(x

(1)
0 +∑∞

k=1 kz̃k).
(b) (ζ̃ , ψ̃) ∈ J 2

t1,t1+ς (x(1),x(2)).

(c) ζ̃0(t) > 0 for t ∈ (t1, t1 + ς).

The next lemma calculates
∫ t1+ς
t1

L(ζ̃ (s), ζ̃
′
(s)) ds for (ζ̃ , ψ̃) introduced in Construction

1. Recall that z = x(1) − x(2).

LEMMA 7.5. Suppose that ς ≥ 0. Suppose that either (i) or (ii) in Construction 1 is
satisfied. Also, let (ζ ∗,ψ∗) be as in Lemma 7.1 with some t1 ≥ 0 and let (ζ̃ , ψ̃) be given as
in Construction 1. Define the function K̃(x(1),x(2)) by

K̃
(
x(1),x(2)) .= z0 +∑∞

k=1 kzk

2
log
(
1 − β2)− ∞∑

k=1

zk log
(
1 − βk)+ x

(2)
0 logβ.
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For x ∈ R×R
∞+ such that x0 +∑∞

k=1 kxk ≥ 0, define H̃ (x) by

H̃ (x)
.=

∞∑
k=1

xk logxk − x0 +∑∞
k=1 kxk

2
log

x0 +∑∞
k=1 kxk

2
.

Then ∫ t1+ς

t1

L
(
ζ̃ (s), ζ̃

′
(s)
)
ds = H̃ (z) + H̃

(
x(2))− H̃

(
x(1))+ K̃

(
x(1),x(2))< ∞.

Moreover, the right-hand side is lower semicontinuous in (x(1),x(2)) ∈ �, namely for
(x(1),n,x(2),n) ∈ � with (x(1),n,x(2),n) → (x(1),x(2)) ∈ �,

lim inf
n→∞

(
H̃
(
zn)+ H̃

(
x(2),n)− H̃

(
x(1),n)+ K̃

(
x(1),n,x(2),n))

≥ H̃ (z) + H̃
(
x(2))− H̃

(
x(1))+ K̃

(
x(1),x(2)),

where zn = x(1),n − x(2),n, z = x(1) − x(2).

Recall the functions H and K from (1.3) and (2.2) respectively. We note that with K̃ and
H̃ as introduced in the above lemma, for 0≤ q ≤ q̄ ≤ p

(7.17) H(q) = H̃ (0,q), K(q) = K̃
(
(0, q̄), (0, q̄ − q)

)
.

The next lemma shows that (ζ̃ , ψ̃) in Construction 1 is a minimizer for the right side of
(7.12).

LEMMA 7.6. Suppose that ς ≥ 0. Suppose that
∑∞

k=1 kzk + z0 > 2
∑∞

k=1 zk . Fix t1 ≥ 0
and let (ζ ∗,ψ∗) be as in Lemma 7.1 and (ζ̃ , ψ̃) as introduced in Construction 1. Then

I 2
t1,t1+ς

(
x(1),x(2))= inf

(ζ ,ψ)∈J 2
t1,t1+ς (x(1),x(2))

∫ t1+ς

t1

L
(
ζ (s), ζ ′(s)

)
ds

=
∫ t1+ς

t1

L
(
ζ̃ (s), ζ̃

′
(s)
)
ds.

(7.18)

Proofs of Lemmas 7.1–7.6 are given in Section 9. The following proposition summarizes
an important consequence of the above lemmas for the case when x

(1)
0 = x

(2)
0 = 0.

PROPOSITION 7.7.

(a) Suppose 0 ≤ q ≤ q̄ ≤ p and that either
∑∞

k=1 kqk > 2
∑∞

k=1 qk or
∑∞

k=1 kqk =
2
∑∞

k=1 qk but p1 = 0. Given t1 ≥ 0, and with x(0) .= (0,p), x(1) .= (0, q̄), suppose there
exists some (ζ ∗,ψ∗) ∈ J 0

0,t1
(x(0),x(1)) such that I0,t1(ζ

∗,ψ∗) < ∞. Then

inf
t2≥t1

I 1
t1,t2

(
(0, q̄), (0, q̄ − q)

)= I 2
t1,t1+τ

(
(0, q̄), (0, q̄ − q)

)
= H(q) + H(q̄ − q) − H(q̄) + K(q),

where τ
.= ς((0, q̄), (0, q̄ − q)) = 1

2
∑∞

k=1 kqk .
(b) Suppose p1 = 0, q ≥ 0, q̄ ≥ 0, q + q̄ ≤ p,

∑∞
k=1 kqk ≥ 2

∑∞
k=1 qk , and

∑∞
k=1 kq̄k ≥

2
∑∞

k=1 q̄k . Let τ .= ς((0,p), (0,p − q)) = 1
2
∑∞

k=1 kqk and τ̄
.= 1

2
∑∞

k=1 kq̄k . Then

I 2
0,τ̄

(
(0,p), (0,p − q̄)

)+ I 2
τ̄ ,τ̄+τ

(
(0,p − q̄), (0,p − q̄ − q)

)
= I 2

0,τ

(
(0,p), (0,p − q)

)+ I 2
τ,τ+τ̄

(
(0,p − q), (0,p − q − q̄)

)
.
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PROOF. (a) The first equality in part (a) is a consequence of Lemma 7.1. For the second
equality, consider first the case

∑∞
k=1 kqk > 2

∑∞
k=1 qk . From (7.17) we have

H(q) + H(q̄ − q) − H(q̄) + K(q)

= H̃ (0,q) + H̃ (0, q̄ − q) − H̃ (0, q̄) + K̃
(
(0, q̄), (0, q̄ − q)

)
.

Applying Lemma 7.5 with x(1) = (0, q̄), x(2) = (0, q̄ − q), the above expression equals∫ t1+τ
t1

L(ζ̃ (s), ζ̃
′
(s)) ds where ζ̃ is defined by (7.14)–(7.16). Now from Lemma 7.6

I 2
t1,t1+τ

(
(0, q̄), (0, q̄ − q)

)= H(q) + H(q̄ − q) − H(q̄) + K(q)

which proves the second equality in part (a) for the considered case.
Now we consider the case

∑∞
k=1 kqk = 2

∑∞
k=1 qk and p1 = 0. Since p1 = 0, we must have

qk = 0 for each k �= 2. Then for any (ζ ,ψ) ∈ J 2
t1,t1+τ ((0, q̄), (0, q̄ −q)) with It1,t1+τ (ζ ,ψ) <

∞, we must have (see (2.15) and the definition of J 2
t1,t2

) ζ ′
2(t) = −1 and ζ ′

k(t) = ψ ′(t) = 0,
k �= 2 for t ∈ [t1, t1 + τ ]. Also, in this case q1 = 0 and so we are in case (i) of Construction 1
with x(1) = (0, q̄) and x(2) = (0, q̄ − q). It is easily checked that any (ζ ,ψ) with the above
properties is the same as the minimizer (ζ̃ , ψ̃) over [t1, t1 + τ ]. Thus using Lemma 7.1 and
Lemma 7.5 we get

I 2
t1,t1+τ

(
(0, q̄), (0, q̄ − q)

)= inf
(ζ ,ψ)∈J 2

t1,t1+τ (x(1),x(2))

∫ t1+τ

t1

L
(
ζ (s), ζ ′(s)

)
ds

=
∫ t1+τ

t1

L
(
ζ̃ (s), ζ̃

′
(s)
)
ds

= H̃ (0,q) + H̃ (0, q̄ − q) − H̃ (0, q̄) + K̃
(
(0, q̄), (0, q̄ − q)

)
= H(q) + H(q̄ − q) − H(q̄) + K(q).

This proves part (a) in this case.
(b) From part (a),

I 2
0,τ̄

(
(0,p), (0,p − q̄)

)= H(q̄) + H(p − q̄) − H(p) + K(q̄)

and since the right side is finite, again from part (a),

I 2
τ̄ ,τ̄+τ

(
(0,p − q̄), (0,p − q̄ − q)

)= H(q) + H(p − q̄ − q) − H(p − q̄) + K(q).

Therefore,

I 2
0,τ̄

(
(0,p), (0,p − q̄)

)+ I 2
τ̄ ,τ̄+τ

(
(0,p − q̄), (0,p − q̄ − q)

)
= [H(q̄) + H(p − q̄) − H(p) + K(q̄)

]
+ [H(q) + H(p − q̄ − q) − H(p − q̄) + K(q)

]
= [H(q) + H(p − q) − H(p) + K(q)

]
+ [H(q̄) + H(p − q − q̄) − H(p − q) + K(q̄)

]
= I 2

0,τ

(
(0,p), (0,p − q)

)+ I 2
τ,τ+τ̄

(
(0,p − q), (0,p − q − q̄)

)
,

(7.19)

where the last line follows, once more, from (a). This proves (b) and completes the proof. �
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8. Proof of Theorem 2.6. In this section we will use Theorem 2.16 and the results in
Section 7 to prove Theorem 2.6. Let 0 ≤ q ≤ p. Recall the (distributionally equivalent) rep-
resentation of the event En,ε(q) given in (7.1), in terms of Xn. Define

En,ε,T (q)
.= {∃ t1, t2 ∈ [0, T ] such that Xn

0(t1−) = Xn
0(t2) = −1/n,

Xn
0(t) > −1/n for t ∈ [t1, t2),∣∣Xn
k (t1−) − Xn

k (t2) − qk

∣∣≤ ε for all k ∈ N
}

= {∃ t1, t2 ∈ [0, T ] such that Xn
0(t1−) = Xn

0(t2) = −1/n,

Y n(t) > Yn(t1−) − 2/n for t ∈ [t1, t2),∣∣Xn
k (t1−) − Xn

k (t2) − qk

∣∣≤ ε for all k ∈ N
}
.

(8.1)

Note that En,ε,T (q) ⊂ En,ε(q) but they are not equal, since the continuous-time EEA may
not terminate by time T . Consider the event that the continuous-time EEA terminates before
time T , namely the event Fn,T defined as

(8.2) Fn,T .= {Xn(T ) = (−1/n,0)
}
.

Then

(8.3) En,ε(q) ∩ Fn,T ⊂ En,ε,T (q) ⊂ En,ε(q).

The following lemma guarantees that in order to study the exponential rate of decay of
P(En,ε(q)), it suffices to study that of P(En,ε,T (q)).

LEMMA 8.1. lim supn→∞ 1
n

logP((Fn,T )c) → −∞ as T → ∞.

PROOF. Recall from Section 2.3 that the discrete-time EEA terminates in at most nN

steps where N
.= �supn

1
2
∑∞

k=1 k nk

n
� + 1 < ∞. So since the discrete time EEA is the embed-

ded chain associated with the continuous time EEA (see Section 2.4), Xn will have at most
nN jumps before arriving at the absorbing state (− 1

n
,0). Since the total jump rate for Xn(t)

at any instant before getting absorbed is n
∑∞

k=0 rk(X
n(t)) = n, we have

P
(
Fn,T )≥ P

(
nN∑
i=1

ξi ≤ T

)
= P

(
1

n

nN∑
i=1

ξ̃i ≤ T

)
,

where ξi are i.i.d. exp(n) and ξ̃i are i.i.d. exp(1). Therefore,

lim sup
n→∞

1

n
logP
((

Fn,T )c)≤ N lim sup
n→∞

1

nN
logP

(
1

nN

nN∑
i=1

ξ̃i >
T

N

)

= −NL1

(
T

N

)
→ −∞

as T → ∞, where the second equality is from Cramér’s theorem and where L1(x)
.= x − 1 −

logx for x ≥ 0 is the Legendre transform of the log-moment generating function of ξ̃1. �

The following lemma gives an upper bound for the exponential rate of decay of
P(En,ε(q)).
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LEMMA 8.2. Suppose
∑∞

k=1 kqk > 2
∑∞

k=1 qk . Then the upper bound in (7.5) holds,
namely

lim sup
ε→0

lim sup
n→∞

1

n
logP
(
En,ε(q)

)
≤ − inf

q≤p̄≤p,t1≥0

[
I 0

0,t1

(
(0,p), (0, p̄)

)+ I 2
t1,t1+τ

(
(0, p̄), (0, p̄ − q)

)]
,

(8.4)

where τ
.= ς((0, p̄), (0, p̄ − q)) = 1

2
∑∞

k=1 kqk for each q ≤ p̄ ≤ p.

PROOF. From (8.3) we have

P
(
En,ε(q)

)≤ P
(
En,ε,T (q)

)+ P
((

Fn,T )c)
and hence

lim sup
n→∞

1

n
logP
(
En,ε(q)

)≤ max
{

lim sup
n→∞

1

n
logP
(
En,ε,T (q)

)
, lim sup

n→∞
1

n
logP
((

Fn,T )c)}.
In view of Lemma 8.1, it suffices to show that for all sufficiently large T

lim sup
ε→0

lim sup
n→∞

1

n
logP
(
En,ε,T (q)

)
≤ − inf

q≤p̄≤p,t1≥0

[
I 0

0,t1

(
(0,p), (0, p̄)

)+ I 2
t1,t1+τ

(
(0, p̄), (0, p̄ − q)

)]
.

Let PT
.= D([0, T ] :R×R

∞+ ×R) and consider

Ẽε,T (q)
.= {(ζ ,ψ) ∈ PT : ∃ t1, t2 ∈ [0, T ] such that ζ0(t1−) = ζ0(t2) ≤ 0,

ψ(t) ≥ ψ(t1−) − ε for t ∈ [t1, t2),
∣∣ζk(t1−) − ζk(t2) − qk

∣∣≤ ε for all k ∈N
}
.

Denote the closure of Ẽε,T (q) by clẼε,T (q). From the definition in (8.1), when n > 2ε−1

En,ε,T (q) ⊂ {(Xn, Y n) ∈ Ẽε,T (q)
}⊂ {(Xn, Y n) ∈ clẼε,T (q)

}
.

From this and Theorem 2.16 we have

lim sup
n→∞

1

n
logP
(
En,ε,T (q)

)≤ lim sup
n→∞

1

n
logP
((

Xn, Y n) ∈ clẼε,T (q)
)

≤ − inf
(ζ ,ψ)∈clẼε,T (q)

IT (ζ ,ψ).

Since IT (ζ ,ψ) < ∞ only when (ζ ,ψ) ∈ CT , we have

lim sup
n→∞

1

n
logP
(
En,ε,T (q)

)≤ − inf
(ζ ,ψ)∈clẼε,T (q)∩CT

IT (ζ ,ψ).

It is easy to see that clẼε,T (q) ∩ CT = Ẽε,T (q) ∩ CT . Thus we have

lim sup
n→∞

1

n
logP
(
En,ε,T (q)

)≤ − inf
(ζ ,ψ)∈Ẽε,T (q)∩CT

IT (ζ ,ψ).

Letting

ẼT (q)
.= {(ζ ,ψ) ∈ CT : ∃ t1, t2 ∈ [0, T ] such that ζ0(t1) = ζ0(t2) ≤ 0,

ψ(t) ≥ ψ(t1) for t ∈ [t1, t2), ζk(t1) − ζk(t2) = qk for all k ∈N
}
,
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we have ẼT (q) =⋂ε>0(Ẽ
ε,T (q) ∩ CT ). From this, the lower semicontinuity and compact-

ness of level sets of IT (ζ ,ψ) (since IT is a rate function; see Theorem 2.16), it follows that

lim sup
ε→0

lim sup
n→∞

1

n
logP
(
En,ε,T (q)

)≤ −lim inf
ε→0

inf
(ζ ,ψ)∈Ẽε,T (q)∩CT

IT (ζ ,ψ)

= − inf
(ζ ,ψ)∈ẼT (q)

IT (ζ ,ψ).

Breaking (ζ ,ψ) ∈ ẼT (q) for t ∈ [0, T ] according to t ≤ t1, t1 ≤ t ≤ t2 and t ≥ t2,

inf
(ζ ,ψ)∈ẼT (q)

IT (ζ ,ψ) = inf
q≤p̄≤p,0≤t1<t2≤T

[
I 0

0,t1

(
(0,p), (0, p̄)

)+ I 1
t1,t2

(
(0, p̄), (0, p̄ − q)

)]

≥ inf
q≤p̄≤p,0≤t1<t2<∞

[
I 0

0,t1

(
(0,p), (0, p̄)

)+ I 1
t1,t2

(
(0, p̄), (0, p̄ − q)

)]
= inf

q≤p̄≤p,t1≥0

[
I 0

0,t1

(
(0,p), (0, p̄)

)+ I 2
t1,t1+τ

(
(0, p̄), (0, p̄ − q)

)]
,

where the last line follows from Lemma 7.1. The result follows. �

The following lemma improves the upper bound (8.4) in Lemma 8.2 when p1 = 0.

LEMMA 8.3. Suppose p1 = 0 and 0 ≤ q ≤ p. Then:

(a) I 0
0,t1

((0,p), (0,q)) = I 1
0,t1

((0,p), (0,q)) for each t1 ≥ 0.

(b) Let τ
.= 1

2
∑∞

k=1 kqk as in Lemma 8.2. The infimum on the right side of (8.4) is achieved
at t1 = 0:

inf
q≤p̄≤p,t1≥0

[
I 0

0,t1

(
(0,p), (0, p̄)

)+ I 2
t1,t1+τ

(
(0, p̄), (0, p̄ − q)

)]= I 2
0,τ

(
(0,p), (0,p − q)

)
.

PROOF. (a) Fix t1 ≥ 0. It suffices to show that if (ζ ,ψ) ∈ J 0
0,t1

((0,p), (0,q)) sat-

isfies I0,t1(ζ ,ψ) < ∞ then (ζ ,ψ) ∈ J 1
0,t1

((0,p), (0,q)). For such a pair of (ζ ,ψ), let
ϕ ∈ St1(ζ ,ψ) be such that the associated cost is finite. In particular ψ , and consequently
ζ0, is absolutely continuous.

Since ζ0(t) = �(ψ)(t) ≥ 0 for t ∈ [0, t1], we have

(8.5) 1{ζ0(t)>0}ζ ′
0(t) = 1{ζ0(t)>0}ψ ′(t), 1{ζ0(t)=0}ζ ′

0(t) = 0, a.e. t ∈ [0, t1].
Since p1 = 0, we see from (2.15) that 1{ζ0(t)=0}ψ ′(t) ≥ 0 for a.e. t ∈ [0, t1]. Indeed, when
p1 = 0 the term for k = 1 in the sum on the right side of (2.15) is zero. Also, the term for
k = 2 is always zero and the integrand for k = 0 is zero on the set {ζ0(t) = 0}. This shows that,
on this set, the derivative of the sum on the right side of (2.15) is nonnegative. Combining
this with (8.5), we have for t ∈ [0, t1],

ψ(t) =
∫ t

0
1{ζ0(s)>0}ψ ′(s) ds +

∫ t

0
1{ζ0(s)=0}ψ ′(s) ds

≥
∫ t

0
1{ζ0(s)>0}ζ ′

0(s) ds

=
∫ t

0
1{ζ0(s)>0}ζ ′

0(s) ds +
∫ t

0
1{ζ0(s)=0}ζ ′

0(s) ds = ζ0(t) ≥ 0.

This implies (ζ ,ψ) ∈ J 1
0,t1

((0,p), (0,q)) and part (a) follows.
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(b) For 0 ≤ p̄ ≤ p, let q̄
.= p − p̄ and τ̄

.= 1
2
∑∞

k=1 kq̄k . Since p1 = 0, we always have∑∞
k=1 kqk ≥ 2

∑∞
k=1 qk and

∑∞
k=1 kq̄k ≥ 2

∑∞
k=1 q̄k . Therefore,

inf
q≤p̄≤p,t1≥0

[
I 0

0,t1

(
(0,p), (0, p̄)

)+ I 2
t1,t1+τ

(
(0, p̄), (0, p̄ − q)

)]
= inf

q≤p̄≤p,t1≥0

[
I 1

0,t1

(
(0,p), (0, p̄)

)+ I 2
t1,t1+τ

(
(0, p̄), (0, p̄ − q)

)]
= inf

q≤p̄≤p

[
I 2

0,τ̄

(
(0,p), (0, p̄)

)+ I 2
τ̄ ,τ̄+τ

(
(0, p̄), (0, p̄ − q)

)]
= inf

0≤q̄≤p−q

[
I 2

0,τ̄

(
(0,p), (0,p − q̄)

)+ I 2
τ̄ ,τ̄+τ

(
(0,p − q̄), (0,p − q̄ − q)

)]
where the first equality uses part (a) with q = p̄ and the second equality follows from Lemma
7.1 and the observation that I 2

t,t+τ ((0, p̄), (0, p̄ − q)) = I 2
t ′,t ′+τ ((0, p̄), (0, p̄ − q)) for all t ,

t ′ as long as I 0
0,s((0,p), (0, p̄) < ∞ for s = t, t ′. Using Proposition 7.7(b), the right side on

the last line equals

inf
0≤q̄≤p−q

[
I 2

0,τ

(
(0,p), (0,p − q)

)+ I 2
τ,τ+τ̄

(
(0,p − q), (0,p − q − q̄)

)]
= I 2

0,τ

(
(0,p), (0,p − q)

)+ inf
0≤q̄≤p−q

I 2
τ,τ+τ̄

(
(0,p − q), (0,p − q − q̄)

)
= I 2

0,τ

(
(0,p), (0,p − q)

)
,

where the last equality follows by considering q̄ = 0. This completes the proof. �

Next we will prove the lower bound.

LEMMA 8.4. Suppose 0 ≤ q ≤ p and
∑∞

k=1 kqk > 2
∑∞

k=1 qk . Let τ .= 1
2
∑∞

k=1 kqk . Then
the lower bound in (7.4) holds.

PROOF. Let (ζ̃ (t), ψ̃(t)) be as introduced in Construction 1 for t ≤ τ , with t1 = 0, x(1) =
(0,p) and x(2) = (0,p−q). We define (ζ̃ (t), ψ̃(t)) for t > τ through (2.15)–(2.16) by setting
ϕk(t, y) = 1 for all k, y and t > τ . Then It (ζ̃ , ψ̃) = Iτ (ζ̃ , ψ̃) for all t > τ . So by Lemmas 7.1
and 7.6, for t ≥ τ

(8.6) It (ζ̃ , ψ̃) = Iτ (ζ̃ , ψ̃) =
∫ τ

0
L
(
ζ̃ (s), ζ̃

′
(s)
)
ds = I 2

0,τ

(
(0,p), (0,p − q)

)
.

For δ ∈ (0,1) consider the set

G̃δ(ζ̃ , ψ̃)
.=
{
(ζ ,ψ) ∈ D

([0,∞) :R×R
∞+ ×R) : sup

t∈[0,τ ]
∣∣ζk(t) − ζ̃k(t)

∣∣< δ,

for all k = 0,1,2, . . . ,
⌊
δ−1⌋}.

(8.7)

Let τn .= inf{t ≥ τ : Xn
0(t) = − 1

n
}. Then τn < ∞ a.s. Define for odd integer j ≥ −1,

Gn
j

.=
{
Xn

0(τ ) = j

n
,Xn

k

(
τn)= Xn

k (τ ), k ∈ N

}
,

and for even integer j ≥ −1,

Gn
j

.=
{
Xn

0(τ ) = j

n
,

∞∑
k=1

(
Xn

k

(
τn)− Xn

k (τ )
)= −1

n

}
.
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Intuitively, Gn
j describes the event that from time instant τ to the time τn at which the cur-

rent component is fully explored, the continuous-time EEA does not wake up any sleeping
vertices, with the exception that if the number of active half-edges at time τ is odd (namely
Xn

0(τ ) = j
n

for some even integer j ≥ −1), in which case exactly one sleeping vertex (neces-
sarily with odd degree) will be woken up. Consider the event

An
δ (ζ̃ , ψ̃)

.= {(Xn, Y n) ∈ G̃δ(ζ̃ , ψ̃)
}∩
( ∞⋃

j=−1

Gn
j

)
.

Fix ε ∈ (0,1). We claim that there exist δ0 > 0 and n0 > 0 such that

(8.8) An
δ (ζ̃ , ψ̃) ⊂ En,ε(q) for all δ < δ0 and n > n0.

To see this, first note that by Assumption 2.2, there exists M ∈ N such that

(8.9) sup
n∈N

∞∑
k=M

k
nk

n
<

ε

2
,

∞∑
k=M

kpk <
ε

2
.

By continuity of ζ̃ , there exists ε0 > 0 such that∣∣ζ̃k(t) − ζ̃k(0)
∣∣< ε

4
for all t ∈ [0, ε0], k = 0,1, . . . ,M,(8.10)

∣∣ζ̃k(t) − ζ̃k(τ )
∣∣< ε

4
for all t ∈ [τ − ε0, τ ], k = 0,1, . . . ,M.(8.11)

From Lemma 7.4(c) we have ζ̃0(t) > 0 for all t ∈ (0, τ ). Since ζ̃0(t) is continuous,

δ0
.=
(

inf
t∈[ε0,τ−ε0]

ζ̃0(t)
)

∧ ε

4
∧ 1

M
> 0.

Take n0 > 4
ε
. We now show (8.8) with this choice of n0 and δ0. Fix δ < δ0 and n > n0 and

consider ω ∈ An
δ (ζ̃ , ψ̃). For t ∈ [ε0, τ − ε0], since |Xn

0(t) − ζ̃0(t)| < δ < δ0 ≤ ζ̃0(t), we have
inft∈[ε0,τ−ε0] Xn

0(t) > 0. So there exist tn1 ∈ [0, ε0] and tn2 ∈ [τ − ε0, τ
n] such that

(8.12) Xn
0
(
tn1 −)= Xn

0
(
tn2
)= −1

n
, Xn

0(t) > −1

n
for t ∈ [tn1 , tn2 ),

where by convention Xn
0(0−) = Xn

0(0) = −1/n. For k ≥ M , it follows from (8.9) that

(8.13)
∣∣Xn

k

(
tn1 −)− Xn

k

(
tn2
)− qk

∣∣≤ ∣∣Xn
k

(
tn1 −)− Xn

k

(
tn2
)∣∣+ qk ≤ nk

n
+ pk < ε.

For 1 ≤ k ≤ M ≤ �δ−1�,∣∣Xn
k

(
tn1 −)− Xn

k

(
tn2
)− qk

∣∣= ∣∣(Xn
k

(
tn1 −)− Xn

k

(
tn2
))− (ζ̃k(0) − ζ̃k(τ )

)∣∣
≤ ∣∣Xn

k

(
tn1 −)− ζ̃k(0)

∣∣+ ∣∣Xn
k

(
tn2
)− ζ̃k(τ )

∣∣.(8.14)

From (8.7) and (8.10) we have the following bound for the first term in (8.14):∣∣Xn
k

(
tn1 −)− ζ̃k(0)

∣∣≤ ∣∣Xn
k

(
tn1 −)− ζ̃k

(
tn1
)∣∣+ ∣∣ζ̃k

(
tn1
)− ζ̃k(0)

∣∣< δ + ε

4
.

For the second term in (8.14), if tn2 ≤ τ , then using (8.7) and (8.11) we have∣∣Xn
k

(
tn2
)− ζ̃k(τ )

∣∣≤ ∣∣Xn
k

(
tn2
)− ζ̃k

(
tn2
)∣∣+ ∣∣ζ̃k

(
tn2
)− ζ̃k(τ )

∣∣< δ + ε

4
.

If tn2 > τ , then tn2 = τn and from the definition of Gn
j and (8.7) we have

∣∣Xn
k

(
tn2
)− ζ̃k(τ )

∣∣≤ ∣∣Xn
k

(
τn)− Xn

k (τ )
∣∣+ ∣∣Xn

k (τ ) − ζ̃k(τ )
∣∣≤ 1

n
+ δ ≤ ε

4
+ δ.
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Combining these three displays with (8.14) gives

∣∣Xn
k

(
tn1 −)− Xn

k

(
tn2
)− qk

∣∣< 2
(
δ + ε

4

)
< ε, k ∈N.

From this, and (7.1), (8.12), (8.13) we have ω ∈ En,ε(q). Since δ < δ0 and n > n0 is arbitrary,
the claim (8.8) holds.

For fixed δ < δ0 and n > n0 consider the following two probabilities

P
(
An

δ (ζ̃ , ψ̃)
)
, P

((
Xn, Y n) ∈ G̃δ(ζ̃ , ψ̃)

)
.

Write

P
(
An

δ (ζ̃ , ψ̃)
)= ∞∑

j=−1

P
({(

Xn, Y n) ∈ G̃δ(ζ̃ , ψ̃)
}∩ Gn

j

)

=
�δn�∑

j=−1

E
[
1{(Xn,Y n)∈G̃δ(ζ̃ ,ψ̃)}P

(
Gn

j |Fτ

)]
,

(8.15)

where we only have to sum up to �δn� in the last line when (Xn, Y n) ∈ G̃δ(ζ̃ , ψ̃) since
ζ̃0(τ ) = 0. Since τn = τ on {Xn

0(τ ) = − 1
n
}, we have

(8.16) P
(
Gn−1|Fτ

)= 1{Xn
0 (τ )=− 1

n
}.

From Assumption 2.2 and the fact that r(Xn(t)) is nonincreasing it follows

sup
n∈N

sup
t≥0

r
(
Xn(t)

)≤ sup
n∈N

∞∑
k=1

knk

n

.= C0 < ∞.

Hence for odd integer 1 ≤ j ≤ �δn� and δ <
C0
2 ,

1{(Xn,Y n)∈G̃δ(ζ̃ ,ψ̃)}P
(
Gn

j |Fτ

)
= 1{(Xn,Y n)∈G̃δ(ζ̃ ,ψ̃)}

j

nr(Xn(τ ))

· j − 2

nr(Xn(τ )) − 2
· · · 1

nr(Xn(τ )) − (j − 1)
1{Xn

0 (τ )= j
n
}

≥ 1{(Xn,Y n)∈G̃δ(ζ̃ ,ψ̃)}
j

C0n
· j − 2

C0n
· · · 1

C0n
1{Xn

0 (τ )= j
n
}

≥ 1{(Xn,Y n)∈G̃δ(ζ̃ ,ψ̃)}
�2δn�!

(C0n)�2δn� 1{Xn
0 (τ )= j

n
},

(8.17)

where the last inequality follows since the term on the last line includes more fractions that
are less than 1 than the one on the previous line. For the first equality we have used the
fact that on the event Gn

j all the active j + 1 half edges (an even number) at time instant τ

should merge among themselves (without waking any sleeping vertices) by the time instant
τn, whereas the total number of available half edges (either awake or sleeping) at time instant
τ equals nr(Xn(τ )) + 1.

For even integer 0 ≤ j ≤ �δn�, we consider three different cases for values of p and q .
Case 1: There exists some odd m ∈ N such that pm > qm ≥ 0. Let Cm

.= 1
2(pm − qm) > 0.

For δ < 1
m

∧ δ0 ∧ Cm and (Xn, Y n) ∈ G̃δ(ζ̃ , ψ̃), we have from (8.7)

Xn
m(τ) = ζ̃ n

m(τ ) − (ζ̃ n
m(τ ) − Xn

m(τ)
)
> (pm − qm) − δ > Cm,
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which implies Xn
m(τ) ≥ 1/n for n ≥ δ−1. So for even integer 0 ≤ j ≤ �δn� and n > m

δ
∨ n0,

1{(Xn,Y n)∈G̃δ(ζ̃ ,ψ̃)}P
(
Gn

j |Fτ

)
≥ 1{(Xn,Y n)∈G̃δ(ζ̃ ,ψ̃)}

mnXn
m(τ)

nr(Xn(τ ))
· j + m − 2

nr(Xn(τ )) − 2
· j + m − 4

nr(Xn(τ )) − 4

· · · 1

nr(Xn(τ )) − (j + m − 1)
1{Xn

0 (τ )= j
n
}(8.18)

≥ 1{(Xn,Y n)∈G̃δ(ζ̃ ,ψ̃)}
m

C0n
· j + m − 2

C0n
· j + m − 4

C0n
· · · 1

C0n
1{Xn

0 (τ )= j
n
}

≥ 1{(Xn,Y n)∈G̃δ(ζ̃ ,ψ̃)}
�2δn�!

(C0n)�2δn� 1{Xn
0 (τ )= j

n
},

where the last inequality follows once again as in (8.17). Combining (8.15)–(8.18) implies
that, for δ <

C0
2 ∧ 1

m
∧ δ0 ∧ Cm and n > m

δ
∨ n0,

P
(
An

δ (ζ̃ , ψ̃)
)≥ �δn�∑

j=−1

E

[
1{(Xn,Y n)∈G̃δ(ζ̃ ,ψ̃)}

�2δn�!
(C0n)�2δn� 1{Xn

0 (τ )= j
n
}
]

= �2δn�!
(C0n)�2δn� P

((
Xn, Y n) ∈ G̃δ(ζ̃ , ψ̃)

)

≥√2π�2δn�
(�2δn�

C0en

)�2δn�
P
((

Xn, Y n) ∈ G̃δ(ζ̃ , ψ̃)
)
,

where the last line uses Stirling’s approximation n! ≥ √
2πn(n

e
)n. From this and (8.8) we

have

lim inf
n→∞

1

n
logP
(
En,ε(q)

)

≥ lim inf
n→∞

1

n
logP
(
An

δ (ζ̃ , ψ̃)
)

≥ lim inf
n→∞

[
1

2n
log
(
2π�2δn�)+ �2δn�

n
log
(�2δn�

C0en

)
(8.19)

+ 1

n
logP
((

Xn, Y n) ∈ G̃δ(ζ̃ , ψ̃)
)]

= 2δ log
(

2δ

C0e

)
+ lim inf

n→∞
1

n
logP
((

Xn, Y n) ∈ G̃δ(ζ̃ , ψ̃)
)
.

Define the open set

Gδ,τ (ζ̃ , ψ̃)
.=
{
(ζ ,ψ) ∈ D

([0, τ ] :R×R
∞+ ×R

) : sup
t∈[0,τ ]

∣∣ζk(t) − ζ̃k(t)
∣∣< δ,

for all k = 0,1,2, . . . ,
⌊
δ−1⌋}.

It follows from Theorem 2.16 that

lim inf
n→∞

1

n
logP
((

Xn, Y n) ∈ G̃δ(ζ̃ , ψ̃)
)= lim inf

n→∞
1

n
logP
((

Xn, Y n) ∈ Gδ,τ (ζ̃ , ψ̃)
)

≥ − inf
(ζ ,ψ)∈Gδ,τ (ζ̃ ,ψ̃)

Iτ

(
(ζ ,ψ)

)≥ −Iτ (ζ̃ , ψ̃).
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Combining this with (8.19), (8.6) and sending δ → 0 gives

(8.20) lim inf
n→∞

1

n
logP
(
En,ε(q)

)≥ −Iτ (ζ̃ , ψ̃) = −I 2
0,τ

(
(0,p), (0,p − q)

)
.

The lower bound in Case 1 now follows on sending ε → 0.
Case 2: pm = 0 for all odd m ∈ N. It suffices to establish a similar estimate as in (8.18),

the lower bound in Case 2 will then follow as in Case 1. From Assumptions 2.1 and 2.2

∞∑
k=0

(2k + 1)
n2k+1

n
→

∞∑
k=0

(2k + 1)p2k+1 = 0.

Therefore, for each κ ∈ (0,1), there exists some ñκ ∈ N such that 0 ≤∑∞
k=0(2k + 1)

n2k+1
n

<

κ for n > ñκ , which implies nm = 0 for all odd m ≥ κn. Consider now an even integer
0 ≤ j ≤ �δn� and n > ñκ . Denote by Mn the largest odd degree for which there is a sleeping
vertex at time instant τ in the continuous time EEA. Note that Mn ≤ κn a.s. Therefore, for
κ < δ <

C0
2 ∧ δ0 and n > n0 ∨ ñκ ,

1{(Xn,Y n)∈G̃δ(ζ̃ ,ψ̃)}P
(
Gn

j |Fτ

)
≥ 1{(Xn,Y n)∈G̃δ(ζ̃ ,ψ̃)}

∑
1≤m≤�κn�,m is odd

[
1{Mn=m}

mnXn
m(τ)

nr(Xn(τ ))
· j + m − 2

nr(Xn(τ )) − 2

· j + m − 4

nr(Xn(τ )) − 4
· · · 1

nr(Xn(τ )) − (j + m − 1)

]
1{Xn

0 (τ )= j
n
}.

Since nXn
m(τ) ≥ 1 on the set {Mn = m} the right side can be bounded below by

1{(Xn,Y n)∈G̃δ(ζ̃ ,ψ̃)}
∑

1≤m≤�κn�,m is odd

[
1{Mn=m}

(j + m − 2)!!m
(C0n)(j+m+1)/2

]
1{Xn

0 (τ )= j
n
}

≥ 1{(Xn,Y n)∈G̃δ(ζ̃ ,ψ̃)}
∑

1≤m≤�κn�,m is odd

[
1{Mn=m}

�2δn�!
(C0n)�2δn�

]
1{Xn

0 (τ )= j
n
}

= 1{(Xn,Y n)∈G̃δ(ζ̃ ,ψ̃)}
�2δn�!

(C0n)�2δn� 1{Xn
0 (τ )= j

n
},

where the last inequality follows once again as in (8.17). Therefore, we have the same in-
equality as in (8.18) for n > n0 ∨ ñκ and δ <

C0
2 ∧ δ0, and so the lower bound in Case 2

follows.
Case 3: There exists an odd m ∈N such that pm > 0 but pm = qm. For i ∈ N, consider the

vector qi .= (qi
k)k∈N, where qi

k

.= qk for k �= m and qi
m

.= qm − 1
i
. Fix ε ∈ (0,1). Choose i so

that pm > qi
m > 0, ε > 1

i
= qm − qi

m and
∑∞

k=1 kqi
k > 2

∑∞
k=1 qi

k . When q is replaced by qi

we are in Case 1 and thus for εi < (ε − 1
i
), from the lower bound (8.20) for Case 1,

(8.21) lim inf
n→∞

1

n
logP
(
En,ε(q)

)≥ lim inf
n→∞

1

n
logP
(
En,εi (

qi))≥ −I 2
0,τ

(
(0,p),

(
0,p − q i)).

From Proposition 7.7(a) we have

(8.22) I 2
0,τ

(
(0,p),

(
0,p − q i))= H

(
q i)+ H

(
p − q i)− H(p) + K

(
q i).

Since ((0,p), (0,p −q i )) and ((0,p), (0,p −q)) are in � and q i → q , from Lemma 7.3 we
have K(q i ) → K(q). Also, clearly

H
(
q i)+ H

(
p − q i)− H(p) → H(q) + H(p − q) − H(p).
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Thus, as i → ∞, the right side of (8.22) converges to

H(q) + H(p − q) − H(p) + K(q) = I 2
0,τ

(
(0,p), (0,p − q)

)
,

where the equality follows again by Proposition 7.7(a). The desired result now follows on
sending i → ∞ and then ε → 0 in (8.21).

The above three cases cover all possible values of p and q . This completes the proof. �

8.1. Completing the proof of Theorem 2.6. The upper bound of Theorem 2.6 follows
from Lemma 8.2, Lemma 8.3(b) and Proposition 7.7(a). The lower bound of Theorem 2.6
follows from Lemma 8.4 and Proposition 7.7(a). �

9. Proofs of auxiliary lemmas. In this section we prove the lemmas in Section 7. Specif-
ically, in Section 9.1 we prove Lemma 7.1, in Section 9.2 we prove Lemmas 7.2 and 7.3, in
Section 9.3 we prove Lemma 7.4, in Section 9.4 we prove Lemma 7.5, and finally in Sec-
tion 9.5 we prove Lemma 7.6.

We start with the following remark.

REMARK 9.1. Fix 0 ≤ t1 < t2 < ∞, x(1),x(2) ∈ R
∞+ and (ζ ,ψ) ∈ J 1

t1,t2
(x(1),x(2)) such

that It1,t2(ζ ,ψ) < ∞. Fix ε ∈ (0,1). Then there exists ϕ ∈ St2(ζ ,ψ) such that

∞∑
k=0

∫
[t1,t2]×[0,1]

�
(
ϕk(s, y)

)
ds dy ≤ It1,t2(ζ ,ψ) + ε.

Using convexity of �, we can assume without loss of generality that ϕk(t, y) = ρk(t) ×
1[0,rk(ζ (t)))(y) + 1[rk(ζ (t)),1](y) for t ∈ [t1, t2], where ρk is some nonnegative function. From
(2.15) and (2.16) we see that for a.e. t ∈ [t1, t2],

ζ ′
k(t) = −ρk(t)rk

(
ζ (t)
)
, k ∈ N,(9.1)

ψ ′(t) =
∞∑

k=0

(k − 2)ρk(t)rk
(
ζ (t)
)
.(9.2)

Since (ζ ,ψ) ∈ J 1
t1,t2

(x(1),x(2)), ζ0(t) = ζ0(t1) + ψ(t) − ψ(t1) over (t1, t2), namely there is
no reflection over this interval. Therefore, for a.e. t ∈ [t1, t2], we have ζ ′

0(t) = ψ ′(t) and

(9.3) −1

2

d

dt
r
(
ζ (t)
)= −1

2

(
ψ ′(t) +

∞∑
k=1

kζ ′
k(t)

)
=

∞∑
k=0

ρk(t)rk
(
ζ (t)
)
, t ∈ [t1, t2].

Now we prove the lemmas in Section 7.

9.1. Proof of Lemma 7.1. We first prove (7.10). Since

inf
t2≥t1

I 1
t1,t2

(
x(1),x(2))≤ I 1

t1,t1+ς

(
x(1),x(2))≤ I 2

t1,t1+ς

(
x(1),x(2)),

it suffices to show

(9.4) inf
t2≥t1

I 1
t1,t2

(
x(1),x(2))≥ I 2

t1,t1+ς

(
x(1),x(2))

when inft2≥t1 I 1
t1,t2

(x(1),x(2)) < ∞. Fix ε ∈ (0,1). There exist tε2 ≥ t1, (ζ ,ψ) ∈ J 1
t1,t

ε
2
(x(1),

x(2)) and ϕ ∈ Stε2
(ζ ,ψ) such that

(9.5)
∞∑

k=0

∫
[t1,tε2 ]×[0,1]

�
(
ϕk(s, y)

)
ds dy ≤ It1,t

ε
2
(ζ ,ψ) + ε ≤ inf

t2≥t1
I 1
t1,t2

(
x(1),x(2))+ 2ε.
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Recall that t �→ r(ζ (t)) is a nonincreasing function (see (9.3)). We claim that in fact we
can assume without loss of generality that t �→ r(ζ (t)) is strictly decreasing for t ∈ [t1, tε2 ].
Indeed, if this function is not strictly decreasing, we can modify (ζ ,ψ) such that for the
modified trajectory strict monotonicity holds and the associated cost is not any higher. Such
a modification can be constructed via a limiting argument as follows. Consider (ζ n,ψn)

defined recursively as: (ζ 0,ψ0,ϕ0)
.= (ζ ,ψ,ϕ) on [0, t0

2 ] where t0
2

.= tε2 . For n ∈ N0, having
defined (ζ n,ψn) and tn2 ≤ tε2 , where (ζ n,ψn) ∈ J 1

t1,t
n
2
(x(1),x(2)), and ϕn ∈ Stn2

(ζ n,ψn) such
that

(9.6)
∞∑

k=0

∫
[t1,tn2 ]×[0,1]

�
(
ϕn

k (s, y)
)
ds dy ≤

∞∑
k=0

∫
[t1,tε2 ]×[0,1]

�
(
ϕk(s, y)

)
ds dy,

we modify (ζ n,ψn), in case r(ζ (·)) is not strictly decreasing on [t1, tn2 ] as follows.
Let [sn

1 , sn
2 ] ⊂ [t1, tn2 ] be the largest constant piece of r(ζ n(·)), namely r(ζ n(t)) is con-

stant on [sn
1 , sn

2 ] and sn
2 − sn

1 is maximized among all such possible pieces. Let tn+1
2

.=
tn2 − (sn

2 − sn
1 ) and define (ζ n+1,ψn+1) by shrinking (ζ n,ψn) over [sn

1 , sn
2 ], namely let

(ζ n+1(t),ψn+1(t))
.= (ζ n(t),ψn(t)) for t ≤ sn

1 and (ζ n+1(t),ψn+1(t))
.= (ζ n(t + sn

2 −
sn

1 ),ψn(t + sn
2 − sn

1 )) for sn
1 < t ≤ tn+1

2 . Clearly (ζ n+1,ψn+1) ∈ J 1
t1,t

n+1
2

(x(1),x(2)) and the

associated control ϕn+1 satisfies (9.6) with n replaced with n + 1. If r(ζ (t)) only has N con-
stant pieces over [t1, tε2 ], then (ζN,ψN) is the desired modification of (ζ ,ψ). If r(ζ (t)) has
countably many constant pieces over [t1, tε2 ], then the sequence (ζ n,ψn) is well defined and
(9.6) holds for every n. Since the sequence tn2 is nonincreasing, it converges to some point t̄2.
Since It̄2 has compact sublevel sets, this sequence (of paths over the time interval [t1, t̄2]) has
a limit point (ζ̄ , ψ̄). It is easy to check that this limit point must belong to J 1

t1,t̄2
(x(1),x(2))

and It1,t̄2(ζ̄ , ψ̄) ≤ lim infn→∞ It1,t̄2(ζ
n,ψn) ≤ It1,t

ε
2
(ζ ,ψ). From the construction one can

show that for fixed δ ∈ (0,1), infs∈[t1,tn2 −δ] |r(ζ n(s)) − r(ζ n(s + δ))| is nondecreasing in n

and eventually positive. Therefore, |r(ζ̄ (s)) − r(ζ̄ (s + δ))| > 0 for each s ∈ [t1, t̄2 − δ]. As δ

is arbitrary, (ζ̄ , ψ̄) is the desired modification of (ζ ,ψ) verifying the claim.
From Remark 9.1 we can further assume without loss of generality that ϕk(t, y) =

ρk(t)1[0,rk(ζ (t)))(y) + 1[rk(ζ (t)),1](y) for t ∈ [t1, tε2 ] and (9.1)–(9.3) hold for t ∈ [t1, tε2 ]. We
now introduce a time transformation. Consider the nondecreasing function f defined as:
f (0) = 0,

f ′(t) .=

⎧⎪⎪⎨
⎪⎪⎩

1, t ∈ [0, t1),

−1

2

d

dt
r
(
ζ (t)
)= ∞∑

k=0

ρk(t)rk
(
ζ (t)
)
, t ∈ [t1, tε2 ],

where the equality in the second line follows from (9.3). Since r(ζ (t)) is strictly decreas-
ing for t ∈ [t1, tε2 ], f (t) must be strictly increasing for t ∈ [t1, tε2 ]. So g

.= f −1 is well de-

fined and absolutely continuous on [0, f (tε2 )]. Note that f (tε2 ) = f (t1) + ∫ tε2t1
f ′(t) dt = t1 −

1
2(r(ζ (tε2 )) − r(ζ (t1))) = t1 + ς , where the last equality is from (7.9). Define (ζ̃ (t), ψ̃(t))

.=
(ζ (g(t)),ψ(g(t)) for t ∈ [0, t1 + ς ]. Then it is easy to see that (ζ̃ , ψ̃) ∈ J 1

t1,t1+ς (x(1),x(2)).
Since f (g(t)) = t , f ′(g(t))g′(t) = 1 and so

d

dt
r
(
ζ̃ (t)
)= −2f ′(g(t)

)
g′(t) = −2 for a.e. t ∈ [t1, t1 + ς ].

Therefore, (ζ̃ , ψ̃) ∈ J 2
t1,t1+ς (x(1),x(2)). Define

ϕ̃k(t, y)
.=
{
ϕk(t, y), t ∈ [0, t1),

ρ̃k(t)1[0,rk(ζ̃ (t)))(y) + 1[rk(ζ̃ (t)),1](y), t ∈ [t1, t1 + ς ],
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where ρ̃k(t)
.= ρk(g(t))g′(t) for t ∈ [t1, t1 + ς ]. From (9.1) and (9.2), for t ∈ [t1, t1 + ς ],

ζ̃ ′
k(t) = ζ ′

k

(
g(t)
)
g′(t) = −ρk

(
g(t)
)
rk
(
ζ
(
g(t)
))

g′(t) = −ρ̃k(t)rk
(
ζ̃ (t)
)
, k ∈ N,

ψ̃ ′(t) = ψ ′(g(t)
)
g′(t) =

∞∑
k=0

(k − 2)ρk

(
g(t)
)
rk
(
ζ
(
g(t)
))

g′(t) =
∞∑

k=0

(k − 2)ρ̃k(t)rk
(
ζ̃ (t)
)
.

So ϕ̃ ∈ St1+ς (ζ̃ , ψ̃). We claim that

(9.7)
∞∑

k=0

∫
[t1,tε2 ]×[0,1]

�
(
ϕk(t, y)

)
dt dy ≥

∞∑
k=0

∫
[t1,t1+ς]×[0,1]

�
(
ϕ̃k(t, y)

)
dt dy.

To see the claim, first note that the left-hand side of (9.7) equals

∞∑
k=0

∫ tε2

t1

rk
(
ζ (t)
)
�
(
ρk(t)
)
dt.

Since g(f (t)) = t , we have g′(f (t))f ′(t) = 1 and hence the right-hand side of (9.7) is

∞∑
k=0

∫ t1+ς

t1

rk
(
ζ̃ (t)
)
�
(
ρ̃k(t)
)
dt =

∞∑
k=0

∫ tε2

t1

rk
(
ζ̃
(
f (t)
))

�
(
ρ̃k

(
f (t)
))

f ′(t) dt

=
∞∑

k=0

∫ tε2

t1

rk
(
ζ (t)
)
�

(
ρk(t)

f ′(t)

)
f ′(t) dt.

Combining the above two facts, we have

∞∑
k=0

∫
[t1,tε2 ]×[0,1]

�
(
ϕk(t, y)

)
dt dy −

∞∑
k=0

∫
[t1,t1+ς]×[0,1]

�
(
ϕ̃k(t, y)

)
dt dy

=
∞∑

k=0

∫ tε2

t1

rk
(
ζ (t)
)[

ρk(t) logf ′(t) − f ′(t) + 1
]
dt

=
∫ tε2

t1

[( ∞∑
k=0

rk
(
ζ (t)
)
ρk(t)

)
logf ′(t) − f ′(t) + 1

]
dt,

=
∫ tε2

t1

�
(
f ′(t)
)
dt ≥ 0,

where the next to last equality uses the fact that
∑∞

k=0 rk(ζ (t)) = 1 for all t ∈ [t1, tε2 ) and the
last equality uses the definition of f ′(t). This proves the claim in (9.7). Combining (9.5) and
(9.7) with the fact that ϕ̃ ∈ St1+ς (ζ̃ , ψ̃) and (ζ̃ , ψ̃) ∈ J 2

t1,t1+ς (x(1),x(2)) gives

I 2
t1,t1+ς

(
x(1),x(2))≤ ∞∑

k=0

∫
[t1,t1+ς]×[0,1]

�
(
ϕ̃k(t, y)

)
dt dy ≤ inf

t2≥t1
I 1
t1,t2

(
x(1),x(2))+ 2ε.

Since ε ∈ (0,1) is arbitrary, (9.4) follows, which, as argued previously, gives (7.10).
Next consider (7.11) and the third statement in the lemma for fixed (ζ ,ψ) ∈ J 2

t1,t1+ς (x(1),

x(2)). We first show that

(9.8) It1,t1+ς (ζ ,ψ) ≥
∫ t1+ς

t1

L
(
ζ (s), ζ ′(s)

)
ds.
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Assume without loss of generality that It1,t1+ς (ζ ,ψ) < ∞. Fix ε ∈ (0,1). From Remark 9.1
we can find some ϕ ∈ St1+ς (ζ ,ψ) such that

∞∑
k=0

∫
[t1,t1+ς]×[0,1]

�
(
ϕk(s, y)

)
ds dy ≤ It1,t1+ς (ζ ,ψ) + ε,

ϕk(t, y) = ρk(t)1[0,rk(ζ (t)))(y) + 1[rk(ζ (t)),1](y), t ∈ [t1, t1 + ς ], k ∈ N0,

for a suitable sequence of nonnegative functions ρk , and (9.1)–(9.3) hold for t ∈ [t1, t1 + ς ].
Using (9.1), (9.2) and the fact that d

dt
r(ζ (t)) = −2 for a.e. t ∈ [t1, t1 + ς ] we have

ρ0(t)r0
(
ζ (t)
)= −ψ ′(t) +∑∞

k=1(k − 2)ζ ′
k(t)

2
= 1 +

∞∑
k=1

ζ ′
k(t),

which also implies
∑∞

k=1 ζ ′
k(t) ≥ −1 for a.e. t ∈ [t1, t1 + ς ], proving the third statement in

the lemma. Furthermore we have

∞∑
k=0

∫
[t1,t1+ς]×[0,1]

�
(
ϕk(s, y)

)
ds dy

=
∞∑

k=0

∫ t1+ς

t1

rk
(
ζ (t)
)
�
(
ρk(t)
)
dt

=
∫ t1+ς

t1

[
r0
(
ζ (t)
)
�

(
1 +∑∞

k=1 ζ ′
k(t)

r0(ζ (t))

)
+

∞∑
k=1

rk
(
ζ (t)
)
�

( −ζ ′
k(t)

rk(ζ (t))

)]
dt

=
∫ t1+ς

t1

L
(
ζ (t), ζ ′(t)

)
dt,

(9.9)

where the last equality uses the definition of � in (2.14) and L in (7.6) and we use the con-
vention that 0�(x/0) = 0 for x ≥ 0. Therefore,

(9.10)
∫ t1+ς

t1

L
(
ζ (t), ζ ′(t)

)
dt =

∞∑
k=0

∫
[t1,t1+ς]×[0,1]

�
(
ϕk(s, y)

)
ds dy ≤ It1,t1+ς (ζ ,ψ) + ε.

Since ε ∈ (0,1) is arbitrary, we have (9.8).
Next we show that

(9.11) It1,t1+ς (ζ ,ψ) ≤
∫ t1+ς

t1

L
(
ζ (s), ζ ′(s)

)
ds.

Assume without loss of generality that
∫ t1+ς
t1

L(ζ (s), ζ ′(s)) ds < ∞. Since there exists some

(ζ ∗,ψ∗) ∈ J 0
0,t1

(x(0),x(1)) such that I0,t1(ζ
∗,ψ∗) < ∞, we can further assume without loss

of generality that I0,t1(ζ ,ψ) < ∞. Then there exists some ϕ∗ ∈ St1(ζ ,ψ). Let ϕ(t, y)
.=

ϕ∗(t, y) for t ∈ [0, t1), and for t ∈ [t1, t1 + ς ] define

ρk(t)
.= − ζ ′

k(t)

rk(ζ (t))
1{rk(ζ (t)) �=0}, k ∈ N,

ρ0(t)
.=
∑∞

k=1(k − 2)ρk(t)rk(ζ (t)) − ψ ′(t)
2r0(ζ (t))

1{r0(ζ (t)) �=0},

ϕk(t, y)
.= ρk(t)1[0,rk(ζ (t)))(y) + 1[rk(ζ (t)),1](y), y ∈ [0,1], k ∈ N0.
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Clearly (9.1) and (9.2) hold for t ∈ [t1, t1 + ς ] and hence ϕ ∈ St1+ς (ζ ,ψ). Also one can
check that (9.9) still holds. Therefore,

It1,t1+ς (ζ ,ψ) ≤
∞∑

k=0

∫
[t1,t1+ς]×[0,1]

�
(
ϕk(s, y)

)
ds dy =

∫ t1+ς

t1

L
(
ζ (t), ζ ′(t)

)
dt.

This gives (9.11) and completes the proof of (7.11).
Finally, (7.12) follows on combining (7.10), (7.3) and (7.11). This completes the proof of

the lemma. �

9.2. Proofs of Lemmas 7.2 and 7.3. PROOF OF LEMMA 7.2. Consider for (x(1),x(2)) ∈
�, the function α �→ B(α) on (0,1), defined by

B(α) ≡ B
(
α;x(1),x(2)) .= 1

α

((
1 − α2) ∞∑

k=1

kzk

1 − αk
−

∞∑
k=1

kzk + x
(2)
0 − α2x

(1)
0

)

= z1 −
∞∑

k=3

kzk

α − αk−1

1 − αk
+ x

(2)
0

α
− αx

(1)
0(9.12)

= z1 −
∞∑

k=3

kzkBk(α) + x
(2)
0

α
− αx

(1)
0 ,

where Bk(α)
.= (α − αk−1)/(1 − αk) for k ≥ 3 and z = x(1) − x(2) as before. For each k ≥ 3

and α ∈ (0,1), using the inequality of arithmetic and geometric means one can verify that

(9.13) B ′
k(α) = (1 − α2)(k − 1)

(1 − αk)2

(
1 + α2 + α4 + · · · + α2k−4

k − 1
− αk−2

)
> 0,

and

(9.14) 0 = Bk(0+) ≤ Bk(α) ≤ Bk(1−) = (k − 2)/k.

So B(1−) = z1 −∑∞
k=3(k − 2)zk + x

(2)
0 − x

(1)
0 = −(

∑∞
k=1(k − 2)zk + z0) < 0 by assump-

tion and B(α) is decreasing in α ∈ (0,1). Also note that the assumption
∑∞

k=1 kzk + z0 >

2
∑∞

k=1 zk can be rewritten as

∞∑
k=3

(k − 2)zk + x
(1)
0 > z1 + x

(2)
0 ,

which implies

(9.15) either x
(1)
0 > 0 or zk > 0 for some k ≥ 3.

From this and (9.13) we see that B(α) is actually strictly decreasing in α ∈ (0,1). Since
each Bk(α) is continuous on (0,1), B(α) is also continuous by (9.14) and the dominated
convergence theorem. Finally, since B(0+) = z1 + ∞ · 1{x(2)

0 >0} > 0 and B(1−) < 0, there

must exist a unique β ∈ (0,1) such that B(β) = 0. This completes the proof of the lemma.
�

PROOF OF LEMMA 7.3. Suppose (x(1),n,x(2),n) → (x(1),x(2)) as n → ∞, where
(x(1),n,x(2),n), (x(1),x(2)) ∈ �. Recall the function B(·) defined above (9.13) and the def-
inition of β(·) from Section 2.2. We consider two possible cases for the values of x

(2)
0 and

z1.
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Case 1: x
(2)
0 = 0 and z1 = 0. In this case β = β(x(1),x(2)) = 0 by definition and

x
(2)
0 logβ = 0 by our convention. Since B(0+) = z1 + ∞ · 1{x(2)

0 >0} = 0 and B(α) is strictly

decreasing in α ∈ (0,1), we have B(α) < 0 for every α ∈ (0,1). Fixing α ∈ (0,1), from
(9.14) and the dominated convergence theorem one has

(9.16) B(n)(α)
.= B
(
α;x(1),n,x(2),n)→ B(α)

.= B
(
α;x(1),x(2))

as n → ∞. Therefore, B(n)(α) < 0 for sufficiently large n. Since B(n) is decreasing, we must
have β(n) .= β(x(1),n,x(2),n) ≤ α for all such n. Since α ∈ (0,1) is arbitrary, this implies that
as n → ∞, β(n) → 0 = β . Next note that the convergence of x

(2),n
0 logβ(n) → x

(2)
0 logβ = 0

holds trivially if x
(2),n
0 = 0 for all sufficiently large n. Suppose now that x

(2),n
0 > 0 for every

n. Also take n to be sufficiently large, so that x
(2),n
0 < 1. From (9.12) and since kB

(n)
k (α) ≤

(k − 2) from (9.14) [applied with (x(1),x(2)) replaced by (x(1),n,x(2),n)] we have

B(n)((x(2),n
0

)2)≥ 0 −
∞∑

k=3

(k − 2)zn
k + 1

x
(2),n
0

− (x(2),n
0

)2
x

(1),n
0 > 0

for x
(2),n
0 sufficiently small. So β(n) ≥ (x

(2),n
0 )2 for such n and so x

(2),n
0 logβ(n) → 0 =

x
(2)
0 logβ .

Case 2: x
(2)
0 > 0 or z1 > 0. In this case, for n sufficiently large, we must have x

(2),n
0 > 0 or

zn
1 > 0. So β(n) satisfies B(n)(β(n)) = 0 for all such n. Since β > 0, and by proof of Lemma

7.2 B(β) = 0, B(0+) > 0 and B(·) is strictly decreasing, we have B(β/2) > 0. As in the
proof of (9.16), we see that B(n)(β/2) → B(β/2) as n → ∞, and so B(n)(β/2) > 0 for all
sufficiently large n. Since B(n) is decreasing, we must have β(n) ≥ β/2 > 0 for all sufficiently
large n. From this, (9.14) and the dominated convergence theorem one can show that along
any convergent subsequence of β(n), B(n)(β(n)) → B(limβ(n)). So any limit point of β(n) is
a solution to B(α) = 0 defined on (0,1). But β is the unique solution to this equation. So
β(n) → β and also x

(2),n
0 logβ(n) → x

(2)
0 logβ . This completes the proof of the lemma. �

9.3. Proof of Lemma 7.4. (a) Recall the definition of ς in (7.9) and ς̃ , z̃k from Construc-
tion 1. From (7.13) we have

(9.17) ς̃ = ς

1 − β2 = x
(1)
0 − x

(2)
0 +∑∞

k=1 kzk

2(1 − β2)
= 1

2

(
x

(1)
0 +

∞∑
k=1

kz̃k

)
.

Since β ∈ [0,1), we have ς ≤ ς/(1 − β2) = ς̃ . This proves part (a).
(b) We first show that (ζ̃ , ψ̃) ∈ J 1

t1,t1+ς (x(1),x(2)). For this, it suffices to check

ζ̃k(t1 + ς) = p
(2)
k for k ∈ N, ζ̃0(t1 + ς) = x

(2)
0 ,(9.18)

ψ̃(t) − ψ̃(t1) ≥ −x
(1)
0 for t ∈ [t1, t1 + ς ].(9.19)

From (7.14) we have

ζ̃k(t1 + ς) = p
(1)
k − z̃k

(
1 − (1 − ς/ς̃)k/2)= p

(1)
k − z̃k

(
1 − βk)= p

(1)
k − zk = p

(2)
k ,

which gives the first statement in (9.18). From this, (7.15) and (7.9) it follows that

ζ̃0(t1 + ς) = x
(1)
0 +

∞∑
k=1

k
(
p

(1)
k − p

(2)
k

)− 2ς = x
(2)
0 ,

which gives the second statement in (9.18).
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For (9.19), applying the change of variable t − t1 = ς̃ (1 − α2
t ), namely αt = (1 − t−t1

ς̃
)1/2

for t ∈ [t1, t1 + ς ], we have

∞∑
k=1

k
(
p

(1)
k − ζ̃k(t)

)− 2(t − t1) =
∞∑

k=1

kz̃k

[
1 −
(

1 − t − t1

ς̃

)k/2]
− 2(t − t1)

=
∞∑

k=1

kz̃k

(
1 − αk

t

)− 2ς̃
(
1 − α2

t

)

=
∞∑

k=1

kz̃k

(
1 − αk

t

)− ∞∑
k=1

kz̃k

(
1 − α2

t

)− x
(1)
0

(
1 − α2

t

)
.= F(αt ),

where the third equality follows from part (a). Using this we can write, for t ∈ [t1, t1 + ς ],

(9.20) ζ̃0(t) = x
(1)
0 + F(αt ) = ψ̃(t) − ψ̃(t1) + x

(1)
0 .

Note that, for t ∈ [t1, t1 + ς ],

x
(1)
0 + F(αt ) = α2

t x
(1)
0 +

∞∑
k=1

kz̃k

(
α2

t − αk
t

)

= αt(1 − αt)

(
αtx

(1)
0

1 − αt

− z̃1 +
∞∑

k=3

kz̃k

αt − αk−1
t

1 − αt

)

= αt(1 − αt)

(
αtx

(1)
0

1 − αt

− z̃1 +
∞∑

k=3

kz̃kB̃k(αt )

)

= αt(1 − αt)B̃(αt ),

where B̃k(α)
.= (α − αk−1)/(1 − α) for k ≥ 3 and B̃(α)

.= αx
(1)
0

1−α
− z̃1 +∑∞

k=3 kz̃kB̃k(α). One
can verify (e.g., using Young’s inequality) that

B̃ ′
k(α) = (k − 2)αk−1 − (k − 1)αk−2 + 1

(α − 1)2 > 0, k ≥ 3, α ∈ [0,1).

So B̃(α) is increasing. Using (7.13) one can verify that B̃(β) = x
(2)
0

β(1−β)
1{β>0} ≥ 0. Since for

t ∈ (t1, t1 + ς ], αt ∈ [β,1), for all such t x
(1)
0 + F(αt ) ≥ 0. This along with (9.20) gives

(9.19).
So far we have verified that (ζ̃ , ψ̃) ∈ J 1

t1,t2
(x(1),x(2)). From (7.15) we also have

d
dt

r(ζ̃ (t)) = −2 for t ∈ [t1, t1 + ς ]. Thus actually (ζ̃ , ψ̃) ∈ J 2
t1,t2

(x(1),x(2)), completing the
proof of (b).

(c) Since for t ∈ (t1, t1 + ς), ζ̃0(t) = x
(1)
0 + F(αt ) = αt(1 − αt)B̃(αt ) and B̃(β) ≥ 0, it

suffices to show that B̃(α) is strictly increasing in α ∈ [β,1). But thanks to (9.15), this is

immediate from the fact that B̃ ′
k(α) > 0 and

αx
(1)
0

1−α
is strictly increasing when x

(1)
0 > 0. This

gives part (c) and completes the proof of the lemma.
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9.4. Proof of Lemma 7.5. Let μ0
.= 1

2(x
(1)
0 +∑∞

k=1 kp
(1)
k ). Recall z̃k = zk

1−βk . It then fol-
lows from (7.14), (7.15) and Lemma 7.4(a) that for t ∈ [t1, t1 + ς ],

ζ̃ ′
k(t) = − kz̃k

2ς̃ − 2(t − t1)

(
1 − t − t1

ς̃

)k/2

= − k

2ς̃ − 2(t − t1)

[
ζ̃k(t) − p

(1)
k + z̃k

]
,

(9.21)

1 +
∞∑

k=1

ζ̃ ′
k(t) = x

(1)
0 − 2(t − t1) +∑∞

k=1 k[p(1)
k − ζ̃k(t)]

2ς̃ − 2(t − t1)
= ζ̃0(t)

2ς̃ − 2(t − t1)
,

r
(
ζ̃ (t)
)= 2μ0 − 2(t − t1).

(9.22)

From these we have∫ t1+ς

t1

L
(
ζ̃ (s), ζ̃

′
(s)
)
ds

=
∫ t1+ς

t1

[(
1 +

∞∑
k=1

ζ̃ ′
k(t)

)
log
(

1 +∑∞
k=1 ζ̃ ′

k(t)

ζ̃0(t)/r(ζ̃ (t))

)

+
∞∑

k=1

(−ζ̃ ′
k(t)
)

log
( −ζ̃ ′

k(t)

kζ̃k(t)/r(ζ̃ (t))

)]
dt

=
∫ t1+ς

t1

[
log
(
2μ0 − 2(t − t1)

)− log
(
2ς̃ − 2(t − t1)

)

−
∞∑

k=1

ζ̃ ′
k(t) log

(
ζ̃k(t) − p

(1)
k + z̃k

ζ̃k(t)

)]
dt.

(9.23)

We claim that we can interchange the integration and summation in the last line. To see this,
first note that there exists some M ∈ N such that zk ≤ z̃k ≤ 2zk ≤ 2p

(1)
k < 1 for k ≥ M . Since

ζ̃k(t) is nonincreasing, we have
∞∑

k=M

∫ t1+ς

t1

∣∣∣∣ζ̃ ′
k(t) log

(
ζ̃k(t) − p

(1)
k + z̃k

ζ̃k(t)

)∣∣∣∣dt

=
∞∑

k=M

∫ t1+ς

t1

∣∣∣∣log
(

ζ̃k(t) − p
(1)
k + z̃k

ζ̃k(t)

)∣∣∣∣d(p(1)
k − ζ̃k(t)

)

=
∞∑

k=M

∫ zk

0

∣∣∣∣log
(

z̃k − u

p
(1)
k − u

)∣∣∣∣du

≤
∞∑

k=M

∫ zk

0

(− log(z̃k − u) − log
(
p

(1)
k − u

))
du

≤ −2
∞∑

k=M

∫ 2p
(1)
k

0
logudu.

Using �̃(x)
.= x logx − x = ∫ logx dx, the last expression equals

−2
∞∑

k=M

(
�̃
(
2p

(1)
k

)− �̃(0)
)= 4

∞∑
k=M

p
(1)
k log

(
1

p
(1)
k

)
− 4(log 2 − 1)

∞∑
k=M

p
(1)
k .
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Here the last term is clearly finite. Letting M̃
.=∑∞

k=M p
(1)
k ∈ (0,1], we have

∞∑
k=M

p
(1)
k log

(
1

p
(1)
k

)
= M̃

∞∑
k=M

p
(1)
k

M̃
log
(

1

k2p
(1)
k

)
+

∞∑
k=M

p
(1)
k log k2

≤ M̃ log

( ∞∑
k=M

1

M̃k2

)
+ 2

∞∑
k=M

kp
(1)
k < ∞,

where the inequality holds since logx is concave and logx ≤ x. Therefore,

∞∑
k=M

∫ t1+ς

t1

∣∣∣∣ζ̃ ′
k(t) log

(
ζ̃k(t) − p

(1)
k + z̃k

ζ̃k(t)

)∣∣∣∣dt < ∞.

One can easily verify that, for 1 ≤ k ≤ M ,

∫ t1+ς

t1

∣∣∣∣ζ̃ ′
k(t) log

(
ζ̃k(t) − p

(1)
k + z̃k

ζ̃k(t)

)∣∣∣∣dt =
∫ zk

0

∣∣∣∣log
(

z̃k − u

p
(1)
k − u

)∣∣∣∣du < ∞.

So the claim holds. Actually we have also shown that
∫ t1+ς
t1

L(ζ̃ (s), ζ̃
′
(s)) ds < ∞.

From (9.23) it then follows that

∫ t1+ς

t1

L
(
ζ̃ (s), ζ̃

′
(s)
)
ds

=
∫ t1+ς

t1

[
log
(
μ0 − (t − t1)

)− log
(
ς̃ − (t − t1)

)]
dt

−
∞∑

k=1

∫ t1+ς

t1

log
(

ζ̃k(t) − p
(1)
k + z̃k

ζ̃k(t)

)
dζ̃k(t)

=
[
−�̃
(
μ0 − (t − t1)

)+ �̃
(
ς̃ − (t − t1)

)

−
∞∑

k=1

�̃
(
ζ̃k(t) − p

(1)
k + z̃k

)+ ∞∑
k=1

�̃
(
ζ̃k(t)
)] ∣∣∣∣t1+ς

t=t1

= −(μ0 − ς) log(μ0 − ς) + (ς̃ − ς) log(ς̃ − ς) + μ0 logμ0 − ς̃ log ς̃

+
∞∑

k=1

[−(z̃k − zk) log(z̃k − zk) + p
(2)
k logp

(2)
k + z̃k log z̃k − p

(1)
k logp

(1)
k

]
,

(9.24)

where the last line follows from ζ̃ (t1) = x(1) and ζ̃ (t1 + ς) = x(2). Using ς̃ = ς/(1 − β2),

(ς̃ − ς) log(ς̃ − ς) − ς̃ log ς̃

= β2ς

1 − β2 log
β2ς

1 − β2 − ς

1 − β2 log
ς

1 − β2

= −ς logς + ς log
(
1 − β2)+ 2β2ς

1 − β2 logβ.
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Since z̃k = zk/(1 − βk), we have

∞∑
k=1

[−(z̃k − zk) log(z̃k − zk) + z̃k log z̃k

]

=
∞∑

k=1

[
zk log zk − zk log

(
1 − βk)− kβkzk

1 − βk
logβ

]

=
∞∑

k=1

[
zk log zk − zk log

(
1 − βk)]+ ∞∑

k=1

(
kzk − kzk

1 − βk

)
logβ

=
∞∑

k=1

[
zk log zk − zk log

(
1 − βk)]+ (x(2)

0 − 2β2ς

1 − β2

)
logβ,

where the last line is from (7.13) and (9.17). The last two displays along with (9.24) give∫ t1+ς

t1

L
(
ζ̃ (s), ζ̃

′
(s)
)
ds

= −(μ0 − ς) log(μ0 − ς) − ς logς + μ0 logμ0 + ς log
(
1 − β2)

+
∞∑

k=1

[
zk log zk + p

(2)
k logp

(2)
k − p

(1)
k logp

(1)
k

]

−
∞∑

k=1

zk log
(
1 − βk)+ x

(2)
0 logβ

= H̃ (z) + H̃
(
x(2))− H̃

(
x(1))+ K̃

(
x(1),x(2)).

(9.25)

Finiteness of the above follows as in Remark 2.5. This gives the first statement in the lemma.
For the lower semicontinuity, first note that −(μ0 −ς) log(μ0 −ς)−ς logς +μ0 logμ0 +

ς log(1−β2)−∑∞
k=1 zk log(1−βk)+x

(2)
0 logβ is continuous from Lemma 7.3 and Assump-

tion 2.2. The remaining terms in (9.25) can be written as

∞∑
k=1

[
zk log zk + p

(2)
k logp

(2)
k − p

(1)
k logp

(1)
k

]

=
∞∑

k=0

[
zk log zk + p

(2)
k logp

(2)
k − p

(1)
k logp

(1)
k

]− [z0 log z0 + p
(2)
0 logp

(2)
0 − p

(1)
0 logp

(1)
0

]

=
∞∑

k=0

[
zk log

zk

p
(1)
k

]
+

∞∑
k=0

[
p

(2)
k log

p
(2)
k

p
(1)
k

]
− [z0 log z0 + p

(2)
0 logp

(2)
0 − p

(1)
0 logp

(1)
0

]
,

where z0
.= 1 −∑∞

k=1 zk , and p
(i)
0

.= 1 −∑∞
k=1 p

(i)
k for i = 1,2. The last term in the above

display is clearly a lower semicontinuous function of (x(1),x(2)) ∈ �. The lemma follows.

9.5. Proof of Lemma 7.6. We begin with a lemma that gives the statement in Lemma 7.6
under a stronger assumption.

LEMMA 9.2. Suppose the same setting as in Lemma 7.6. Suppose in addition that:
(i) x

(1)
0 , x

(2)
0 > 0, and (ii) for every k ∈ N, if p

(1)
k > 0 then p

(2)
k > 0. Then (7.18) is satis-

fied.
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PROOF. The first equality in (7.18) is proved in Lemma 7.1. For the second equality, we
need to show that (ζ̃ , ψ̃) is the minimizer of the function

G̃(ζ ,ψ)
.=
∫ t1+ς

t1

L
(
ζ (s), ζ ′(s)

)
ds, (ζ ,ψ) ∈ J 2

t1,t1+ς

(
x(1),x(2)).

We will prove this via contradiction. First note that J 2
t1,t1+ς (x(1),x(2)) is a convex set. Also

using the definition of L, one can verify that G̃(ζ ,ψ) is a convex function in (ζ ,ψ) ∈
J 2

t1,t1+ς (x(1),x(2)). Now suppose there exists some (ζ ,ψ) ∈ J 2
t1,t1+ς (x(1),x(2)) such that

G̃(ζ ,ψ) < G̃(ζ̃ , ψ̃). From Lemma 7.5 we have G̃(ζ̃ , ψ̃) < ∞. For ε ∈ [0,1], construct the
family of paths (ζ ε,ψε)

.= (1 − ε)(ζ̃ , ψ̃) + ε(ζ ,ψ). Letting g(ε)
.= G̃(ζ ε,ψε), we have

g(1) = G̃(ζ ,ψ) < G̃(ζ̃ , ψ̃) = g(0). It follows from the convexity that g is left and right
differentiable wherever it is finite. We will show that g′+(0) = 0, where g′+(·) is the right
derivative of g. The convexity of g will then give the desired contradiction.

By convexity of g, we have g(ε) < g(0) for every ε ∈ (0,1]. From Lemma 7.4(c), assump-
tion (i) and continuity of ζ̃0 we have

(9.26) δ
.= inf

t∈[t1,t1+ς] ζ̃0(t) > 0.

From (9.22) we see

(9.27) 1 +
∞∑

k=1

ζ̃ ′
k(t) = ζ̃0(t)

2ς̃ − 2(t − t1)
≥ δ

2ς̃
> 0, t ∈ [t1, t1 + ς ].

Now fix 0 < ε < 1
4 ∧ δ ∧ δ

2ς̃
. Then ζ ε

0 (t) > δ
2 for all t ∈ [t1, t1 + ς ].

We next argue that one can assume without loss of generality that

(9.28) ζk(t) = ζ̃k(t) for all t ∈ [t1, t1 + ς ] and k ≥ n0

for some large enough n0 ∈ N. To show this, we define (ζ n,ψn) for n ∈ N as follows: For
t ∈ [0, t1), (ζ n(t),ψn(t))

.= (ζ ε(t),ψε(t)), and for t ∈ [t1, t1 + ς ],
ζ n
k (t)

.= ζ̃k(t), k ≥ n,

ζ n
k (t)

.= ζ ε
k (t), 1 ≤ k < n,

ζ n
0 (t)

.= x
(1)
0 +

∞∑
k=1

k
(
p

(1)
k − ζ n

k (t)
)− 2(t − t1),

ψn(t)
.= ψε(t1) +

∞∑
k=1

k
(
p

(1)
k − ζ n

k (t)
)− 2(t − t1).

From this definition we have (ζ n
k )k∈N → (ζ ε

k )k∈N in C([0, t1 + ς ] : R∞+ ) as n → ∞. So
(ζ n

0 ,ψn) → (ζ ε
0 ,ψε) in C([0, t1 + ς ] : R2) as n → ∞. From this we see ψn(t) − ψn(t1) +

x
(1)
0 = ζ n

0 (t) is uniformly bounded away from 0 in t ∈ [t1, t1 + ς ] for sufficiently large n. So
ζ n ∈ J 2

t1,t1+ς (x(1),x(2)) for all such n. Recall Lk and L defined in (7.6). Using the definition
of ζ n

k for 1 ≤ k < n,

G̃
(
ζ n,ψn)− G̃

(
ζ ε,ψε)= ∫ t1+ς

t1

[
L
(
ζ n(s),

(
ζ n(s)

)′)− L
(
ζ ε(s),

(
ζ ε(s)
)′)]

ds

=
∫ t1+ς

t1

[
L0
(
ζ n(s),

(
ζ n(s)

)′)− L0
(
ζ ε(s),

(
ζ ε(s)
)′)]

ds(9.29)

+
∫ t1+ς

t1

∞∑
k=n

[
Lk

(
ζ n(s),

(
ζ n(s)

)′)− Lk

(
ζ ε(s),

(
ζ ε(s)
)′)]

ds.
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We claim that both terms on the right side converge to 0 as n → ∞. To see this, note that

L0
(
ζ n(s),

(
ζ n(s)

)′)=
(

1 +
∞∑

k=1

(
ζ n
k

)′
(s)

)
log

[(
1 +

∞∑
k=1

(
ζ n
k

)′
(s)

)
/

(
ζ n

0 (s)

r(ζ n(s))

)]

→ L0
(
ζ ε(s),

(
ζ ε(s)
)′)

as n → ∞, for each s ∈ [t1, t1 + ς ]. From (9.27) and the choice of ε we have that

1 ≥ 1 +
∞∑

k=1

(
ζ n
k

)′
(s) ≥ δ

2ς̃
− ε > 0.

Since ζ ε
0 (s) and ζ̃0(s) are both bounded from above and away from 0 for all s ∈ [t1, t1 + ς ],

sup
n∈N

sup
s∈[t1,t1+ς]

∣∣L0
(
ζ n(s),

(
ζ n(s)

)′)∣∣< ∞.

The first term on the right side of (9.29) then converges to 0 as n → ∞ by the dominated
convergence theorem. For the second term, note that

Lk

(
ζ n(s),

(
ζ n(s)

)′)= −(ζ n
k

)′
(s) log

[
−(ζ n

k

)′
(s)/

(
kζ n

k (s)

r(ζ n(s))

)]
→ Lk

(
ζ ε(s),

(
ζ ε(s)
)′)

as n → ∞, for each s ∈ [t1, t1 + ς ]. Since ζ n ∈ J 2
t1,t1+ς (x(1),x(2)), we have r(ζ n(s)) =

r(ζ̃ (s)) = r(ζ ε(s)) for each s ∈ [t1, t1 + ς ], and hence

∣∣Lk

(
ζ n(s),

(
ζ n(s)

)′)∣∣≤ ∣∣Lk

(
ζ̃ (s), ζ̃

′
(s)
)∣∣+ ∣∣Lk

(
ζ ε(s),

(
ζ ε(s)
)′)∣∣.

Since G̃(ζ ε,ψε) < ∞ and G̃(ζ̃ , ψ̃) < ∞, we see that the last expression is summable over
k ∈N and integrable over s ∈ [t1, t1 +ς ]. Therefore, the second term in the claim converges to
0 as n → ∞ by the dominated convergence theorem. From the above claim we then have that
G̃(ζ n0,ψn0) < G̃(ζ̃ , ψ̃) for sufficiently large n0. We now fix such a n0 and, abusing notation,
denote (ζ ,ψ) = (ζ n0,ψn0) and define (ζ ε,ψε) as before, by using the new definition of
(ζ ,ψ), so that (9.28) holds.

Since (ζ ,ψ) ∈ J 2
t1,t1+ς (x(1),x(2)), we have r(ζ (t)) = x

(1)
0 +∑∞

k=1 kp
(1)
k − 2(t − t1) and

ζ0(t) = r(ζ (t)) −∑∞
k=1 kζk(t) = x

(1)
0 +∑∞

k=1 k(p
(1)
k − ζk(t)) − 2(t − t1) for t ∈ [t1, t1 + ς ].

Using the definition of L, one can write

G̃(ζ ,ψ) =
∫ t1+ς

t1

{(
1 +

∞∑
k=1

ζ ′
k(t)

)
log

[(
1 +

∞∑
k=1

ζ ′
k(t)

)
/

(
ζ0(t)

r(ζ (t))

)]

−
∞∑

k=1

ζ ′
k(t) log

[(−ζ ′
k(t)
)
/

(
kζk(t)

r(ζ (t))

)]}
dt

=
∫ t1+ς

t1

{(
1 +

∞∑
k=1

ζ ′
k(t)

)
log
(

1 +∑∞
k=1 ζ ′

k(t)

x
(1)
0 +∑∞

k=1 k(p
(1)
k − ζk(t)) − 2(t − t1)

)

−
∞∑

k=1

ζ ′
k(t) log

(−ζ ′
k(t)

kζk(t)

)}
dt +
∫ t1+ς

t1

log

(
x

(1)
0 +

∞∑
k=1

kp
(1)
k − 2(t − t1)

)
dt,
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and the analogous expression holds for G̃(ζ ε,ψε). Let θ
.= ζ − ζ̃ . From (9.28) we have

θk = 0 for k > n0 and hence

g(ε) =
∫ t1+ς

t1

{(
1 +

∞∑
k=1

(
ζ ε
k

)′
(t)

)
log
(

1 +∑∞
k=1(ζ

ε
k )′(t)

x
(1)
0 +∑∞

k=1 k(p
(1)
k − ζ ε

k (t)) − 2(t − t1)

)

−
n0∑

k=1

(
ζ ε
k

)′
(t) log

(−(ζ ε
k )′(t)

kζ ε
k (t)

)}
dt + C0

=
∫ t1+ς

t1

η
(
t,
(
ζ̃k(t) + εθk(t), ζ̃

′
k(t) + εθ ′

k(t)
)n0
k=1

)
dt + C0,

.=
∫ t1+ς

t1

η̃(t, ε) dt + C0

for some constant C0, where

η
(
t, (uk, vk)

n0
k=1

)=
(

1 +
n0∑

k=1

vk + αt

)
log
(

1 +∑n0
k=1 vk + αt

x
(1)
0 +∑n0

k=1 k(p
(1)
k − uk) + γt − 2(t − t1)

)

−
n0∑

k=1

vk log
(−vk

kuk

)
,

with αt
.=∑∞

k=n0+1 ζ̃ ′
k(t) and γt

.=∑∞
k=n0+1 k(p

(1)
k − ζ̃k(t)). We wish to show that differen-

tiation under the integral over t with respect to ε is valid in a neighborhood of 0. For this,
we now establish an integrable bound on the partial derivative of η̃ with respect to ε. To
obtain such a bound, note that we only need to consider the contribution from εθk(t) for
1 ≤ k ≤ n0 such that p

(2)
k > 0, since when p

(2)
k = 0, one has that p

(1)
k = 0 by assumption

(ii), which implies θk(t) ≡ 0. Therefore, assume without loss of generality that p
(2)
k > 0 for

every 1 ≤ k ≤ n0. Further, note that we can assume p
(1)
k > p

(2)
k , since otherwise, once more,

θk(t) ≡ 0. Therefore, we assume without loss of generality that

(9.30) p
(1)
k > p

(2)
k > 0, 1 ≤ k ≤ n0.

Denote by ∂η
∂uk

and ∂η
∂vk

the corresponding partial derivatives for the function η(t, (uk, vk)
n0
k=1).

Then one can verify that

∂η̃(t, ε)

∂ε
=

n0∑
k=1

∂η

∂uk

∣∣∣∣
(t,(ζ ε

k (t),(ζ ε
k )′(t))n0

k=1)

θk(t) +
n0∑

k=1

∂η

∂vk

∣∣∣∣
(t,(ζ ε

k (t),(ζ ε
k )′(t))n0

k=1)

θ ′
k(t).

The partial derivatives of η are

∂η(t, (uk, vk)
n0
k=1)

∂uk

= k(1 +∑n0
j=1 vj +∑∞

j=n0+1 ζ̃ ′
j (t))

x
(1)
0 +∑n0

j=1 j (p
(1)
j − uj ) +∑∞

j=n0+1 j (p
(1)
j − ζ̃j (t)) − 2(t − t1)

+ vk

uk

,

(9.31)

∂η(t, (uk, vk)
n0
k=1)

∂vk

= log
( 1 +∑n0

j=1 vj +∑∞
j=n0+1 ζ̃ ′

j (t)

x
(1)
0 +∑n0

j=1 j (p
(1)
j − uj ) +∑∞

j=n0+1 j (p
(1)
j − ζ̃j (t)) − 2(t − t1)

)

− log
−vk

kuk

,

(9.32)
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for 1 ≤ k ≤ n0. For all 0 ≤ ε < 1
4 ∧ δ ∧ δ

2ς̃
and t ∈ [t1, t1 + ς ], from (9.30) and (9.26),

0 <
δ

2
≤ (1 − ε)ζ̃0(t) ≤ ζ ε

0 (t) ≤
∞∑

k=1

kpk < ∞,

ζ ε
0 (t) = x

(1)
0 +

n0∑
j=1

j
(
p

(1)
j − ζ ε

j (t)
)+ ∞∑

j=n0+1

j
(
p

(1)
j − ζ̃j (t)

)− 2(t − t1),

0 < p
(2)
k ≤ ζ ε

k (t) ≤ p
(1)
k < ∞, −1 ≤ (ζ ε

k

)′
(t) ≤ 0,∣∣θk(t)

∣∣≤ p
(1)
k ,

∣∣θ ′
k(t)
∣∣≤ 2, 1 ≤ k ≤ n0,

0 <
δ

4ς̃
≤ (1 − ε)

(
1 +

∞∑
k=1

ζ̃ ′
k(t)

)
≤ 1 +

∞∑
k=1

(
ζ ε
k

)′
(t) ≤ 1,

where the last line uses (9.27) and Lemma 7.1. Furthermore, using (7.14) we get

(
ζ ε
k

)′
(t) ≤ (1 − ε)ζ̃ ′

k(t) ≤ −3kz̃k

8ς̃

(
1 − t − t1

ς̃

)k/2−1
= − 3kz̃k

8ς̃ k/2

(
ς̃ − (t − t1)

)k/2−1
.

Combining these bounds we have∣∣∣∣ ∂η

∂uk

∣∣∣∣
(t,(ζ ε

k (t),(ζ ε
k )′(t))n0

k=1)

∣∣∣∣≤ k

δ/2
+ 1

p
(2)
k

,

∣∣∣∣ ∂η

∂vk

∣∣∣∣
(t,(ζ ε

k (t),(ζ ε
k )′(t))n0

k=1)

∣∣∣∣≤ max
{∣∣∣∣log

1

δ/2

∣∣∣∣,
∣∣∣∣log

δ/4ς̃

x
(1)
0 +∑∞

j=1 jpj

∣∣∣∣
}

+ max
{∣∣∣∣log

1

kp
(2)
k

∣∣∣∣,
∣∣∣∣log

3kz̃k

8ς̃ k/2 (ς̃ − (t − t1))
k/2−1

kp
(1)
k

∣∣∣∣
}

for all ε ∈ [0,1/4], t ∈ [t1, t1 + ς ], and k = 1, . . . , n0. Therefore, one can find some C̃0 ∈
(0,∞) such that∣∣∣∣∂η̃(t, ε)

∂ε

∣∣∣∣≤ C̃0 + C̃0
∣∣log
(
ς̃ − (t − t1)

)∣∣, ε ∈ [0,1/4], t ∈ [t1, t1 + ς ].
Since | log(ς̃ − (t − t1))| is integrable in t ∈ [t1, t1 +ς ], we have obtained an integrable bound
on | ∂η̃(t,ε)

∂ε
| that is uniform in ε ∈ [0,1/4]. Thus we can differentiate under the integral sign

to get

g′(ε) =
∫ t1+ς

t1

∂η̃(t, ε)

∂ε
dt

for all 0 ≤ ε < 1
4 ∧ δ ∧ δ

2ς̃
. Next we claim that the following Euler–Lagrange equations are

satisfied.
∂η

∂un

(
t,
(
ζ̃k(t), ζ̃

′
k(t)
)n0
k=1

)= d

dt

∂η

∂vn

(
t,
(
ζ̃k(t), ζ̃

′
k(t)
)n0
k=1

)
for 1 ≤ n ≤ n0, t ∈ [t1, t1 + ς ].

(9.33)

Once this claim is verified, we have

g′+(0) =
n0∑

k=1

∫ t1+ς

t1

[
∂η

∂uk

∣∣∣∣
(t,(ζ̃k(t),ζ̃

′
k(t))

n0
k=1)

θk(t) + ∂η

∂vk

∣∣∣∣
(t,(ζ̃k(t),ζ̃

′
k(t))

n0
k=1)

θ ′
k(t)

]
dt

=
n0∑

k=1

∫ t1+ς

t1

θ ′
k(t)

[
−
∫ t

t1

∂η

∂uk

∣∣∣∣
(s,(ζ̃k(s),ζ̃

′
k(s))

n0
k=1)

ds + ∂η

∂vk

∣∣∣∣
(t,(ζ̃k(t),ζ̃

′
k(t))

n0
k=1)

]
dt
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=
n0∑

k=1

∫ t1+ς

t1

c̃kθ
′
k(t) dt =

n0∑
k=1

c̃k

(
θk(t1 + ς) − θk(t1)

)= 0,

where the second equality follows from integration by parts, the third is a consequence of
(9.33) with some suitable constants c̃k and the last equality holds since θk(t1) = 0 = θk(t1 +
ς). This gives the desired contradiction and shows that (ζ̃ , ψ̃) is the minimizer.

Finally we prove the claim (9.33). Fix 1 ≤ n ≤ n0. Using (9.31) and (9.22) one can verify
that

∂η

∂un

(
t,
(
ζ̃k(t), ζ̃

′
k(t)
)n0
k=1

)= n(1 +∑∞
k=1 ζ̃ ′

k(t))

ζ̃0(t)
+ ζ̃ ′

n(t)

ζ̃n(t)

= n

2ς̃ − 2(t − t1)
+ ζ̃ ′

n(t)

ζ̃n(t)

= d

dt

(
−n

2
log
(
ς̃ − (t − t1)

)+ log
(
ζ̃n(t)
))

.

Therefore, it suffices to show

(9.34) −n

2
log
(
ς̃ − (t − t1)

)+ log
(
ζ̃n(t)
)= ∂η

∂vn

(
t,
(
ζ̃k(t), ζ̃

′
k(t)
)n0
k=1

)+ c̄n

for some constant c̄n. From (9.32) one has that

∂η

∂vn

(
t,
(
ζ̃k(t), ζ̃

′
k(t)
)n0
k=1

)= log
(
nζ̃n(t)

)− log
(−ζ̃ ′

n(t)
)+ log

(
1 +∑∞

k=1 ζ̃ ′
k(t)

ζ̃0(t)

)

= log
(
nζ̃n(t)

)− log
(−ζ̃ ′

n(t)
)− log

(
2ς̃ − 2(t − t1)

)
where the last line follows from (9.22). From this we have

− n

2
log
(
ς̃ − (t − t1)

)+ log
(
ζ̃n(t)
)− ∂η

∂vn

(
t,
(
ζ̃k(t), ζ̃

′
k(t)
)n0
k=1

)

= −
(

n

2
− 1
)

log
(
ς̃ − (t − t1)

)− log
(

n

2

)
+ log

(−ζ̃ ′
n(t)
)

= log z̃n − n

2
log ς̃ ,

where the last line follows from (9.21) and (7.14). Therefore, (9.34) holds with c̄n = log z̃n −
n
2 log ς̃ which proves (9.33). This completes the proof. �

PROOF OF LEMMA 7.6. The first equality in (7.18) follows as before from Lemma
7.1. Lemma 9.2 shows that the second equality holds if the additional two assumptions
in Lemma 9.2 are satisfied. Let (ζ ,ψ) ∈ J 2

t1,t1+ς (x(1),x(2)) be a trajectory such that∫ t1+ς
t1

L(ζ (s), ζ ′(s)) ds ≤ ∫ t1+ς
t1

L(ζ̃ (s), ζ̃
′
(s)) ds. It suffices to show

(9.35)
∫ t1+ς

t1

L
(
ζ (s), ζ ′(s)

)
ds ≥
∫ t1+ς

t1

L
(
ζ̃ (s), ζ̃

′
(s)
)
ds.

We claim that we can assume:

• ζ0(t) > 0 for all t ∈ (t1, t1 + ς),
• if zk > 0 for some k ∈ N, then ζk(t) > 0 for all t ∈ (t1, t1 + ς).
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For this, note that ζ̃ satisfies these two properties. Letting (ζ ε,ψε)
.= ε(ζ ,ψ)+ (1−ε)(ζ̃ , ψ̃)

for ε ∈ (0,1) we have that (ζ ε,ψε) ∈ J 2
t1,t1+ς (x(1),x(2)) and it satisfies the two claimed

properties. Also, from the convexity of L we see that, it suffices to prove (9.35) with (ζ ,ψ)

replaced with (ζ ε,ψε). Therefore, the claim holds.
Fix two sequences of time instants t

(n)
1

.= t1 + 1
n

and t
(n)
2

.= t1 + ς − 1
n

. Note that t
(n)
2 =

t
(n)
1 + ς(n) where ς(n) is defined by (7.9) by replacing (x(1),x(2)) with (x(1),n,x(2),n) =
(ζ (t

(n)
1 ), ζ (t

(n)
2 )). Consider now the optimization problem in (7.3) associated with

I 2
t
(n)
1 ,t

(n)
1 +ς(n)

(x(1),n,x(2),n). Note that for this problem the two additional assumptions in

Lemma 9.2 are satisfied. Furthermore, the assumption
∑∞

k=1 kzk + z0 > 2
∑∞

k=1 zk in Lemma
7.6 also holds with z replaced by z(n) = x(1),n − x(2),n, for sufficiently large n. Therefore,

Lemma 9.2 can be applied with (x(1),x(2)) replaced with (x(1),n,x(2),n). Let (ζ̃
(n)

, ψ̃(n)) ∈
J 2

t
(n)
1 ,t

(n)
1 +ς(n)

(x(1),n,x(2),n) be the corresponding minimizer and β(n) .= β(x(1),n,x(2),n).

Then∫ t1+ς

t1

L
(
ζ (s), ζ ′(s)

)
ds = lim

n→∞

∫ t
(n)
2

t
(n)
1

L
(
ζ (s), ζ ′(s)

)
ds

≥ lim inf
n→∞

∫ t
(n)
2

t
(n)
1

L
(
ζ̃

(n)
(s),
(
ζ̃

(n))′
(s)
)
ds

= lim inf
n→∞

[
H̃
(
zn)+ H̃

(
x(2),n)− H̃

(
x(1),n)+ K̃

(
x(1),n,x(2),n)]

≥ H̃ (z) + H̃
(
x(2))− H̃

(
x(1))+ K̃

(
x(1),x(2))

=
∫ t1+ς

t1

L
(
ζ̃ (s), ζ̃

′
(s)
)
ds.

Here the first inequality follows from Lemma 9.2 and the last three lines use Lemma 7.5. �

10. Proof of LLN. In this section we give the proofs of Theorem 2.20 and Proposition
2.21.

PROOF OF THEOREM 2.20. (1) Assume without loss of generality that T ≥ 1. Since
f1(t) ≤ 1, we see from Assumption 2.18 that r(ζ (·)) with r from (2.7) and ψ are well defined.
Let ϕk(s, y) = 1 for all k ∈ N0 and (s, y) ∈ [0, T ] × [0,1]. It suffices to show ϕ ∈ ST (ζ ,ψ)

and (ζ ,ψ) ∈ CT . Since f1(t) = F−1
1 (t)1[0,1](t), we have τζ = 1, where τζ was defined in

(2.17). Since F1(f1(t)) = t for t ∈ [0,1],

f ′
1(t) = − 1∑∞

k=1 kpk(f1(t))k−1 for 0 < t < τζ and f ′
1(t) = 0 for τζ < t < T .

Using this it follows that for k ∈N,

ζ ′
k(t) = − kζk(t)∑∞

j=1 jζj (t)
= −rk

(
ζ (t)
)

for 0 < t < τζ and ζ ′
k(t) = 0 for τζ < t < T .

From this we see that (2.16) holds and we can write

ψ(t) =
∞∑

k=0

(k − 2)

∫ t

0
rk
(
ζ (s)
)
ds.

This gives (2.15) and verifies that ϕ ∈ ST (ζ ,ψ).



RARE EVENT ASYMPTOTICS FOR EXPLORATION PROCESSES FOR RANDOM GRAPHS 1175

Next we argue that (ζ ,ψ) ∈ CT . From Assumption 2.18, for t < τζ , as K → ∞,

∞∑
k=K

|k − 2|∣∣ζ ′
k(t)
∣∣≤ ∞∑

k=K

krk
(
ζ (t)
)≤
∑∞

k=K k2pk

r(ζ (t))
→ 0.

In particular, ψ is absolutely continuous and thus property (a) of CT holds. Also, for t < τζ ,

ψ ′(t) =
∞∑

k=1

(k − 2)rk
(
ζ (t)
)=
∑∞

k=1 k(k − 2)pk(f1(t))
k

r(ζ (t))
≤ f1(t)

∑∞
k=1 k(k − 2)pk

r(ζ (t))
≤ 0.

Therefore, �(ψ)(t) = 0 = ζ0(t) for t < τζ . For τζ ≤ t ≤ T , clearly �(ψ)(t) = 0 = ζ0(t). So
we have checked property (b) of CT . Property (c) of CT follows from the definition of ζk ,
k ∈N. Therefore, (ζ ,ψ) ∈ CT and part (1) follows.

(2) The fact that when p1 > 0 there is a unique ρ ∈ (0,1) such that G1(ρ) = ρ is proved
in [36]. Since fρ(t) ≤ 1, we see from Assumption 2.18 that r(ζ (·)) and ψ are well defined.
Let ϕk(s, y) = 1 for all k ∈ N0 and (s, y) ∈ [0, T ] × [0,1]. It suffices to show ϕ ∈ ST (ζ ,ψ)

and (ζ ,ψ) ∈ CT . First consider times t < τ . Using the definitions of r , G1 and τ , for t < τ

r
(
ζ (t)
)= μ − 2t − μ

√
1 − 2t/μG1(

√
1 − 2t/μ) +

∞∑
k=1

kpk(1 − 2t/μ)k/2

= μ − 2t > μρ2 ≥ 0.

From this one can verify that for t < τ ,

ζ ′
k(t) = − kζk(t)

μ − 2t
= −rk

(
ζ (t)
)
.

Using this we see that (2.16) holds for t < τ and hence as before (2.15) holds as well. To
show that (ζ ,ψ) ∈ Ct for t < τ , it suffices to show that ψ(t) is absolutely continuous and

ζ0(t) = ψ(t) for t ∈ [0, τ ). Note that for t < τ ,
∑∞

k=1 |k − 2||rk(ζ (t))| ≤
∑∞

k=1 k2pk

μ−2t
. So from

Assumption 2.18, ψ is absolutely continuous over [0, τ ]. Also, one can verify that for t < τ ,

ζ ′
0(t) = d

dt
r
(
ζ (t)
)− ∞∑

k=1

kζ ′
k(t) = −2 +

∞∑
k=1

krk
(
ζ (t)
)= ψ ′(t).

So ζ0(t) = ψ(t) for t < τ . Thus we have that ϕ ∈ St (ζ ,ψ) and (ζ ,ψ) ∈ Ct for each t < τ .
We now consider t ∈ [τ, τζ ]. Since ρ ∈ [0,1) and G1(ρ) = ρ, we have

0 = μ(G1(ρ) − ρ)

ρ − 1
= 1

ρ − 1

∞∑
k=1

kpk

(
ρk−1 − ρ

)= −p1 + ρ

∞∑
k=3

kpk

ρk−2 − 1

ρ − 1

= −p1 + ρ

∞∑
k=3

kpk

(
ρk−3 + ρk−4 + · · · + 1

)

≥ −p1 + ρ

∞∑
k=3

kpk(k − 2)ρk−3 ≥
∞∑

k=1

k(k − 2)pkρ
k−1

and therefore 0 ≥∑∞
k=1 k(k −2)pkρ

k =∑∞
k=1 k(k −2)ζk(τ ). Namely, the assumption in part

(1) is satisfied with p replaced by ζ (τ ). Thus the proof for the case t ∈ [τ, τζ ] is very similar
to that in part (1), with f1(t) replaced by fρ(t − τ) and pk replaced with ζk(τ ), and we would
like to omit the detail. This completes the proof of (2). �
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PROOF OF PROPOSITION 2.21. Suppose for i = 1,2, (ζ (i),ψ(i)) are two pairs such that
IT (ζ (i),ψ(i)) = 0. By the definition of IT (·), (ζ (i),ψ(i)) ∈ CT . From Remark 6.3 we see that
there exists some ϕ(i) ∈ ST (ζ (i),ψ(i)) whose cost equals IT (ζ (i),ψ(i)), namely

∞∑
k=0

∫
[0,T ]×[0,1]

�
(
ϕ

(i)
k (s, y)

)
ds dy = IT

(
ζ (i),ψ(i))= 0.

Since �(x) = 0 if and only if x = 1, we must have ϕ
(i)
k (s, y) = 1 for a.e. (s, y) ∈ [0, T ]×[0,1]

and k ∈N0. Using such ϕ(i) with (2.15) and (2.16), we see that

ζ
(i)
k (t) = pk −

∫ t

0
rk
(
ζ (i)(s)

)
ds, k ∈ N,(10.1)

ψ(i)(t) =
∞∑

k=0

(k − 2)

∫ t

0
rk
(
ζ (i)(s)

)
ds.(10.2)

Since ζ
(i)
0 = �(ψ(i)), for a.e. t , (ζ

(i)
0 )′(t) ≥ (ψ(i))′(t) =∑∞

k=0(k − 2)rk(ζ
(i)(t)), and by (2.7)

d

dt
r
(
ζ (i)(t)

)= (ζ (i)
0

)′
(t) +

∞∑
k=1

k
(
ζ

(i)
k

)′
(t) ≥

∞∑
k=0

(k − 2)rk
(
ζ (i)(t)

)− ∞∑
k=1

krk
(
ζ (i)(t)

)

= −2 · 1{r(ζ (i)(t))>0} ≥ −2.

Consider the strictly increasing function g(i)(t) defined by

(10.3) g(i)(0) = 0,
(
g(i))′(t) = r

(
ζ (i)(g(i)(t)

))
1{g(i)(t)<τ

ζ (i) } + 1{g(i)(t)≥τ
ζ (i) },

where τζ (i) is as in (2.17). Since d
dt

r(ζ (i)(t)) ∈ [−2,0] and 0 ≤ r(ζ (i)(·)) ≤ r(ζ (i)(0)) =∑∞
k=1 kpk < ∞, we see that r(ζ (i)(·)) is bounded and Lipschitz. Also r(ζ (i)(t)) > 0 for

t < τζ (i) . So we have existence and uniqueness of the strictly increasing function g(i)(t)

before it reaches τζ (i) . The existence, uniqueness and monotonicity of g(i)(t) after τζ (i) is
straightforward.

Define (ζ̃
(i)

(t), ψ̃(i)(t))
.= (ζ (i)(g(i)(t)),ψ(i)(g(i)(t))). From (10.1) and (10.2) it follows

that

ζ̃
(i)
k (t) = pk −

∫ t

0
kζ̃

(i)
k (s) ds, k ∈ N,

ψ̃(i)(t) =
∞∑

k=1

(k − 2)

∫ t

0
kζ̃

(i)
k (s) ds − 2

∫ t

0
ζ̃

(i)
0 (s) ds

=
∞∑

k=1

(k − 2)

∫ t

0
kζ̃

(i)
k (s) ds − 2

∫ t

0
�
(
ψ̃(i))(s) ds.

Clearly ζ̃
(1)
k = ζ̃

(2)
k for each k ∈ N. Also, since � is Lipschitz on path space, Gronwall’s

inequality implies ψ̃(1) = ψ̃(2), and hence ζ̃
(1)
0 = ζ̃

(2)
0 . Noting that (10.3) can be written as

g(i)(0) = 0,
(
g(i))′(t) = r

(
ζ̃

(i)
(t)
)
1{r(ζ̃ (i)

(t))>0} + 1{r(ζ̃ (i)
(t))=0},

we have g(1) = g(2). Since g(i) is strictly increasing, its inverse function is well defined and
we must have that (ζ (1),ψ(1)) = (ζ (2),ψ(2)). This completes the proof. �
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Erdős-Rényi graphs. Ann. Probab. 48 2404–2448. MR4152647 https://doi.org/10.1214/20-AOP1427

[3] BENDER, E. A. and CANFIELD, E. R. (1978). The asymptotic number of labeled graphs with given degree
sequences. J. Combin. Theory Ser. A 24 296–307. MR0505796 https://doi.org/10.1016/0097-3165(78)
90059-6

[4] BHATTACHARYA, B. B., GANGULY, S., LUBETZKY, E. and ZHAO, Y. (2017). Upper tails and indepen-
dence polynomials in random graphs. Adv. Math. 319 313–347. MR3695877 https://doi.org/10.1016/
j.aim.2017.08.003

[5] BILLINGSLEY, P. (1999). Convergence of Probability Measures, 2nd ed. Wiley Series in Probability
and Statistics: Probability and Statistics. Wiley, New York. MR1700749 https://doi.org/10.1002/
9780470316962

[6] BOLLOBÁS, B. (1980). A probabilistic proof of an asymptotic formula for the number of labelled reg-
ular graphs. European J. Combin. 1 311–316. MR0595929 https://doi.org/10.1016/S0195-6698(80)
80030-8

[7] BORDENAVE, C. and CAPUTO, P. (2015). Large deviations of empirical neighborhood distribution in sparse
random graphs. Probab. Theory Related Fields 163 149–222. MR3405616 https://doi.org/10.1007/
s00440-014-0590-8

[8] BORGS, C., CHAYES, J. T., LOVÁSZ, L., SÓS, V. T. and VESZTERGOMBI, K. (2008). Convergent se-
quences of dense graphs. I. Subgraph frequencies, metric properties and testing. Adv. Math. 219 1801–
1851. MR2455626 https://doi.org/10.1016/j.aim.2008.07.008

[9] BORGS, C., CHAYES, J. T., LOVÁSZ, L., SÓS, V. T. and VESZTERGOMBI, K. (2012). Convergent se-
quences of dense graphs II. Multiway cuts and statistical physics. Ann. of Math. (2) 176 151–219.
MR2925382 https://doi.org/10.4007/annals.2012.176.1.2

[10] BOUÉ, M. and DUPUIS, P. (1998). A variational representation for certain functionals of Brownian motion.
Ann. Probab. 26 1641–1659. MR1675051 https://doi.org/10.1214/aop/1022855876

[11] BUDHIRAJA, A., CHEN, J. and DUPUIS, P. (2013). Large deviations for stochastic partial differential
equations driven by a Poisson random measure. Stochastic Process. Appl. 123 523–560. MR3003362
https://doi.org/10.1016/j.spa.2012.09.010

[12] BUDHIRAJA, A. and DUPUIS, P. (2000). A variational representation for positive functionals of infinite
dimensional Brownian motion. Probab. Math. Statist. 20 39–61. MR1785237

[13] BUDHIRAJA, A. and DUPUIS, P. (2019). Analysis and Approximation of Rare Events: Representations and
Weak Convergence Methods. Probability Theory and Stochastic Modelling 94. Springer, New York.
MR3967100 https://doi.org/10.1007/978-1-4939-9579-0

[14] BUDHIRAJA, A., DUPUIS, P. and GANGULY, A. (2016). Moderate deviation principles for stochastic dif-
ferential equations with jumps. Ann. Probab. 44 1723–1775. MR3502593 https://doi.org/10.1214/
15-AOP1007

[15] BUDHIRAJA, A., DUPUIS, P. and MAROULAS, V. (2011). Variational representations for continuous time
processes. Ann. Inst. Henri Poincaré Probab. Stat. 47 725–747. MR2841073 https://doi.org/10.1214/
10-AIHP382

[16] BUDHIRAJA, A. and WU, R. (2017). Moderate deviation principles for weakly interacting particle systems.
Probab. Theory Related Fields 168 721–771. MR3663630 https://doi.org/10.1007/s00440-016-0723-3

[17] CHATTERJEE, S. (2016). An introduction to large deviations for random graphs. Bull. Amer. Math. Soc.
(N.S.) 53 617–642. MR3544262 https://doi.org/10.1090/bull/1539

[18] CHATTERJEE, S. (2017). Large Deviations for Random Graphs. Lecture Notes in Math. 2197. Springer,
Cham. MR3700183 https://doi.org/10.1007/978-3-319-65816-2

[19] CHATTERJEE, S. and DEMBO, A. (2016). Nonlinear large deviations. Adv. Math. 299 396–450. MR3519474
https://doi.org/10.1016/j.aim.2016.05.017

http://www.ams.org/mathscinet-getitem?mr=1434128
https://doi.org/10.1214/aop/1024404421
http://www.ams.org/mathscinet-getitem?mr=4152647
https://doi.org/10.1214/20-AOP1427
http://www.ams.org/mathscinet-getitem?mr=0505796
https://doi.org/10.1016/0097-3165(78)90059-6
http://www.ams.org/mathscinet-getitem?mr=3695877
https://doi.org/10.1016/j.aim.2017.08.003
http://www.ams.org/mathscinet-getitem?mr=1700749
https://doi.org/10.1002/9780470316962
http://www.ams.org/mathscinet-getitem?mr=0595929
https://doi.org/10.1016/S0195-6698(80)80030-8
http://www.ams.org/mathscinet-getitem?mr=3405616
https://doi.org/10.1007/s00440-014-0590-8
http://www.ams.org/mathscinet-getitem?mr=2455626
https://doi.org/10.1016/j.aim.2008.07.008
http://www.ams.org/mathscinet-getitem?mr=2925382
https://doi.org/10.4007/annals.2012.176.1.2
http://www.ams.org/mathscinet-getitem?mr=1675051
https://doi.org/10.1214/aop/1022855876
http://www.ams.org/mathscinet-getitem?mr=3003362
https://doi.org/10.1016/j.spa.2012.09.010
http://www.ams.org/mathscinet-getitem?mr=1785237
http://www.ams.org/mathscinet-getitem?mr=3967100
https://doi.org/10.1007/978-1-4939-9579-0
http://www.ams.org/mathscinet-getitem?mr=3502593
https://doi.org/10.1214/15-AOP1007
http://www.ams.org/mathscinet-getitem?mr=2841073
https://doi.org/10.1214/10-AIHP382
http://www.ams.org/mathscinet-getitem?mr=3663630
https://doi.org/10.1007/s00440-016-0723-3
http://www.ams.org/mathscinet-getitem?mr=3544262
https://doi.org/10.1090/bull/1539
http://www.ams.org/mathscinet-getitem?mr=3700183
https://doi.org/10.1007/978-3-319-65816-2
http://www.ams.org/mathscinet-getitem?mr=3519474
https://doi.org/10.1016/j.aim.2016.05.017
https://doi.org/10.1016/0097-3165(78)90059-6
https://doi.org/10.1016/j.aim.2017.08.003
https://doi.org/10.1002/9780470316962
https://doi.org/10.1016/S0195-6698(80)80030-8
https://doi.org/10.1007/s00440-014-0590-8
https://doi.org/10.1214/15-AOP1007
https://doi.org/10.1214/10-AIHP382


1178 BHAMIDI, BUDHIRAJA, DUPUIS AND WU

[20] CHATTERJEE, S. and VARADHAN, S. R. S. (2011). The large deviation principle for the Erdős-Rényi
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