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Abstract

We investigated the extents of automaticity in location and orientation encoding in visual
working memory (VWM) by manipulating their task relevance and assessing the amount of
resource recruited by their encoding. Across five experiments, participants were surprised with a
location report trial (Experiment 1A, 2A, and 3) or an orientation report trial (Experiment 2A and
2B) at a point when only the item’s color had been task relevant. This was followed by control
trials to assess the memory quality of color when location or orientation had become task
relevant. We found the surprise trial performance to be significantly worse than the first control
trial for both location and orientation, although to a greater extent for orientation for which there
was virtually no measurable information from the subjects’ reports. This was the case even when
encoding was the only incidental memory process before the control trials (Experiment 2A and
2B), and the surprise memory costs cannot be attributed to the unexpectedness inherent to the
surprise question (Experiment 3). The control trials revealed a consistent reduction of color
memory only in the orientation experiments. These results suggest that although location
encoding is more automatic than orientation, neither is encoded in a fully automatic manner. Our
results show that incidentally encoded location is only coarse-grained, constraining the spatial

precision of space-based indexing systems.

Keywords: visual working memory, automaticity, delayed estimation



10

11

12

13

14

15

16

17

18

19

20

21

22

23

Location Has a Privilege, but It Is Limited: Evidence from Probing Task Irrelevant Location

Visual working memory (VWM) provides a means to rapidly store readily accessible,
task relevant visual information. However, to understand the automaticity of information
encoding, it is essential to study the memory of visual information when it is task irrelevant. To
illustrate, the classic dual-mode model (Schneider & Shiffrin, 1977) postulates an automatic
process to be a sequence of subprocesses that would “(nearly) always become active in response
to a particular input configuration” (p. 2). This contrasts with controlled processes, where the
sequence of subprocesses is activated through intentions and thus requires control resources.
Accordingly, automatically encoded information should survive at least two tests: First, its task
relevance should have no bearing on how well it is encoded, as the sequence of subprocesses
underlying its encoding should always activate regardless of the task requirements, such that all
available information would be encoded incidentally. The second test is that encoding this
information should incur no evident cost to other cognitive operations (and vice versa), as an

automatic process will recruit no control resources (see also Moors & De Houwer, 2006).

An example of automaticity in memory encoding is demonstrated in the contextual
cueing effect (Chun & Jiang 1998), where spatial configuration is encoded even when it is not
explicitly task relevant. After consistent mappings between the location of a search target and a
specific embedding spatial configuration, search is sped up when the target is presented in the
associated configuration, even if no explicit memory of that configuration is formed (Chun &
Jiang, 1998). This finding suggests that spatial contexts can be implicitly acquired over repeated
exposure and are represented along with the target (Chun, 2000; Chun & Jiang, 1998). In VWM

paradigms, however, target locations and other attributes often vary unpredictably from trial to
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trial. Thus, for models organizing working memory representations on spatial reference frames
(e.g., Bays, 2014), location encoding must not only occur incidentally, but such incidental
encoding must also be flexible and rapid (on the scale of individual trials). Therefore, the
encoding of location regardless of its task relevance is a necessary assumption behind these
models, whereas resource-free location encoding would be a helpful support to their cases.
Similarly, rapid and incidental encoding of all other task irrelevant attributes of an attended item
would be necessary if VWM representations have to be object-based (e.g., Luck & Vogel, 1997).
In the following pages we will review past studies discussing the automaticity of the trial-by-trial
encoding of location and other features (e.g., color, shape, spatial frequency, orientation) with
the lens of the two tests of automaticity from the dual-mode framework (i.e., whether the
information is encoded when task irrelevant, and whether such encoding requires a substantial
amount of resource). For convenience, in the rest of the article, we will refer to features other

than location and the updating of location (i.e., movement) simply as “nonspatial” features.

The effect of task relevance on VWM representations has been studied with tests of
memory that are explicit (i.e., directly probing a task irrelevant feature) or implicit (i.e.,
measuring the effect of a task irrelevant feature through its influence on the ongoing task). In
studies using an explicit task, task relevance seems to have minimal effect on location memory
but strongly modulates the memory of nonspatial features. Participants who were not instructed
to remember location did not remember it any worse than those who knew location was task
relevant (Mandler et al., 1977; McCormack, 1982; Pezdek & Evans, 1979; Schulman, 1973;
Smith & Milner, 1989; Zechmeister et al., 1975), nor were participants any worse at reporting
location in a surprise trial compared to the next post-surprise trial (Chen & Wyble, 2015a, 2016,

2018). However, unexpectedly probing a task irrelevant nonspatial feature resulted in very low
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accuracy (Chen & Wyble, 2015a, 2015b, 2016, 2018; Eitam et al., 2013; Shin & Ma, 2016;
Wyble et al., 2019). Non-dichotomous manipulation of task relevance through test probability
showed similar results, as the probability of being tested modulates memory for shape and color
(Pilling & Gellatly, 2013; Van Lamsweerde & Beck, 2011) but not location (Van Lamsweerde &

Beck, 2011).

In contrast, studies using implicit tests of memory provided evidence that task irrelevant
features, be they spatial or nonspatial, can be remembered to some extent. For example, an
irrelevant feature of an item currently being maintained in VWM can attract attention and
influence a concurrent visual search task — and such evidence has been found for location
(Hollingworth & Bahle, 2020; De Vries et al., 2018; but see Sala & Courtney, 2009; Van
Moorselaar et al., 2014) as well as nonspatial features (Foerster & Schneider, 2018, 2020; Gao et
al., 2016; Hollingworth & Luck, 2009; Hollingworth et al., 2013a, 2013b; Soto & Humphreys,
2009; Thayer et al., 2021; but see Olivers et al., 2006; Sala & Courtney, 2009). A related line of
studies found that memory of the relevant feature can be impaired if a mismatch exists between
the study and the test display along an irrelevant feature dimension — both when the irrelevant
mismatch occurs spatially (Gu et al., 2020; Jiang et al., 2000; Rajsic & Wilson, 2014; Vidal et
al., 2005; but see Woodman et al., 2012) or along a nonspatial feature dimension (Ecker et al.,
2013; Gao et al., 2010; Hyun et al., 2009; Yin et al., 2012; Yin et al., 2011; but see Shin & Ma,
2017). In addition, some studies showed that irrelevant location information influences the
ongoing task more readily, consistent with superior memory for location in the explicit studies.
Directly comparing the amount of implicit influence from irrelevant location and irrelevant
nonspatial features, Logie et al. (2011) showed that the effect of irrelevant mismatching of

location, color, and shape all dissipated at longer study-test intervals, but the influence from
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location mismatch was the most persistent (see also Bocincova et al., 2017'). In addition, feature
misbinding errors were elevated when items incidentally shared the same location but not when

they incidentally shared the same color (Pertzov & Husain, 2014; Schneegans et al., 2021).

Turning now to resource recruitment as a means to assess automaticity, remembering an
additional feature in VWM has been shown to take up additional cognitive resources, no matter
whether the feature is spatial or nonspatial. Memory costs have been observed when the number
of to-be-encoded features increased, both in the case where the tested features were nonspatial
(Cowan et al., 2013; Fougnie et al., 2010; Hardman & Cowan, 2015; Oberauer & Eichenberger,
2013; Swan et al., 2016; but see Luck & Vogel, 1997; Shin & Ma, 2017; Vogel et al., 2001), or
spatial (Palmer et al., 2015). Furthermore, dual-task costs have been observed when participants
were maintaining memory of nonspatial features (Cowan & Morey, 2007; Ricker et al., 2010) or
spatial features (Oh & Kim, 2004; Woodman & Luck, 2004). Consistently, the amplitude of the
contralateral delay activity (CDA), which increases with working memory load (Vogel &
Machizawa, 2004), was found to increase to a similar extent when color or location was the
relevant feature (Hakim et al., 2019). Still, the CDA has been shown to correlate with the number
of to-be-remembered items but dissociate with the feature load (Quak et al., 2018), and thus the
CDA increase observed in Hakim et al. (2019) may reflect a feature-nonspecific recruitment of

resources modulated by the memory set size.

Summary and Current Study

' Boncincova et al. (2017) replicated this data pattern reported by Logiet et al. (2011) but the interpretations they
provided were quite different. Logie et al. (2011) posited that all features were initially bound in perceptual/ sensory
memory, but irrelevant features were gradually inhibited during the formation of VWM. However, Bocincova et al.
(2017) showed that the dissipation of the irrelevant change effect can be entirely accounted for by the gradual decay
of the sensory memory trace, as the irrelevant change effect was eliminated across all study-test intervals when the
sensory trace of the memory array was eliminated via masking.
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From these studies, we learn that spatial information is typically easy to report whether it
is task relevant or not, but the case for nonspatial information is more nuanced: When nonspatial
information is task irrelevant, there is poor accuracy in explicit memory tests, but implicit
measures suggest that at least some of this information is maintained. On the other hand, a
requirement to remember spatial or nonspatial information were both shown to recruit additional
resources, resulting in a cost to memory performance. Therefore, while both types of information
show automaticity in certain ways, location memory has more substantial, though not

unequivocal, evidence of being automatic.

It is also important to note that different sub-processes of memory, such as encoding,
maintenance and retrieval may differ in automaticity. If evidence for full automaticity were
present for both tests of automaticity described above (that memory was unaffected by task
relevance and did not recruit additional resources) then we could infer that all memory sub-
processes were fully automatic. However, a failure to observe full automaticity could be linked

to any of these sub-processes, requiring further study.

Thus, the purpose of the current study is twofold: (1) to test whether the incomplete
automaticity in location memory as suggested by the resource recruitment evidence can be
demonstrated as a task relevance memory effect if a highly sensitive continuous estimation test is
used, and (2) to specifically investigate the automaticity of the encoding process for both spatial
and nonspatial information by minimizing the influence of post-encoding processes. In addition
to referencing the two tests of automaticity from the dual-mode framework (Schneider &
Shiffrin, 1977), we also adopted a graded, nonbinary view of automaticity (Hasher & Zacks,
1979; Logan, 1985), such that the degree of which processes are gated by task relevance and the

amount of resource they recruit can vary along a continuum.
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With these in mind, we chose to use a surprise test paradigm coupled with a delayed
estimation task as in Swan et al. (2016). In their study, participants were instructed to remember
only the color of a stimulus and perform the color task for 25 trials, before being unexpectedly
probed to report an irrelevant feature, orientation, on the 26" trial. After the surprise trial, either
the always-relevant feature (color) and the additionally required, critical feature (orientation),
were tested randomly on each trial. This paradigm is instructive for the current purpose because
it encompasses the two tests of automaticity: The comparison between the surprise trial and the
first post-surprise trial for the critical feature tests whether task relevance affects the memory of
that feature, and the comparison of color reports in the pre-surprise and the post-surprise trials
tests whether the additional requirement to remember the critical feature induces a cost to the
memory of the always-relevant feature. This paradigm also allows us to change the encoding

status of features without modifying the complexity of the display.

In the current study, we assessed and compared the automaticity of the encoding of
location and orientation across five experiments. Except for Experiment 3, the always-relevant
feature was color. The critical feature was location in Experiment 1A and 2A, and it was
orientation in Experiment 1B and 2B. Location was always the tested feature in Experiment 3.
Experiment 1A and 1B showed that both orientation and location was reported less accurately on
the surprise trial compared to the first post-surprise trial, although this difference was larger for
orientation. In addition, color memory grew worse in the post-surprise trials in both Experiment
1A and 1B. The incomplete automaticity cannot be fully attributed to post-encoding processes
such as active inhibition of irrelevant features (Experiment 2A and 2B, see Logie et al., 2011) or

interference from the unexpectedness inherent to the surprise trial (Experiment 3, see Swan et al.,
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2017). Taken together, our results suggest that location encoding is more automatic than

orientation encoding, but neither are fully automatic.

Experiment 1A and 1B

Methods

The experiment scripts, data, and replication registration are available at

https://osf.i0/8k79z/. While the experimental design complied with the pre-registerded plan,
some deviations exist in the analysis methods. This includes the use of the two-component
mixture model (Zhang & Luck, 2008) instead of the target confusability competition model
(Schurgin et al., 2020) to fit the error data from the continuous estimation task, the additional use
of the replication Bayes Factors (Ly et al., 2019; Verhagen & Wagenmakers, 2014), and the
omission of permutation analyses in comparing single-trial accuracies. These analysis methods
will be detailed and justified below. Additional description of these deviations, alongside the
descriptions of the initial experiments which Experiment 1A and 1B replicate, can also be found
in the supplemental materials. Note also that Experiment 2A, 2B, and 3 are noft pre-registered nor

are they replication experiments.

The experiments were programmed in JavaScript with the PsychoJS library and hosted
with Pavlovia (Peirce et al., 2019). Analyses were aided with R v4.0.2 (R Core Team, 2020), the
MemToolbox (Suchow et al., 2013) and JASP v0.14 (JASP Team, 2020). The experiments were

approved by the institutional review board at the Pennsylvania State University.

Participants

Experiment 1A had a sample of 77 (M = 18.59 years, SD = 0.83 years) and experiment

1B had a sample of 80 (M = 18.93 years, SD = 1.71 years). These sample sizes were set to
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approximate the sample size of a separate set of initial experiments, the design of which
Experiment 1A and 1B each replicate (see supplemental materials). 100 participants were
recruited for experiment 1A, with 17 being excluded for poor performance in the response
training task and 6 excluded for poor performance in the main task; 135 participants were
recruited for experiment 1B with 47 excluded for the response-training task and 8 for the main
task (see Design for task descriptions and exclusion criteria). All participants were recruited from

the Penn State University subject pool in exchange for course credits.

Design

The major variables of interest were assessed in the main task, which consisted of a
surprise trial paradigm coupled with a delayed estimation task. To ensure that participants
understood how all features can be reported, the main task was preceded with a response-training
task in each of the experiments. Note also that the experiments were completed online, so that

stimuli sizes and distances are reported in pixels instead of visual angles.

Response-Training Task: Perceptual Matching. The response-training task was
identical in experiment 1A and 1B. It consisted of blocks of perceptual matching trials of color,
location, and orientation (10 trials each). On color trials, a uniformly colored circle (radius = 50
px) is presented on the left half of the screen. Another circle of the same size was placed on the
right half and was surrounded by a color wheel (radius = 125 px). The color of the right circle
varied with the cursor’s position relative to the color wheel with colors spanning through the
entire hue dimension in the HSV color space (with full saturation and lightness value).
Participants were to use their cursor to adjust the color of the right circle such that the colors of
the circles matched as well as could be achieved. The location and orientation matching trials

were similar. On location trials, a white circle (radius = 50 px) marks a position on a centered
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circular ring (radius = 300 px), and participants used their cursor to adjust the position of an “X”
(height = 40 px) on the same circular ring to match its position to the circle’s. On orientation
trials, a “pacman” in black (i.e., a circle with a wedge removed, radius = 50 px, sector angle =
20°) was presented on the left. Participants were to use their cursor to adjust the orientation of
another black pacman on the right so that the two pacmen have the same orientation. The feature
value of the match target for each feature would be randomly chosen from a pre-generated
sequence of values equally distributed on the circular scale. Unlimited time and chances were
provided until participants were satisfied with the match and pressed the spacebar to proceed.
The next trial would begin after 500ms. The trials were blocked by the feature type and block

order was randomized across participants.

Errors were calculated by subtracting the match target’s value from the reported value.
Participants with absolute errors larger than 10° in any of the last three trials requiring perceptual
matching of the critical feature (i.e., location for participants in experiment 1A and orientation
for participants in experiment 1B) were excluded from further analyses. This strict criterion
follows the decision by Swan et al. (2016) and aims to minimize the opportunity that participants
could not report the critical feature on the surprise trial in the subsequent delayed estimation task

because they were unable to use the reporting method for any reason.

Main Task: Delayed Estimation. The delayed estimation task was labelled as
“Experiment 2” to help participants establish that they should not carry expectations forward
about the requirement to report orientation or location into the main task. The trial sequence is
depicted in Figure 1A. The critical feature in the main task was location for experiment 1A and
orientation for experiment 1B but the task was otherwise identical. Each trial started with a white

fixation cross (height = 20 px) at the screen center for 300ms, before the to-be-remembered item
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was presented for 150ms. The item varied randomly and uniformly in color, location, and
orientation: It had a pacman-like shape, with a radius of 50 px and a sector spanning 20°. While
the sector remained uncolored, the remaining portion had a random color from the color wheel.
The orientation of the sector would vary randomly from 1 to 360°. In addition, it sat on a random
location on a centered circular outline (radius = 300 px). The memory item was then masked for
100ms. After a 1000-ms blank delay interval, the fixation and the outline circle reappeared, and

participants reported the memorized value of the probed feature attribute.

Participants were instructed to only remember the item’s color and they would first
complete 25 color pre-surprise trials. On the 26™ trial (the surprise trial), the critical feature was
unexpectedly probed using the same procedure as in the response-training trials that they had
previously completed, except that they were now responding based on memory. Then, for the
27th to the 50th trial (i.e., the post-surprise trials), color or the critical feature was randomly
probed with equal chance. The test screen that appeared after the 1000-ms blank delay varied
according to the probed feature. On color probe trials, a circle (radius = 50 px) would be
presented at the screen center surrounded by a color wheel (radius = 125 px). The circle’s color
was adjustable with the cursor’s position. On location trials (only present in experiment 1A), a
black “X” (height = 40 px) was presented on the outline circle, and the location of the “X” was
adjustable with the cursor. On orientation trials (only present in experiment 1B), a black pacman
with cursor-adjustable orientation was presented at the screen center. Participants were asked to
adjust the probed feature to match the remembered feature as well as possible. A feedback screen
with both the correct value and the reported value would then be presented until participants
pressed the spacebar again. The next trial would begin 500ms afterwards. On the surprise trial, a

text string was presented 160 px below the screen center concurrent to the test display onset and
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read “This is a surprise test. What was the [critical feature] of the stimulus?”, with the text for the

critical feature being “location” in experiment 1A and “orientation” in experiment 1B.

Similar to the perceptual matching task, errors were calculated by subtracting the
memory item’s value from the reported value. The data from each experiment was grouped by
the tested feature attribute (color or critical feature) and the trial type (pre-surprise, surprise, or

post-surprise).
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Figure 1. Trial Sequence of the delayed estimation task in different experiments. In Experiment 1A and 1B, location
or orientation was unexpectedly probed when color was considered the only relevant feature. Experiment 2A and 2B
followed this task structure, but the to-be-probed feature was always validly cued immediately after encoding.
Experiment 3 always probed location, but the response method unexpectedly changed on the surprise trial.
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Analyses

Model Fitting. For the main task, in addition to analyses using the mean absolute errors,
maximum likelihood estimates (MLE) were obtained by fitting the error values to the two-
component mixture model, which assumes a uniform distribution reflecting the probability of
guessing (Pu) and a von Mises distribution reflecting the probability that the target was indeed
memorized, and its concentration parameter (s) reflects memory precision (Zhang & Luck,
2008)%. For multi-trial data, i.e., data from pre-surprise trials and post-surprise trials, models
were fitted per participant per condition. For single-trial data, i.e., data from the surprise trial and
the first post-surprise trial, models were fitted per condition after collapsing across participants>*.
For each pair of fitted parameters, we used functions from the MemToolbox (Suchow et al.,
2013) to obtain Markov Chain Monte Carlo samples from the posterior distribution of s and Py
respectively. The posterior samples are then used to form a 95% credible interval for each

estimate.

2 In the Results section, these parameters are interpreted according to the assumption of the model proposed by
Zhang & Luck (2008). We note that the two-component assumption may not be shared by all researchers. For
example, Schurgin et al. (2020) recently proposed a single-component model (the target confusability competition
model) and suggested that the presence of guessing need not be assumed. When feature values on the report wheel
are scaled with respect to their perceived similarity with the target (instead of their absolute similarity), one free
parameter, the sensitivity index d’ suffices. Data analyses with the target confusability competition model, where
applicable, are available in the supplemental materials.

3 The data points in each condition were also fitted in the same manner to single-component models that either only
allows s to vary or only allows Py to vary. With the Akaike Information Criterion, we found the two-component
model to be the best-fit model in 13 out of the 18 total conditions throughout the paper, with an average advantage
of 18.29 units over the s-only model and 139.45 units over the Py only model. In the remaining 5 conditions, the s-
only model has the best fit, but only with a small advantage over the two-component model (average advantage 1.26
units). In other words, the two-component model is either the best-fit model or has a comparable fit as the best-fit
model, and thus, we reported parameters fitted with the two-component model throughout the paper. See
supplemental materials for details of this model comparison process.

4 The number of observations to generate model estimates for each single-trial condition is equal to the sample size.
We ran simulation analyses to show that the sample sizes in the experiments render adequate numbers of
observations to provide reliable model estimates. See supplemental materials for details.
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In addition to the exclusion criteria based on the performance in the response-training
task, participants were excluded if their performance in the delayed estimation task was poor for
color or the critical feature in the pre-surprise or post-surprise trials (mean Py exceeding 0.4 or

mean s exceeding 50°, following the criteria used by Swan et al., 2016).

Bayesian Analyses. As Experiment 1A and 1B are replication experiments with the same
design as a separate set of initial experiments (see supplemental materials), we report the
replication Bayes factor, which denotes the amount of evidence for or against the presence of an
effect from the replication study when the prior distributions have been updated with the initial
results (Verhagen & Wagenmakers, 2014). While direct alterations of the prior distribution can
be performed, the replication Bayes factor is also simply the quotient when the combined Bayes
factor (i.e., the Bayes factor computed from data from the initial and replication experiments

combined) is divided by the initial Bayes factor, or:
BF(drepldini) = BF(dini'drep) / BF(dim’)

where d;y; and d,, refer to the data from the initial study and the replication study respectively
(Ly et al., 2019, see also Harms, 2019). For comparisons between two samples, Bayes factor
denoting the amount of evidence in favor of the alternative hypothesis, BFo is reported. For
factorial analyses, we report BFi, which denotes the amount of evidence for including the effect
of interest in the model. The initial BFs and combined BFs can be found in the supplemental

materials.

Critical Feature Memory. Memory of the critical feature on the surprise trial (SUR) was
compared with the first post-surprise trial (FPS) to assess the effect of task relevance, with the

mean absolute error compared by a paired Bayesian t-test and the model parameters compared
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through differences in their MLEs and overlaps between their 95% CIs. SUR and FPS yielding
comparable performances would indicate that the encoding process is fully automatic, whereas
finding memory on SUR being worse than FPS would indicate that one or more of the memory
subprocesses have incomplete automaticity. In that case, further experiments would be needed to
find out whether this memory cost is at least partly attributable to an encoding process that is not
fully automatic. As we do not have the theoretical grounds to predict SUR to be better than FPS,
all tests comparing FPS and SUR are one-tailed (H1: memory in FPS is better than memory in
SUR). To account for the possibility that the SUR-FPS difference is exaggerated by participants
deploying additional cognitive efforts on the first compared to subsequent post-surprise trials,
comparison procedures for SUR and FPS were repeated to compare SUR with a random post-
surprise trial (RPS) for experiments where a SUR to post-surprise improvement is predicted.

Details of this analysis can be found in the supplemental materials.

To investigate any qualitative difference between SUR and FPS, we also compared the
amount of categorical bias (Bae et al., 2015; Ester et al., 2020; Pratte et al., 2017) in these two
trials. To this end, we computed the distance between the reported location or orientation value
to its nearest canonical value (0°, 90°, 180°, or 270°) and used a two-tailed paired Bayesian t-
test to determine whether this distance is different between conditions (a smaller distance from
the nearest canonical value us taken as evidence for a stronger categorical bias). In addition, the
empirical cumulative distribution function from the SUR error distribution was compared with a
theoretical cumulative distribution function of a uniform distribution ranging from -180 to 180
with the Kolmogorov-Smirnov test to assess whether SUR memory is distinguishable from a

noninformative, uniform distribution.
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Color Memory. Color memory in the pre-surprise (Pre) and post-surprise trials (Post)
were compared to assess whether the additional requirement to encode the critical feature
recruited additional cognitive resources, resulting in a tradeoff against color memory. The logic
is similar to the SUR-FPS comparison: Pre being indistinguishable from Post would indicate that
the encoding for the critical feature is fully automatic, whereas Pre being worse than post would
indicate that one or more of the memory subprocesses are not fully automatic, requiring further
experimentations to narrow down the process(es) that contributed. The mean absolute error,
MLE of's, and MLE of Py from Pre and Post will be compared by paired Bayesian t-tests. Again,
one-tailed tests were performed as we do not expect Post to be better than Pre in any scenarios

(Hi: memory in Post is worse than memory in Pre).

Results

Effects of Task Relevance

Data from experiment 1A shows that location memory improved significantly from SUR
to FPS (Figure 2A). The mean absolute error in SUR was 34.29° (SE = 0.53°), which decreased
to 10.03° in FPS (SE = 0.75°), BF190 = 1.61E+04. The MLE of both parameters from the two-
component mixture model reflected an improvement from SUR to FPS. The precision parameter
s decreased from 20.00° (95% CI [15.37, 26.06]) to 11.81° (95% CI[10.01, 14.70]), suggesting
an improvement in memory precision. The probability of guessing, Pu, also decreased from 0.24
(95% CI[0.13, 0.37]) to 0.02 (95% CI [0.00, 0.08]). The Kolmogorov-Smirnov test shows that
location memory in SUR was significantly different from a uniform distribution, D = 0.31, p <
.001. The evidence is ambiguous as of whether the amount of categorical bias changed between
SUR and FPS, distance from the nearest canonical value in SUR: 34.75° (SE = 1.78°), in FPS:

34.09° (SE = 1.86°), BF10=0.75.
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Experiment 1B shows that orientation memory also improved significantly from SUR to
FPS (Figure 2B). The mean absolute error decreased from 80.35° (SE = 5.81°) to 28.79° (SE =
3.94°), BF10 = 1.45E+07. Model estimates reflect an improvement in memory precision, where s
decreased from 69.27° (95% CI [65.28, 1094.79]) to 19.79° (95% CI [16.00, 27.30]), as well as
an increased probability of memory being present, as Py decreased from 0.73 (95% CI [0.01,
0.97]) to 0.20 (95% CI [0.10, 0.32]). However, the wide confidence intervals in parameter
estimates for SUR suggest that the two-component mixture model does not describe the data in
the surprise trial well. In fact, the Kolmogorov-Smirnov test shows that SUR was
indistinguishable from pure guessing, D = 0.09, p = .585, This is also evident from visually
inspecting Figure 2B. Again, the evidence is ambiguous on whether the amount of categorical
bias changed between SUR and FPS, distance from the nearest canonical value in SUR: 28.20°

(SE = 1.53°), in FPS: 28.01° (SE = 1.52°), BFo = 0.44.

Furthermore, the improvement in memory from SUR to FPS was greater for orientation
(Experiment 1B) than location (Experiment 1A), as a mixed Bayesian ANOVA suggests that the
interaction effect between critical feature (between-subject: location or orientation) and trial type
(within-subject: SUR or FPS) should be included in the model, BFin1 = 42.30. See Figure 3

(solid lines).

Effect of Resource Recruitment

In experiment 1A, color memory got worse from the Pre trials to the Post trials, providing
additional evidence that location memory encoding is not fully automatic (Figure 4A). The mean
absolute error for color increased from 13.59° (SE = 0.53°) to 15.87° (SE = 0.75°), BF19 = 99.05.

While s showed a numerical increase from 14.96° (SE = 0.49°) to 16.34° (SE = 0.65°), the
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evidence was not strongly in favor or opposed to the presence of a decrease in memory precision,
BF1o = 0.82. Still, Py showed a very small but evident increase from 0.035 (SE = 0.009) to 0.049
(SE =0.005), BF1o = 8.13, such that the probability of memory absent was slightly elevated

despite being very low in both cases.

Experiment 1B shows that color memory was also worse in Post trials compared to Pre
trials (Figure 4B), which is consistent with the earlier observation of the absence of automaticity
in orientation memory. The mean absolute error for color increased from 12.71° (SE = 0.61°) to
16.10° (SE =0.75°), BF19 = 2271.45. The parameter s also increased from 13.69° (SE = 0.40°) to
16.01° (SE = 0.66°), BF1o = 84.80, reflecting a decrease in memory precision. Py also increased

slightly and less evidently, from 0.036 (SE = 0.007) to 0.057 (SE = 0.010), BFjo = 2.35.

To compare Experiment 1A and 1B, we performed a mixed Bayesian ANOVA with
critical feature (between-subject: location or orientation) and trial type (within-subject: Pre or
Post) using each measurement (mean absolute error, s and Py). The BFjy for the interaction term
between critical feature and trial type is taken as evidence to support that shifting memory of
location and orientation from incidental to intentional caused different degrees of tradeoff with

color memory. However, the evidence is mostly inconclusive (mean absolute error: BFin = 1.05,

S: BFinct = 1.05, Pu: BFina = 0.53).

Discussion

Data from Experiment 1A and 1B shows that neither location nor orientation memory
could be remembered in a fully automatic manner, although location memory showed a higher
degree of automaticity. Unknown is which memory subprocess(es) contributed to this lack of full

automaticity. To illustrate, the observed task relevance effect could have been because less
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information about the critical feature was encoded when it was deemed task irrelevant (i.e.,
incomplete automaticity in the encoding process), but it could also have been because of active
inhibition of the critical feature due to its task irrelevance (Logie et al., 2011), or exclusion from
active maintenance in the focus of attention.(Cowan, 2001; Oberauer, 2013) when it was task
irrelevant (i.e., incomplete automaticity in post-encoding processes). Of course, it could have
been that both encoding and post-encoding processes contributed to this effect. Similarly, the
resource recruitment cost might have been contributed by one or more of these processes, and
they do not have to match those contributing to the task relevance effect. Moreover, the

automaticity of these memory subprocesses may differ for location and orientation.

To isolate the automaticity of encoding to post-encoding processes, in Experiment 2A
and 2B, the to-be-tested feature was indicated by an always-valid retro-cue (Park et al., 2017;
Souza & Oberauer, 2016) presented immediately after the memory display. Therefore, on the
surprise trial, the cue would make the critical feature task relevant immediately after the memory
display rather than after the retention interval. Replicating the task relevance effect from the
SUR-FPS comparison in Experiments 1 would strongly suggest that the effect was not caused by
effortful post-encoding processes such as active inhibition or the lack of active maintenance of
task irrelevant information. Also, on color trials, the cue would indicate color as the relevant
feature immediately after the memory display, eliminating any motivation to maintain the critical
feature further, making the encoding of the critical feature the only added requirement post-
surprise. Therefore, observing a resource recruitment cost from the color Pre-Post comparison

would strongly indicate that the encoding process of the critical feature was not fully automatic.
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Figure 2. The effect of task relevance on location encoding and
orientation encoding across experiments. Location memory demonstrated
a superior (to orientation), but incomplete degree of automaticity (A and
B). Their incomplete automaticity can be attributable to the encoding
process (C and D), but not interference from the unexpectedness of the
surprise trial (E). MAE stands for mean absolute errors. s and PU are MLE
of the two-component mixture model. Shaded areas are 95% credible
intervals.
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Figure 3. The differential effect of task relevance on location and orientation encoding across experiments in terms
of absolute error (location data from Experiment 1A, 2A and 3 in red, and orientation data from Experiment 1B and
2B in blue). SUR stands for surprise and FPS stands for first post-surprise. Error bars are mean standard errors.
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Figure 4. Change in color memory when location or orientation was the critical feature across experiments. While the additional requirement to remember
location and orientation both led to a tradeoff in color memory (A and B), this cost became less evident when only the encoding of location was additionally
required (C). In contrast, the cost to color remained when only the encoding of orientation was additionally required (D). MAE stands for mean absolute errors. s
and PU are MLE of the two-component mixture model. Shaded areas are 95% credible intervals.
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Experiment 2A and 2B
Methods

Unless specified below, the methods for Experiment 2A and 2B were identical to those
for Experiment 1A and 1B. Experiment 2A had a sample of 78 (M = 18.66 years, SD = 1.01
years) and 2B had a sample of 72 (M = 18.56 years, SD = 0.82 years). The sample sizes were set
to approximate the sample sizes used in Experiment 1A and 1B. 129 participants were recruited
for Experiment 2A, with 11 excluded for the response training task and 6 excluded for the main
task. An additional 34 participants were excluded for not noticing the change in the retro-cue
(see below for details). 170 participants were recruited for Experiment 2B, with 42 excluded for
the response training task, 12 for the main task, and 44 for the retro-cue. None of the recruited

participants participated in other experiments in this paper.

In the main task, participants were instructed that the relevant feature on each trial would
be indicated by an always-valid word cue. This retro-cue (duration = 500ms) appeared
immediately after the memory display and always validly indicated the to-be-probed feature. The
structure of the surprise task paradigm was otherwise retained such that the critical feature was
first cued and probed only in the 26™ trial (see Figure 1B). To filter out participants who did not
pay attention to the retro-cue, we included an end-of-experiment survey in which participants
responded whether they noticed that the word cue switched from “COLOR” to “LOCATION”
(Experiment 2A) or “ORIENTATION” (Experiment 2B). Participants who reported not noticing

the word cue change were then excluded from further analyses.

As Experiment 2A and 2B were not replication experiments, the Bayes factors, where

applicable, were computed with the default prior settings in JASP. Additional analyses were
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carried out to compare the effects from these experiments to those in Experiment 1A and 1B

respectively.

Results

Effects of Task Relevance

Despite the cue indicating the to-be-reported feature being presented immediately after
the stimulus, data from experiment 2A showed once again that location memory improved
significantly from SUR to FPS (Figure 2C). The mean absolute error in SUR was 45.97° (SE =
5.36°), which decreased to 9.30° in FPS (SE = 1.54°), BF19 = 7.33E+06. To compare these
results with experiment 1A, we performed a mixed Bayesian ANOVA with experiment
(between-subject: 1A or 2A) and trial type (within-subject: SUR or FPS) and found the BFi,. for
the interaction term to be 0.73, indicating no strong evidence on whether the memory
improvement was different between Experiment 1A and 2A. Consistent with the decrease in
mean absolute error, the precision parameter s decreased from 22.01° (95% CI [13.46, 39.81]) to
8.39° (95% CI[7.03, 10.47]). The probability of guessing, Pu, also decreased from 0.44 (95% CI
[0.24, 0.60]) to 0.06 (95% CI[0.02, 0.14]). The Kolmogorov-Smirnov test shows that location
memory in SUR was significantly different from a uniform distribution, D = 0.24, p <.001. The
evidence suggests that the amount of categorical bias was similar between trials, as the distance
from the nearest canonical value in SUR (26.76°, SE = 2.34°) was numerically but not

significantly smaller than that in FPS (31.70°, SE = 2.11°), BF1o = 0.332.

Experiment 2B shows that orientation memory also improved significantly from SUR to
FPS (Figure 2D). The mean absolute error decreased from 79.61° (SE = 5.84°) to 25.18° (SE =

3.69°), BF10 = 2.01E+09. Similarly, we compared this memory improvement with that in
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Experiment 1B using a mixed Bayesian ANOVA which suggested that the amount of
improvement was indeed similar across experiments (BFin.s = 0.17 for the interaction term).
Parameter s decreased from 114.57° (95% CI [10.51, 95.94]) to 15.88° (95% CI[12.42, 23.19]).
The probability of guessing Py, however, increased from 1.18E-13 (95% CI [0.34, 1.00]) to 0.21
(95% CI [0.10, 0.35]). For both parameters, the CI for SUR was wide such that it overlaps with
the MLE for FPS, although the Kolmogorov-Smirnov test shows that SUR was again
indistinguishable from pure guessing, D = 0.12, p = .197. Evidence again suggests that
categorical bias did not differ between trials, distance from the nearest canonical value in SUR:

23.38° (SE = 1.7°), in FPS: 26.01° (SE = 1.81°), BFj = 0.183.

Comparing Experiment 2A and 2B, the improvement in memory from SUR to FPS was
numerically greater for orientation than location, although a mixed Bayesian ANOVA did not
provide strong evidence for or against including the interaction effect between critical feature

and trial type to be included in the model, BFinc1 = 1.39. See Figure 3 (dotted lines).

Effect of Resource Recruitment

In Experiment 2A, evidence shows that color memory did not grow worse from Pre to
Post (Figure 4C). The mean absolute error in Pre was 13.96° (SE = 0.53°) and that in Post was
14.65° (SE = 0.68°), BF19 = 0.15. The estimated precision in Pre was 15.24° (SE = 0.44°) and
that in Post was 15.00° (SE = 0.71°), BF1o = 0.21. Py in Pre was 0.038 (SE = 0.009) and that in
Post was 0.044 (SE = 0.007), BF1o = 0.31. However, the numerical values were very similar to
those in Experiment 1A, and mixed Bayesian ANOV As show that the BFixc for the interaction
effects between experiment (between-subject: 1A or 2A) and trial type (within-subject: Pre or

Post) are in general in favor of the Pre-Post cost being similar between experiments (mean



443

444

445

446

447

448

449

450

451

452

453

454

455

456

457

458

459

460

461

462

463

464

28

absolute error: BFin = 0.54, s: BFina = 0.32, Pu: BFina = 0.20). We reason that this discrepancy
might be because of the fact that replication BFs were used for Experiments 1 but default prior
BFs were used for Experiments 2. As the numerical resource recruitment cost from location
encoding is quite small, the data might only be detectable as positive evidence in the case of
Experiment 1A where the prior distribution was adjusted to be the posterior distribution from an
initial experiment that found a similarly small effect size. We do not think it appropriate to apply
replication BFs to analyze the data from Experiments 2 because their designs are different from
the previous experiments, such that further research is required to figure out whether location

encoding induces a cost or not.

On the other hand, generally positive evidence was found for a memory cost to color in
the Pre-Post comparison in Experiment 2B (Figure 4D). The mean absolute error for color
increased from 13.63° (SE = 0.55°) to 16.89° (SE = 0.89°), BF10 = 28.73. The evidence is rather
ambiguous on whether parameter s and Py changed: s in Pre was 15.32° (SE =0.51°) and in Post
it was 16.32° (SE = 0.65°), BF19o = 0.47; Py in Pre was 0.033 (SE = 0.010) and in Post it was
0.052 (SE =0.007), BF19 = 0.85. Comparing these effects with those in Experiment 1B with a
mixed Bayesian ANOVA, we again found evidence generally in favor of the Pre-Post cost being
similar across experiments based on the BFiy¢ of the interaction term (mean absolute error: BFjn

=0.18, s: BFina = 0.38, Pu: BFina =0.19).

To compare Experiment 2A and 2B, a mixed Bayesian ANOVA with critical feature
(between-subject: location or orientation) and trial type (within-subject: Pre or Post) was
performed for each measurement (mean absolute error, s and Py). Using s and Py, the BFin of

the interaction term suggests that the memory cost to color was comparable in Experiment 2A
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and 2B (s: BFina = 0.23, Pu: BFine = 0.22). The evidence was less clear when mean absolute

error was used, BFinc1 = 1.31.

Discussion

With the retro-cue, the critical feature was cued for report immediately after the stimulus
disappeared. Therefore, we were able to obtain memory reports of the critical feature on the
surprise trial that reflect how the feature was initially encoded with minimal influence from post-
encoding processes such as inhibition and maintenance that can selectively damage the memory
of features that are thought to be less relevant. That Experiment 2A and 2B still found significant
task relevance effects suggest that the effect of task relevance was at least partly contributed by
differences in encoding: Evidence suggests that the relevance effect was comparable between the
two orientation experiments (1B and 2B), indicating that orientation encoding was the primary
factor in causing the task relevance effect in Experiment 1B as well. Still, the between-
experiment comparison for the location experiments (1A and 2A) did not find conclusive
evidence in either direction. Further studies would be required to investigate whether post-
encoding processes indeed also influence location memory when it is task relevant versus

irrelevant.

The retro-cue also allows us to specifically measure the cost of additionally encoding the
critical feature, as the maintenance load was the same between the Pre and Post color trials.
Experiment 2A suggests that encoding location was not costly, while Experiment 2B suggests
that encoding orientation was costly. However, evidence also suggests that the cost observed in
each of these experiments was not different from that observed from the corresponding

Experiment 1. In other words, the evidence is generally in favor of orientation encoding
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requiring additional resources, but further studies would be required to investigate whether

location encoding is cost-free or not.

A remaining possibility is that participants encoded a highly accurate representation of
the critical feature throughout the experiment, but on the surprise trial, its memory was disrupted
by the inherent surprising elements of the surprise trial, namely, the first presentation of a new
word cue and a new response screen (although the response screen was previously used in the
training task). This could explain the task relevance effects in the previous experiments if it was
assumed that these surprising elements led to a significant disruption to the memory

representations in the surprise trial.

Experiment 3 was carried out to control for the potential memory loss induced by this
surprising event. In Experiment 3, location was always the task relevant feature, but the response
method was indicated by a retro-cue. Participants were cued to use one response method for the
first 25 trials and then were surprised with a new word cue and a new response method on the
26th trial. If the surprising appearance of the cue and the response method per se can account for
the task relevance effect, the SUR-FPS comparison should yield a comparable memory cost to
Experiment 2A. On the other hand, if the surprise trial in Experiment 3 shows little-to-no
memory reduction, it would support our postulation that the task relevance costs in the previous

experiments reflect a lack of full automaticity in the feature encoding process.

Experiment 3

Methods

Unless otherwise specified, Experiment 3 used the same methods as Experiment 2A. The

sample size for Experiment 3 was 82 (M = 18.76 years, SD = 0.94 years). The sample size was
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again set to approximate the one used in the previous experiments. 121 participants were
recruited, with 3 excluded for the response training task, 11 excluded for the main task, and 25

excluded for the retro-cue.

In this experiment, location was always the probed feature, but participants were
sometimes required to report it with the “wait” method, sometimes with the “drag” method (the
drag method is identical to the one used in Experiment 1A and 1B for location report). The
response screen of the wait method has the same basic components as that of the drag method,
i.e., the black X and the outline circle. Instead of having its position being controlled by the
cursor position (“dragged”), the black X will move spontaneously along the outline circle,
starting from a random location at a speed of 0.3° per frame anticlockwise. The X would stop at
its current position when a mouse click was detected. As in the drag method, they were given

unlimited time and chances to respond.

Participants first completed two blocks of 10 perceptual matching trials, using one of the
two response methods in each block (block order was randomized). Then, in the main task
(Figure 1C), participants responded with the wait method for the first 25 before responding with
the drag method in the 26' trial. This was followed by 24 control trials where the wait and drag
method was cued and used with equal chance. The retro-cue would indicate the response method
on that trial. The end-of-experiment survey queried whether participants noticed that the retro-
cue switched from “WAIT” to “DRAG”, and participants who reported not noticing this switch

were excluded from further analyses.

SUR-FPS comparison was done on the surprise and the first post-surprise drag trial to

assess the amount of memory loss due to an unexpected change in the retro word cue and the
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response method. The Pre-Post comparison was omitted. Additional analyses were carried out to

compare the effects from this Experiment to that from Experiment 2A.

Results

Experiment 3 shows only limited evidence that location reports with the drag method
improved from SUR to FPS (Figure 2E). The mean absolute error numerically decreased from
8.01° in SUR (SE =1.7°) to 5.47° in FPS (SE = 0.52°), but it is ambiguous whether there was an
evident decrease in the error or not (BFi9=0.65). The model estimate s suggests that the
precision essentially stayed the same, with s being 6.87° in SUR (95% CI [5.60, 9.11]) and 7.19°
in FPS (95% CI [6.13, 8.31]). Pudecreased from 0.047 in SUR (95% CI [0.013, 0.133]) to
3.62E-14 in FPS (95% CI [2.98E-14, 0.0604]), although the SUR estimate is still within the CI
for the FPS estimate and the CI is reasonably narrow. The Kolmogorov-Smirnov test also shows
that SUR was distinct from a uniform distribution, D = 0.43, p <.001. Analyses further found
evidence against a change in categorical bias between trials, distance from the nearest canonical

value in SUR: 32.25° (SE = 2.34°), in FPS: 30.87° (SE = 1.43°), BF1o = 0.141.

The extent of the surprise memory loss was compared with that in Experiment 2A with a
mixed Bayesian ANOVA. Importantly, the interaction term between experiment (between-
subject: 2A or 3) and trial type (within-subject: SUR or FPS) was strongly suggested to be
included in the model (BFin = 1.22E+07), see also Figure 3 (dashed line). The surprise memory

loss in Experiment 3, if any, was significantly smaller than that in Experiment 2A.

Discussion

In Experiment 3 where subjects expected to remember location in the pre-surprise trials,

there was barely any difference in the SUR-FPS comparison even though they were given an
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abrupt change in the word cue and response method on the surprise trial. The data therefore
suggests that the task relevance effects observed in Experiments 1 and 2 should not be primarily
attributed to the disruptions from surprising elements inherent to the surprise trial. A more likely
explanation for the task relevance effect is that the encoding process was not as effective when
the feature was considered task irrelevant. In other words, this suggests that the encoding of

location and orientation were both not fully automatic.

General Discussion

We assessed the automaticity of location and orientation memory in VWM across five
experiments. Experiment 1A and 1B show that location and orientation both exhibited reduced
accuracy when probed on a surprise trial, and the additional requirement to remember each of
these features recruited a significant amount of cognitive resource as measured in the comparison
between color reports in pre-surprise and post-surprise trials. Consistent with previous literature,
location demonstrated a higher degree of automaticity than orientation by showing a smaller
surprise memory cost and recruiting a smaller amount of resource. However, location encoding
was evidently not completely automatic. To study whether the incomplete automaticity in these
features can be attributed to incomplete automaticity in their encoding (instead of post-encoding
processes such as active inhibition and selective maintenance), Experiment 2A and 2B
introduced always-valid feature retro-cues the made the critical feature immediately task relevant
after the offset of the memory displays. Again, both location and orientation suffered a surprise
memory cost, but that of location was numerically although not evidently smaller. On the other
hand, while orientation was again found to be cognitively costly, the resource recruitment effect
was not found for location. Experiment 3 tested the alternative explanation that the poor surprise

trial memory was due to disruptions from the surprising elements in that trial. In contrast to
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Experiments 1 and 2, now there is no evidence that memory was worse on the surprise trial than
the first post-surprise trial, suggesting that the task irrelevance effects observed were unlikely to

be due to surprise-related disruptions.

In summary, although location encoding demonstrated greater automaticity to orientation
encoding, neither of these encoding processes was fully automatic. We note here that the
incomplete automaticity can be attributed to incomplete automaticity in the perceptual encoding
process, which is thought to be a fast process that builds a rather short-lived perceptual
representation (Potter, 1976, 1993), or the working memory encoding process, which is thought
to be relatively slower but can result in a durable, readily accessible representation (Ricker &

Hardman, 2017) or both. Further studies would be required to differentiate these possibilities.

Automaticity in Location Encoding

Evidence from Experiment 1A, 2A, and 3 together support the notion that location is not
fully automatically encoded into VWM. It was also consistently shown that some, but not all
location information was incidentally encoded, as location report on the surprise trial was still
distinctly clustered around the true value despite being worse than that on the first post-surprise
trial. This pattern suggests partial automaticity in location encoding, which is in line with a
graded view of automaticity (Hasher & Zacks, 1979; Logan, 1985). Still, it seems inconsistent
with previous studies that explicitly probed location memory when it was task irrelevant and
observed no cost (Chen & Wyble, 2015a, 2016, 2018; Mandler et al., 1977; McCormack, 1982;
Pezdek & Evans, 1979; Schulman, 1973; Smith & Milner, 1989; Zechmeister et al., 1975). On
this issue, we note that the current findings were based on a surprise trial that occurred after 25
color trials. While automaticity can be developed through practice (automatization, e.g., Shiffrin

& Schneider, 1977), some form of de-automatization may also occur over practice, such that a



599

600

601

602

603

604

605

606

607

608

609

610

611

612

613

614

615

616

617

618

619

620

621

35

test of a task irrelevant feature yields worse memory when it is presented later in the experiment
(Chen & Wyble, 2018; Wyble et al., 2019). Therefore, the currently observed partial
automaticity in location encoding may be pre-conditioned on some degree of de-automatization,
which potentially explains the inconsistency with studies that probed task irrelevant location
memory on the first trial (Mandler et al., 1977; McCormack, 1982; Pezdek & Evans, 1979;

Schulman, 1973; Smith & Milner, 1989; Zechmeister et al., 1975).

In addition, in attempt to reconcile the current findings with the previous studies that used
a surprise trial paradigm to probe location, we conducted a meta-analysis on the relevant
experiments in these previous studies (Chen & Wyble, 2016, 2018; see supplemental materials
for details). When each experiment was examined individually, the SUR performance was
numerically but not significantly worse than that of FPS. However, when data from these studies
were considered altogether, a paired Bayesian t-test between SUR and FPS accuracy in fact
revealed substantial evidence against the null (BF1o = 5.08). Summing the number of participants
who produced a correct location response in each condition across experiments, we found the
surprise trial performance to be significantly worse than that of the next control trial, y*(1, N =
110) = 5.88, p = .0153, but critically, also significantly higher than the 25% chance level, y*(1, N
=110) =165.93, p <.001. This meta-analysis shows that in previous surprise trial studies,
incidentally encoded location was neither comparable to intentionally encoded location nor to the

chance level, compatible with the findings from Experiment 1A and 2A in this paper.

A recent study by Woodman (2021) corroborates with our data in showing that location
encoding is not fully automatic. His study shows that having to remember both location and
color worsened change detection performance compared to when only either of the features had

to be remembered. Furthermore, this memory cost was observed when the stimulus-onset
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asynchrony between the memory items and the mask was as short as 35ms, strongly suggesting
that the cost was from the added requirement to intentionally encode location. It is possible that
we did not find a cost to color memory when location was additionally encoded (Experiment 2A)
due to the small effect size (we elaborated on this point in the Results section of Experiment 2A

and 2B).

While the current study focused on showing the incompleteness of location automaticity,
we still found higher automaticity for location than orientation in the surprise trial. This is
generally consistent with the idea of a location “privilege” (e.g., Pertzov & Husain, 2014).
However, the relatively precise location reports in the surprise trial may have been supported by
spatial attention, as previous studies have found that the task irrelevant location of a memory
target can be decoded from alpha oscillations, which have been associated with covert spatial
attention (Bae & Luck, 2018; Foster et al., 2017). Thus, further investigations will be needed to
see whether the location privilege in a surprise memory trial will remain if spatial attention is

distracted from the memory target.

Automaticity in Orientation Encoding

We failed to observe any trace of automaticity in orientation encoding. Particularly, the
surprise orientation reports from Experiment 1B and 2B were indistinguishable from a uniform
distribution. This finding was inconsistent with the orientation surprise trial data in Swan et al.
(2016), which was clearly clustered around the true value (see Figure 5). We think that the
critical distinction between our experiments and theirs is whether the orientation could easily be
inferred by the location. Swan et al. (2016) used an arrow that always appeared at the center of
the screen, such that the arrowhead had a distinct location that covaried with orientation.

Relatedly, uninformative arrow cues have been shown to exogenously produce attentional shift



645

646

647

648

649

650

651

652

653

654

655

37

towards the pointed-at location (Stevens et al., 2008). Thus, participants in Swan et al. (2016)
may have had an incidental memory of the location of the arrowhead and/ or the pointed-at
location and used that information to respond to the surprise orientation question. Our finding
that location enjoys some automaticity supports this possibility. In the current study, each
stimulus appeared at a random location, and orientation information was communicated through
local variation of the stimulus. The separation of orientation and location information is
supported by findings that orientation can be decoded from neural sources distinct from those
that allow decoding of spatial location (Bae & Luck, 2018). Thus, our design minimizes the
possibility of inferring orientation from global location memory. When orientation and location
were thus disentangled in these experiments, there was no evidence of incidentally encoded

orientation information.

Swan et al. (2016)'s Data

0.55 Orientation surprise Orientation first post-surprise
' MAE = 15.68°

0.44 | ] - s=12.10°
> Py=0.07
= 0.33
@
Q
2 0.22
o

0.1 |I 1

0 Ji

-180 -90 0 90 180 -180 -90 0 90 180
Error (°) Error (°)

Figure 5. Orientation surprise and first post-surprise performance in Swan et al. (2016). Consistent with the current
findings, a dramatic improvement was observed from the surprise to the first post-surprise trial. However, a
measurable amount of orientation information was reportable by participants in Swan et al. (2016) on the surprise
trial, while surprise orientation report in the current study (Experiment 1B and 2B) was indistinguishable from a
uniform distribution. Shaded areas are 95% credible intervals. The figures are adapted from Figure 6 in the original
article.



656

657

658

659

660

661

662

663

664

665

666

667

668

669

670

671

672

673

674

675

676

677

678

38

While the current orientation surprise data is consistent with previous observations of
near-chance performance when other task irrelevant nonspatial attributes were explicitly probed
(Chen & Wyble, 2015a, 2015b, 2016, 2018), it appears at odds with previous studies showing
that incidentally encoded nonspatial attributes still influenced the ongoing tasks (Bocincova et
al., 2017; Ecker et al., 2013; Foerster & Schneider, 2018, 2020; Gao et al., 2016; Gao et al.,
2010; Hollingworth & Luck, 2009; Hollingworth et al., 2013a, 2013b; Hyun et al., 2009; Logie
et al., 2011; Soto & Humphreys, 2009; Yin et al., 2012; Yin et al., 2011). Indeed, these studies
present strong evidence that some nonspatial attributes are at least partially incidentally encoded
into VWM, and we also do not wish to claim that the encoding of all nonspatial attributes are
completely void of automaticity. Instead, it is possible that the encoding of orientation
information communicated through local stimulus variation (as in the current study) is
particularly effortful (Becker et al., 2013; Gao et al., 2010; Miller et al., 2014). In particular,
using Landolt-Cs with varying colors and orientations in a change detection task, Gao et al.
(2010) found that change detection accuracy was impeded by a task irrelevant color change but
not by a task irrelevant orientation change. Furthermore, it was shown that immediate backward
masking (like the design used in the current study) might be instrumental to prevent the encoding
of an irrelevant feature (Gu et al., in press). Therefore, further studies are required to investigate

whether local orientation information is incidentally encoded under other circumstances.

Partial Automaticity

We posited that an intermediate pattern in the SUR-FPS comparison where SUR is
neither comparable to FPS nor to the chance level would be more consistent with a graded view
of automaticity, but we should also consider the possibility that automaticity is probabilistically

dichotomous. Namely, incidental encoding may result in intentional-comparable memory in a
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certain proportion of trials and no memory in the rest. While our experiments were not designed
to directly address this possibility, we did observe that from SUR to FPS, not only did the guess
rate decreased, but the precision also improved. The improvement in precision is more in line
with the idea that automaticity can indeed be graded and preliminarily suggests that the memory
data we observed from the surprise trials reflect partial automaticity in encoding. However, more
research would be required to understand the nature of incomplete automaticity under different

circumstances.

Several possible manifestations of partial automaticity might underlie our results. For
example, Zbrodoff & Logan (1986) suggested that task relevance can have distinct effects on a
process’ initiation, continuation, and termination. A possibility is that location encoding is
automatically initiated but requires intention to be run to completion, which explains the current
finding where some location information was incidentally encoded but making location task
relevant further improved its precision. In addition, a process need not be completely dependent
or independent from cognitive resources and that automaticity can vary with the relative level of
independence between the two (Moors & De Houwer, 2006). The current data, however, does
not make a strong case on whether location encoding indeed recruits a significant amount of

resource.

Another line of research arguing against binary automaticity modes has shown that
primary features of automaticity do not always co-occur (Bargh, 1992; Kahneman & Chajczyk,
1983). For example, naming the ink color of a word is slowed for an incongruent color word (the
Stroop effect), suggesting that reading is a mandatory process (e.g., Keele, 1972). However,
Kahneman & Chajczyk (1983) showed that the Stroop Effect can be moderated by re-allocation

of attention, such that the cost of incongruency was reduced when a black, non-color word was
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presented in proximity to the color word. In other words, reading occurs without intention but
can be interfered with resource re-allocation, thus fitting one primary feature of automaticity but
not another. This is also exemplified in our experiments. In Experiment 1A and 1B, both location
and orientation were affected by task relevance, and both incurred a small cost on color, such
that the two characteristics of automaticity are generally in agreement. While this pattern was
retained for orientation encoding in Experiment 2B, Experiment 2A suggests that location
encoding is influenced by task relevance but does not induce a clear cost on other ongoing

cognitive processes.

Encoding Automaticity Constrains Organization of VWM Representations

The automaticity of feature encoding has implications on how representations can
possibly be organized. In visual working memory, incidental encoding of a feature seems to be a
pre-requisite for a feature to be the “index” of the memory items, i.e., the feature based on which
representations are organized, and from which other information about the item can be accessed.
VWM has often been proposed to rely at least partly on a spatial reference frame (Bays et al.,
2009; Bays, 2014; Swan & Wyble, 2014; Oberauer & Lin, 2017), which implies that some
degree of automaticity in location encoding is required. Our findings are generally consistent
with this assumption but also show that location encoding is not a fully automatic process in that
incidentally encoded location information is relatively imprecise. This implies that the location
resolution of spatial reference frames in VWM models, if present, would be somewhat coarse by
default. More specific indexing of representations may require aids from other information (e.g.,
temporal indexing, see Harrison & Bays, 2018; Heuer & Rolfs, 2021; Schneegans & Bays, 2019;
Swan & Wyble, 2014). However, a caveat is that only one item was presented per trial in the

current study, posing little to no demand on feature binding. It is possible that location encoding
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is only necessary for binding, and participants in our experiment 1A and 2A were able to make
use of “free-floating” color representations to support their memory reports before the location
surprise trial (see Treisman & Gelade, 1980; Treisman et al., 1992). Although memory of
features such as orientation enjoys high fidelity at set size one (Magnussen, 2000; Wilken & Ma,
2004), a counterintuitive prediction from this account is that the relative fidelity of location
memory on the surprise trial compared to the first post-surprise trial would actually improve as

set size increases, and further studies would be required to investigate this possibility.

The finding in experiment 1B and 2B that orientation encoding had no trace of
automaticity is consistent with the emerging literature suggesting that VWM is not constrained
by a strict item-based limit and that representations are not necessarily object-based (Fougnie &
Alvarez, 2011). In the context of feature-based theories, the absence of orientation information
on the surprise trial is consistent with the findings that different nonspatial features can be
remembered independently (Bays et al., 2011; Fougnie & Alvarez, 2011). Furthermore, the cost
induced to color memory after orientation became task relevant corroborates previous studies
showing that memory performance depends on item complexity (Alvarez & Cavanagh, 2004)
and the number of task relevant features (Cowan et al., 2013; Fougnie et al., 2010; Hardman &
Cowan, 2015; Oberauer & Eichenberger, 2013; Swan et al., 2016), but is inconsistent with
studies showing that memory of different features draws on independent resources (Magnussen,

2000; Wang et al., 2017).

Summary

Across five experiments, we showed that location encoding is more automatic than
orientation encoding, but location encoding is still not fully automatic. Our findings constrain the

resolution of location indexing in space-based representational theories of VWM and are against
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