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ABSTRACT

Causal mediation analysis has historically been limited in two important ways: (i) a focus has tradi-
tionally been placed on binary exposures and static interventions, and (ii) direct and indirect effect
decompositions have been pursued that are only identifiable in the absence of intermediate con-
founders affected by exposure. We present a theoretical study of an (in)direct effect decomposition
of the population intervention effect, defined by stochastic interventions jointly applied to the expo-
sure and mediators. In contrast to existing proposals, our causal effects can be evaluated regardless
of whether an exposure is categorical or continuous and remain well-defined even in the presence
of intermediate confounders affected by exposure. Our (in)direct effects are identifiable without a
restrictive assumption on cross-world counterfactual independencies, allowing for substantive con-
clusions drawn from them to be validated in randomized controlled trials. Beyond the novel effects
introduced, we provide a careful study of nonparametric efficiency theory relevant for the construc-
tion of flexible, multiply robust estimators of our (in)direct effects, while avoiding undue restrictions
induced by assuming parametric models of nuisance parameter functionals. To complement our
nonparametric estimation strategy, we introduce inferential techniques for constructing confidence
intervals and hypothesis tests, and discuss open source software, the medshift R package, imple-
menting the proposed methodology. Application of our (in)direct effects and their nonparametric
estimators is illustrated using data from a comparative effectiveness trial examining the direct and
indirect effects of pharmacological therapeutics on relapse to opioid use disorder.

1 Introduction

In myriad applications, one is often interested in the effect of an exposure on an outcome only through a particular
pathway between the two. Indeed, efforts in defining and identifying such path-specific effects have come to constitute
a rich history in not only philosophy but also in the sciences of statistics, causal inference, epidemiology, economics,
and psychology. In each of these disciplines, and in many others among the biomedical and social sciences, developing
a mechanistic understanding of the complexities that admit representations as path-specific effects remains central;
examples include elucidating the biological mechanism by which a vaccine reduces infection risk [e.g., Hejazi et al.,
2020], assessing the effect on preterm birth of maternal exposure to environmental toxins, and ascertaining the effect
of novel pharmacological therapies on substance abuse disorder relapse.
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The latter serves as our motivating example as we consider how exposure to a buprenorphine dose schedule character-
ized by successive increases toward a maximum dose early in treatment (versus static dose) affects the risk of relapse
to opioid use disorder, both directly and indirectly through mediating factors such as depression and pain. Developing
a detailed mechanistic understanding of the process by which such therapeutics modulate intermediary states is neces-
sarily a causal question — one central to designing and successively improving upon available therapies in a manner
targeted towards the mitigation of the risk of substance abuse relapse. In comparative effectiveness trials of promising
opioid use disorder therapeutics, detailed dissections of the complex neurological and psychiatric pathways involved
in the development of addiction disorders is of clinical interest [Lee et al., 2018, Rudolph et al., 2020a]. The ability
to define and evaluate causal effects along paths involving or avoiding mediating neuropsychiatric sequela would fa-
cilitate drug efficacy assessments; moreover, the ability to refine scientific conclusions based on statistical evidence
through randomized controlled trials remains integral to furthering clinical progress.

To carefully study complex mediation relationships, a wealth of techniques rooted in statistical causal inference have
been formulated. Path analysis [Wright, 1934], perhaps the earliest example of such methodology, directly inspired the
development of subsequent techniques that leveraged parametric structural equation models [e.g., Goldberger, 1972,
Baron and Kenny, 1986] for mediation analysis. More recently, the advent of modern frameworks and formalisms for
causal inference, including nonparametric structural equation models, directed acyclic graphs, and their underlying do-
calculus [Pearl, 1995, 2000], provided the necessary foundational tools to express causal mechanisms without reliance
on more restrictive approaches tied to parametric modeling.

In tandem with the developments of Pearl [2000], similar approaches spearheaded by Robins [1986], Spirtes et al.
[2000], and Dawid [2000] allowed nonparametric formulations of mediation analysis and uncovered significant limi-
tations of the earlier efforts focused on structural equation models [Imai et al., 2010]. Recent applications of modern
causal models have illustrated the failings of popular parametric modeling strategies [i.e., Baron and Kenny, 1986],
in the presence of intermediate confounders of the mediator-outcome relationship [Cole and Hernan, 2002]. Con-
sequently, the usually implausible assumptions that underlie such restrictive structural equation models make these
approaches of limited applicability for examining complex phenomena in the biomedical and health sciences.

Modern approaches to causal inference have allowed for significant advances over the methodology of traditional me-
diation analysis, overcoming the significant restrictions imposed by the use of parametric structural equation modeling.
For example, Robins and Greenland [1992] and Pearl [2006], using distinct frameworks, provided equivalent nonpara-
metric decompositions of the average treatment effect (for binary exposures) into the natural direct and indirect effects,
which quantify all effects of the exposure on the outcome through paths avoiding the mediator and all paths involv-
ing the mediator, respectively. Such advances were not without their limitations, however. A key assumption of the
nonparametric decomposition of the average treatment effect is the requirement of cross-world counterfactual indepen-
dencies (i.e., independence of counterfactuals indexed by distinct interventions). Unfortunately, such an assumption
limits the scientific relevance of the natural (in)direct effects by making them unidentifiable in randomized trials, di-
rectly implying that corresponding scientific claims cannot be falsified through experimentation [Popper, 1934, Dawid,
2000]. Importantly, such cross-world independencies are also unsatisfied in the presence of intermediate confounders
affected by exposure [Avin et al., 2005, Tchetgen Tchetgen and VanderWeele, 2014]. Given that such confounders are
challenging to rule out in practice, the natural (in)direct effects are of limited applicability in real-world data analysis.
This incompatibility motivated the recent development of a rich family of interventional (in)direct effects [Didelez
et al., 2006, VanderWeele et al., 2014, Vansteelandt and Daniel, 2017, Rudolph et al., 2017, Nguyen et al., 2021],
which utilize a flexible joint intervention strategy to retain identifiability in the presence of such confounding. Until
quite recently, nonparametric effect decompositions and efficiency theory were unavailable for this class of effects,
though recent efforts by Diaz et al. [2020] and Benkeser and Ran [2021] resolved this gap in the literature. Like their
natural effect counterparts, the interventional effects are limited to settings with binary exposures. Our work outlines
a general class of causal (in)direct effect estimands that do not require the cross-world independence condition and
are robust to intermediate confounding (like the interventional effects), though our effect definitions are capable of
readily accommodating exposure variables of all varieties, resolving a significant practical limitation of both classes
of (in)direct effects.

A related thread of the literature has considered stochastic interventions, which generalize many intervention classes.
For example, within this framework, static interventions result in post-intervention exposures that have degenerate
distributions. Stock [1989] first considered the estimation of the total effects of stochastic interventions, while many
others [e.g., Didelez et al., 2006, Haneuse and Rotnitzky, 2013, Young et al., 2014] provided careful studies that ex-
panded the underlying theory of stochastic interventions and demonstrated their numerous applications. Within the
population intervention models framework [Hubbard and van der Laan, 2008], Diaz and van der Laan [2012] formu-
lated total causal effects attributable to continuous-valued exposures using a particular class of stochastic intervention.
Conveniently, these causal effects of stochastic interventions carry an interpretation echoing that of standard regres-
sion adjustment. For example, Haneuse and Rotnitzky [2013] described modified treatment policies, which assign
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post-intervention counterfactuals based on the natural value of the exposure; their methods were demonstrated in the
context of reducing surgical time for non-small-cell lung cancer operations. Stochastic interventions have also suc-
cessfully been applied to binary exposures: Kennedy [2019] proposed incremental propensity score interventions and
demonstrated their use in longitudinal studies in order to circumvent identifiability and estimation issues arising from
positivity violations. Building on this flexible framework, Diaz and Hejazi [2020] proposed a decomposition of the
total effect of stochastic interventions [Diaz and van der Laan, 2012] into the population intervention (in)direct ef-
fects, which are endowed with interpretations analogous to that of the natural (in)direct effects. The (in)direct effects
of Diaz and Hejazi [2020] do not require cross-world counterfactual independencies, apply to exposure variables of all
types, and succeed in accommodating nonparametric estimation strategies. Consequently, their population interven-
tion (in)direct effects may be estimated without restrictive assumptions and yield scientific results that can be tested
through randomization of both the exposure and mediator. Unfortunately, the results of Diaz and Hejazi [2020] suffer
a serious shortcoming — these effects cannot be identified in the presence of mediator—outcome confounders affected
by exposure. In this vein, our work formulates alternative (in)direct effect estimands that retain the flexibility of the
(in)direct effects of Diaz and Hejazi [2020]; however, our identification strategy emphasizes effects robust to this form
of confounding, which is accomplished by leveraging joint stochastic interventions on the exposure and mediator.

In the present work, we outline a general framework encompassing many prior causal mediation analysis approaches,
including the natural (in)direct effects, their interventional effect counterparts, and the stochastic (in)direct effects.
Building upon the foundations laid by Diaz and Hejazi [2020], the introduced class of mediation effects originate from
combining the novel lines of inquiry established in the distinct literatures on stochastic interventions and the interven-
tional effects; accordingly, we denote these stochastic interventional (in)direct effects. Our proposed class of effects
are the first to simultaneously avoid the requirement of cross-world counterfactual independencies; leverage stochastic
interventions to be applicable to binary, categorical, and continuous-valued exposures; and remain identifiable despite
intermediate confounding. Our contributions apply to a broader class of exposures than the interventional effects [e.g.,
Diaz et al., 2020, Benkeser and Ran, 2021] while generalizing stochastic (in)direct effects [i.e., Diaz and Hejazi, 2020]
to accommodate the presence of intermediate confounders. While our robust and flexible causal mediation analysis
framework subsumes prior classes of effect definitions, this is far from enough for the successful application of our
proposed (in)direct effects. To this end, we develop novel efficiency theory and efficient nonparametric estimators of
this broad class of causal mediation parameters, within the frameworks of one-step [Pfanzagl and Wefelmeyer, 1985,
Bickel et al., 1993] and targeted minimum loss estimation [van der Laan and Rubin, 2006, van der Laan and Rose,
2011]. These flexible estimators have desirable asymptotic properties even when nuisance parameter functionals are
estimated via machine learning; moreover, they are endowed with a form of multiple robustness producing consistent
point estimates under several configurations of nuisance parameter misspecification. Lastly, we provide implementa-
tions of our methodological advances in our free and open source medshift [Hejazi and Diaz, 2020] package, for
the R language and environment for statistical computing [R Core Team, 2022].

2 Mediation analysis for the population intervention effects

Let A denote a continuous or categorical exposure, Y denote a continuous or binary outcome, Z denote mediator(s),
W denote a vector of observed pre-exposure covariates, and L denote an intermediate (mediator—outcome) confounder
affected by exposure. The nonparametric structural equation model (NPSEM) formalizes the problem:

W= fw(Uw); A= fa(W,Ua); L = fL(AW,UL); Z = fz2(L, AW, Uz);Y = fy(Z,L,A,W,Uy). (1)

In the NPSEM (1), U = (Uw,Ua,Up,Uz,Uy) is a vector of exogenous factors, and the functions f are assumed
deterministic but unknown. This mechanistic model is assumed to generate the observed data O; it encodes several
fundamental assumptions. First, an implicit temporal ordering W — A — L — Z — Y is assumed. Second,
each variable (i.e., {W, A, L, Z,Y'}) is assumed to be generated from the corresponding deterministic function of the
observed variables that precede it temporally, plus an exogenous variable denoted by U. Each exogenous variable
is assumed to contain all unobserved causes of the corresponding observed variable. For a random variable X, let
X, denote the counterfactual outcome observed in a hypothetical world in which P(A = a) = 1. For example,
we have L, = fr(a,W,UL), Z, = fz(La,a,W,Ug), and Y, = fy(Za, La,a,W,Uy). Likewise, we let Y, , =
fy(z, La,a, W, Uy ) denote the value of the outcome in a hypothetical world where P(A = a, Z = z) = 1. Figure 1
represents model (1) in terms of a directed acyclic graph (DAG).

Letting O = (W, A, L, Z,Y) represent a random variable with distribution P, we denote by O1, . .., O,, a sample of n
i.i.d. observations of O. Welet Pf = [ f(0)dP(o) for a given function f(0). We use P, to denote the joint distribution
of (O, U), and let E and E,. denote corresponding expectation operators. We use P,, to denote the empirical distribution
of O1,...,0,,and assume P € M, where M is the nonparametric statistical model defined as all continuous densities
on O with respect to a dominating measure v. Let p denote the corresponding probability density function. We use
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Figure 1: Directed Acyclic Graph of NPSEM (1).

Y

g(a | w) and e(a | z, w) to denote the probability density function or the probability mass function of A conditional on
W = w and (Z, W), respectively; m(z, , a, w) to denote the outcome regression function E(Y | Z =2, L =1, A =
a, W =w). Letg(- | w) and e(- | z, w) be dominated by a measure x(a) (e.g., the counting measure for binary A and
the Lebesgue measure for continuous A). In constructing our estimators, we will use

pizlw) _ gla|w) pizla,w) _ pl]a,w) @)
p(z]a,w) ela|zw)  plz|law)  pl]zaw)
as such parameterizations allow for estimation and integration with respect to multivariate conditional densities on the
mediator Z to be avoided. We use W, A, £, Z, and Y to denote the support of the corresponding random variables.

Causal effects are defined in terms of hypothetical interventions on the NPSEM (1). In particular, consider an in-
tervention in which the structural equation corresponding to A is removed, with the exposure drawn instead from a
user-specified distribution gs(a | w), which may itself depend on the natural exposure distribution and a user-specified
parameter 0. Going forward, we let A5 denote a draw from gs(a | w). Alternatively, such modifications can occa-
sionally be described in terms of an intervention in which the structural equation corresponding to A is removed and
the exposure is set equal to a hypothetical regime d(A, W). Regime d depends on the exposure level A that would
have been assigned in the absence of the regime as well as on W. The latter intervention has been referred to as
depending on the natural value of treatment, or as a modified treatment policy [MTP; Haneuse and Rotnitzky, 2013].
For such interventions, Haneuse and Rotnitzky [2013] introduced the assumption of piecewise smooth invertibility,
which ensures that the change of variable formula can be used when computing integrals over .A:

A1l (Piecewise smooth invertibility). For each w € W, assume that the interval Z(w) = (I(w,),u(w)) may be
partitioned into subintervals Zs ;(w) : j = 1,...,J(w) such that d(a,w) is equal to some d;(a,w) in Zs ;(w) and
d;(-,w) has inverse function h; (-, w) with derivative 2/ (-, w).

Assumption A1l can be used to show that the intervention drawing As from the post-intervention distribution gs(a | w)
can be interpreted on the individual level. Young et al. [2014] provide a discussion comparing and contrasting the
interpretation and identification of these two interventions. Such stochastic interventions can be used to define the
population intervention effect (PIE) of A on Y. To illustrate, suppose A to be continuous-valued and assume the
distribution of A conditional on W = w is supported in the interval (I(w), u(w)). Then, one may define

_Ja—46 ifa>1l(w)+0
d(a,w) = {a ifa <Il(w)+ 4, )

where 0 < 0 < u(w) is an arbitrary prespecified value. We can alternatively define a tilted intervention distribution as

) = exp(da)g(a | w) 4)
[ exp(da)g(a | w)dk(a)’

for § € R. Kennedy [2019] proposed a form of exponential tilting (4) under the parameterization ' = exp(d),
appropriate for incremental interventions on the propensity score for binary A. Two key distinctions between the
interventions defining modified treatment policies (3) and exponential tilting (4) can be helpful in differentiating be-
tween the two in practice. Firstly, through Assumption Al, intervention (3) defines counterfactual exposures equipped
with an individual-level interpretation, whereas the intervention (4) only admits interpretation as a random draw from
a post-intervention distribution. Secondly, intervention (3) has been historically studied in settings with continuous (or
ordinal) exposures [e.g., Diaz and van der Laan, 2013, Hejazi et al., 2020], though it may apply more broadly. While
intervention (4) applies readily to exposures of any type (e.g., continuous, categorical), Kennedy [2019] introduced
it to construct total effects with weakened positivity requirements in longitudinal studies with time-varying binary
exposures. Diaz and Hejazi [2020] provide a careful study of these interventions for mediation analysis, introducing
novel (in)direct effects and efficiency theory. Their contributions assume the absence of intermediate confounding;
our generalization remedies this inconvenient shortcoming.

gs(a | w

4
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2.1 Stochastic Mediation Effects

Diaz and Hejazi [2020] defined the (in)direct effect of A on Y in terms of a decomposition of the total effect of a
stochastic intervention. In particular, the total effect E(Y — Y4, ) may be decomposed as the sum of the population
intervention direct and indirect effects (PIDE; PIIE):

PIDE = E{fy(Z, L, A,W,Uy) — fy(Z, Las, As, W,Uy)} ®)
PIIE = Ec{fY(Za LA57A5a VVv UY) - fY(ZAwLA(saAﬁa VV7 UY)}

Upon inspection, the definitions above reveal that the direct effect measures the effect through paths not involving the
mediator (i.e., A - Y and A — L — Y), whereas the indirect effect measures the effect through paths involving the
mediator (ie., A—>Z Y and A —~L —~ Z —=Y).

Unfortunately, the population intervention (in)direct effects are not generally identified in the presence of an interme-
diate confounder affected by exposure such as in the DAG in Figure 1 [Diaz and Hejazi, 2020]. This is due to the
dual role of L as a confounder of the relation between Z and Y, which requires adjustment, and a variable on the path
from A to Y, which precludes adjustment. Note that Vansteelandt and VanderWeele [2012] attempted to circumvent
these restrictions in the context of direct effects, while Fulcher et al. [2019] complemented their study by introducing
an alternative effect decomposition that yielded indirect effects with weaker identification requirements. In particular,
Fulcher et al. [2019] contrive an indirect effect deifnition that is identifiable under unmeasured baseline confounding
of the exposure—outcome relationship and that is formulated by the application of a stochastic intervention to the me-
diator. By contrast, Diaz and Hejazi [2020] leverage joint stochastic interventions on the exposure and mediator in
their effect decomposition, which can be made to achieve a similar identification property. (Coincidentally, Fulcher
et al. [2019] refer to their effects as “population intervention (in)direct effects,” terminology also used by Diaz and
Hejazi [2020], though the effects of the former are in some ways more restrictive than those proposed by the latter.)
The interventional effects [VanderWeele et al., 2014] resolve the identification issue brought on by L, though their
limitation to static interventions acting upon binary exposures is a significant hurdle to their use. Next, we present a
solution to this complication using a joint stochastic intervention on the exposure A and mediator Z. We also show
that the effects defined in this manuscript are a generalization of the effects of Diaz and Hejazi [2020] in the sense that
the former reduce to the latter in the absence of intermediate confounding.

2.2 Stochastic Interventional Mediation Effects

To introduce (in)direct effects robust to the presence of intermediate confounders, we draw upon ideas first outlined
by Didelez et al. [2006] and van der Laan and Petersen [2008], later formalized or subsumed by VanderWeele et al.
[2014] and Vansteelandt and Daniel [2017]. Owing to their definition in terms of stochastic interventions on the medi-
ator, these (in)direct effects have been collectively termed interventional effects. We leverage two types of stochastic
interventions: one on the exposure A, which defines the intervention of interest, and one on the mediator Z, which
is used to achieve identifiability of the effects. Following the convention of the literature, we term stochastic inter-
ventions on the mediator Z interventional, while reserving the label of stochastic to refer only to interventions on the
exposure A. To proceed, let G5 denote a random draw from the distribution of Z 4, conditional on (As, W), and let
G denote a random draw from the distribution of Z conditional on (A, W). To distinguish G from the previously
defined g5(a | w), note that the latter is the post-intervention distribution of the exposure, based on the user-specified
scalar §, and gives rise to the counterfactual A, while the former is a counterfactual arising from a draw from the in-
terventional distribution of the mediator, which breaks the dependence of Z on L. These draws are denoted G5 (when
As is used) or G (when A is used). We consider the effect defined by vs = E.{Ya ¢ — Ya,.G, }. Note that the effect
s is distinct from the effect considered by Diaz and Hejazi [2020], which may be expressed E.{Y4 z — Y4, z, }.
The effect 15 arises from fixing the mediator to a random value chosen from its distribution among all those with
a particular exposure level, rather than fixing it to what it would have been under a particular exposure level. The
choice of intervention on Z (i.e., defining G5, which does not depend on L) allows for the contribution of the inter-
mediate confounder L upon the mediator Z to be eliminated. The reasoning behind this intervention is as follows.
Considering the DAG (see Figure 1) corresponding to model (1), L satisfies the “recanting witness” criterion of Avin
et al. [2005]. This introduces unidentifiability of the natural (in)direct effects. Removal of the directed path from L
to Z in the interventional distribution resolves this complication, analogously to solutions presented by those authors
for the identification of simpler path-specific effects. Defining the effect in this way aids in achieving an identifiable
decomposition into direct and indirect effects. In particular, we may decompose this effect in terms of stochastic
interventional direct effects (DE) and indirect effects (IE):

DE IE
(0) =E{Yac —Yasc} +E{Ya,.6 — Ya;c;}- (6)

5
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Decomposition as the sum of direct and indirect effects affords an interpretation analogous to the corresponding
standard decomposition of the average treatment effect into the natural direct and indirect effects [Pearl, 2006]. In
particular, the direct effect arises from drawing a counterfactual value of A from a post-intervention distribution
while keeping the distribution of Z fixed. The indirect effect arises from replacing the distribution of Z with a
candidate post-intervention distribution while holding A fixed. Our proposed stochastic interventional effects have an
interpretation similar to the interventional effects of VanderWeele et al. [2014]; moreover, while both effect definitions
account for the presence of an intermediate confounder, our (in)direct effects utilize flexible, stochastic interventions
on the exposure while those of VanderWeele et al. [2014] are limited to static interventions on binary exposures.
By generalizing the effect definitions of Diaz and Hejazi [2020], our proposed (in)direct effects include, as special
cases, the natural (in)direct effects (under a static intervention on binary A and no intermediate confounders L), the
interventional (in)direct effects (under a static intervention on binary A and a stochastic intervention on Z, allowing
intermediate confounders L), and the stochastic (in)direct effects (under a stochastic intervention on arbitrary-valued
A and no intermediate confounders ).

2.3 Identification

To construct estimators of our proposed causal (in)direct effects, we turn to examining assumptions needed to esti-
mate components of the post-intervention quantities corresponding to counterfactuals of interest. First, we consider
Assumptions A2—-A6, which allow identification of the stochastic interventional effects of Equation (6):

A2 (Common support). Assume supp{gs(- | w)} C supp{g(- | w)} forallw € W.
A3 (Mediator positivity). Assume p(z | a,w) > 0 and further assume p(z | [, a, w) > 0.
A4 (No unmeasured exposure-outcome confounder). Assume Y, , 1L A | W.

A5 (No unmeasured mediator-outcome confounder). Assume Y, .1l Z | (L, A, W).

A6 (No unmeasured exposure-mediator confounder). Assume Z, 1L A | W.

Assumption A4 states that, conditional on W, there is no unmeasured confounding of the relation between A and Y
Assumption A6 states that conditional on W there is no unmeasured confounding of the relation between A and Z;
and Assumption A5 states that conditional on (W, A, L) there is no unmeasured confounding of the relation between
Z and Y. These assumptions are standard in causal mediation analysis. In addition to these assumptions, standard
mediation analyses [e.g., VanderWeele et al., 2014] require positivity assumptions on the exposure and mediation
mechanisms (e.g., Assumption A3). The stochastic intervention framework we adopt does not require such assump-
tions, as positivity can be arranged by definition of gs. For example, the interventions in expressions (3) and (4) satisfy
Assumption A2 by definition [see, e.g., Kennedy, 2019, Hejazi et al., 2020, Diaz and Hejazi, 2020]. Notably, our ef-
fects do not require any assumption on the independence of cross-world counterfactuals, required for identification
of the natural (in)direct effects. The cross-world independence assumption is restrictive, as it cannot be tested under
randomization, significantly limiting the scientific relevance of these effects [Diaz and Hejazi, 2020, Popper, 1934].
Our novel effect definitions are hardly the first to circumvent this assumption: earlier work [e.g., Didelez et al., 2006,
van der Laan and Petersen, 2008, Vansteelandt and VanderWeele, 2012] provided strategies for loosening the reliance
of the natural (in)direct effects on the cross-world assumption. As with the earlier effect definitions of Diaz and Hejazi
[2020], our stochastic interventional effects similarly eschew this restrictive condition for their identification. Under
these assumptions, the following identification results hold; proofs appear in the Supplementary Materials.

Theorem 1 (Identification). Define
610 = [ miz.ta,w)pll | a,w)plz | @, wigs(a | wip(w)dv(a 21, w),

025 = /m(z,l,a,w)p(l | a,w)p(z | w)gs(a | w)p(w)dv(a, z,1, w).

Under Assumptions A2-A6, the direct effect Yp s = E{Ys ¢ — Ya, ¢} and indirect effect ;5 = E{Ya, ¢ —
Y4,.G,5} (6) are identified, respectively, by

Yps=010—b2s5 and Prs==0s5—015. @)

A consequence of this identification result is that the definitions reduce to the stochastic (in)direct effects of Diaz
and Hejazi [2020] in the absence of intermediate confounders L. Importantly, this implies that our estimators can
be safely used in the absence of intermediate confounders; furthermore, it implies that the corresponding estimates
may be interpreted in terms of a decomposition of the population intervention effect E.{Y — Yy, }, which, like the
interventional effect 15 = E.{Ya ¢ — Y4,.q, }, may be of scientific relevance.

6
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Examination of Definition (7) reveals that evaluation of ¥ p s and 1)y s requires access to 62 5, which is based on
gs(a | w). The quantities ¢)p s and 1y s further require access, respectively, to either 6, ¢ or 6 5, which draw
upon gs(a | w). Notably, 61 ¢ is not the population mean outcome, rather it is the “interventional” counterfactual
mean arising from changing the distribution of the mediator from p(Z | L, A, W) to p(Z | A, W), resulting in
the counterfactuals G and Gy. In fact, this induced independence of L and Z, conditional on A and W, recovers
the effects of Diaz and Hejazi [2020] when there is no post-exposure confounder L. We next turn our attention to
developing efficiency theory for estimation of the statistical parameter 6; 5 : 7 = 1, 2, which depends on the observed
data distribution P.

3 Optimality theory for estimation of the direct effect

Thus far, we have discussed the decomposition of the effect of a stochastic intervention into direct and indirect effects
and have provided identification results under standard assumptions. Next, we develop efficiency theory for estimating
015 and 65 5 in the nonparametric model M. To do so, we introduce the efficient influence function (EIF), which
characterizes the asymptotic behavior of all regular and asymptotically linear estimators [Bickel et al., 1993]. Three
common frameworks exist for constructing locally efficient estimators based on the EIF: (i) estimating equations [e.g.,
van der Laan and Robins, 2003], (ii) one-step bias correction [e.g., Pfanzagl and Wefelmeyer, 1985, Bickel et al.,
1993], and targeted minimum loss estimation [van der Laan and Rubin, 2006, van der Laan and Rose, 2011].

As a consequence of its representation in terms of orthogonal score equations, the EIF allows the construction of
consistent estimators of the target parameter even when certain nuisance components are inconsistently estimated.
Second-order bias terms may be derived from asymptotic analysis of estimators constructed based on the EIF —
often, these estimators require slow convergence rates (e.g., n~ /%) for the nuisance parameters involved, in order
for the estimators to be regular and asymptotically linear (thereby achieving a Gaussian limit distribution), achieve
\/n-consistency, and exhibit asymptotic efficiency. Importantly, it is this rate-convergence property that enables the
use of flexible, data adaptive regression techniques in estimating these quantities.

In Theorem 2, we present the EIF for a general stochastic intervention. Although the components of the EIF associated
with (W, L, Z,Y) are the same, the component associated with the model for the distribution of A must be computed
on a case-by-case basis, that is, for each intervention of interest. Lemmas 1 and 2 present such components for
modified treatment policies satisfying Assumption Al and for exponential tilting, respectively. In Theorem 2 below,
we present a representation of the EIF that circumvents the challenging computation of multivariate integrals over Z.
To introduce the EIF, we define the following auxiliary nuisance parameters:

(z,a,w) m(z,l, a,w)dP(l | a,w); u(a,w) = [ u(z,a,w)dP(z | a,w)

s(l, a,w) m(z, 1, a,w)dP(z | w); s(a,w) = [ s(l,a,w)dP(l| a,w)

-/ /
v(l, a, w) /m o La,w)dP(z | a,w);  Vaw) = /v(l,a,w)dP(l | a,w) ®)
-/ /

Proofs for the following results are detailed in the Supplementary Materials.

Theorem 2 (Efficient influence functions). Define

gs(a|w) p(z]w)
gla|w) p(z|a,l,w)’

gia|w) p(z|aw)
gla|w) p(z|a,l,w)’

HP sla, z,lLw) = Hgﬁg(a,z,l,w) =
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The efficient influence functions for 0;5 : j = 1,2 in the nonparametric model are equal to D,J;A s(0) — 0.5, where
. . ,,A 7
D}, 5(0) = S 5(0) + Si (o) and

SI%,(S(O) :Hé,é(aazvlvw){y_m(zal’a7w)} €))
Mv a,w)— v(a,w u(z,a,w)—u(a,w
gl w) V@)~V w) +u(z 0 w) —da,w)] (10)
+ [ ate wlgsta | wian(o)
Sg,&(o) :Hg,é(aazvlvw){y_m(zal’aaw)} (11)
M s(l,a,w) —s(a,w
+ B s(l0,w) ~ 5(0,0)) (12)

+ [ vtz 0 w)gsta] w)dnta),
and Sé:?(o), Sg:g‘ (0) are the respective efficient score functions of the model for g(a | w).

An immediate consequence of Theorem 2 is that, in a randomized trial, Sé’f?(o) = 0 for j = 1,2; however, even
in such trials, covariate adjustment can improve the efficiency of the resultant estimator [van der Laan and Robins,
2003]. We now present the efficient scores Sé’y’? (0) for modified treatment policies and exponentially tilted stochastic
interventions. To do so, we define the parameter q(a, w) = [u(z,a,w)dP(z | w).

Lemma 1 (Modified treatment policies). If the modified treatment policy d(A, W) satisfies Assumption Al, then
Sk (o) = a(d(a,w),w) ~ [ a(d(a.w),w)gle | w)dn() 13

524(0) = q(d(a, w), w) — / 4(d(a,w), w)g(a | w)dr(a). (14)

)

Lemma 2 (Exponential tilt). If the stochastic intervention is the exponential tilt (4), then

St (o) = Bla ) {u(mw) - [uta.wssta | w)dm(co} as)

’ gla|w)

S5 (o) = m {q(avw) - /q(a,w)gs(a \ w)dfﬁ(a)} (16)

For binary exposures, the EIF for the incremental propensity score intervention may be simplified as follows.

Lemma 3 (EIF for incremental propensity score interventions). Let A € {0,1} and let the exponentially tilted in-
tervention gs.0(1 | W) be based on (4) under the parameterization §' = exp(0). Then, the EIF of Lemma 2 may be
simplified as follows. Specifically, we have

jacy —  0d (w){a—g(1]w)} where
s G w +1-gt[wy?
q'(w) = u(l,w) —a(0,w), and q*(w)=E{u(Z,1,W)—u(Z,0,W)|W =w}. 17

In contrast to the efficient influence function for the interventional (in)direct effects [Diaz et al., 2020], the contribution
of the exposure mechanism to the EIF for the stochastic interventional effects is nonzero. This is a direct consequence
of the fact that the parameter of interest depends on g(a | w); moreover, this implies that the efficiency bound in
observational studies differs from the efficiency bound in randomized trials. Thus, it is not generally possible to
obtain estimating equations robust to inconsistent estimation of g(a | w). Such robustness will only be possible if the
stochastic intervention is also a modified treatment policy satisfying Assumption Al.

The form of Theorem 2 makes it clear that estimation of multivariate or continuous conditional density functions on
the mediators Z or intermediate confounders L, as well as integrals with respect to these density functions, is gen-
erally necessary for computation of the EIF. This poses a significant challenge from the perspective of estimation,
due to both the curse of dimensionality and the practical computational complexity inherent in solving multivariate
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numerical integrals. A simplification is possible when either either of Z or L is low-dimensional; this is achieved by re-
parameterizing the densities as conditional expectations (or low-dimensional conditional densities) that take other nui-
sance parameters as pseudo-outcomes. In cases where L or Z is low-dimensional, our proposed re-parameterizations
allow for the conditional density to be estimated via appropriate semiparametric density estimation procedures [e.g.,
Diaz and van der Laan, 2011, Hejazi et al., 2021].

Lemma 4 (EIF for low-dimensional L). Let L be low-dimensional and Z multivariate. A representation of v, s, and
u in terms of conditional expectations may be chosen in order to simplify their estimation. Denote by b(l | a,w) and
d(l | z,a,w) the density of L conditional on (A, W) and (Z, A, W), respectively. Then, using (2), we have

b(L | A, W)

V(l,a,'UJ) =E m(Z,l,(l,’lU)m

‘LLA%WwL

i | bIIAW)  g(A] W)
d(L| Z,A,W)e(A| Z, W)

s(l,a,w) =E |m(z,l,a,w ‘Lzl,A:a,W:w], (18)

t(a,w)=E u(Z,A,W)‘A:a,W:w] .

Likewise,

gs(a|w) b(l]a,w)
e(a ] z,w)d(l]z,a,w)’

b(l
1 (a2, 0, w) = BT DLWy g2 o, z0,0) -

h
gla|w) d(l|z,a,w)’ then

_ ) A W) _ _
q(a,w) =E {MU(Z,A, W)‘A =a, W= w}.

Analogous representations may be constructed for v, s, and u based on the parameterizations (2) if L is multivariate
and Z is of low dimension. We note, however, that at least one of Z or L must be of low dimensionality for its
density to be easily estimable and integrals over its range computed with relative ease. Henceforth, denote by n =
(m,g,b,u,v,d,e,s,q) and let D} 5(0) = Dfm(o).

We note that the choice of parameterization in Lemma 4 has important consequences for the purpose of estimation,
as it helps to bypass estimation of the (possibly high-dimensional) conditional density of the mediators, by requiring
only that the intermediate confounders be of modest dimensionality for the purpose of estimation. In the particularly
simple case that L = [ € {0, 1} (as in our motivating application), the nuisance quantities b(I | a, w) and d(l | z, a, w)
reduce to conditional expectations, allowing for regression methods, far more readily available throughout the statistics
literature and software, to be used for their estimation. In addition to the expression for the EIF in Lemma 4, it is
important to understand the behavior of the difference PD,,, — 6, which is expected to yield a second-order term in
differences 77; — 7, so that consistent estimation of 6 is possible under consistent estimation of certain configurations
of the parameters in 1. As we will see in Theorems 3 and 4, this second-order term is fundamental in the construction
of asymptotically linear estimators. Lemmas S1 and S2, in the Supplementary Materials, delineate these second-order
terms. The following lemma is a consequence.

Lemma 5 (Multiple robustness for modified treatment policies). Let the modified treatment policy satisfy Al, and let
n1 be such that one of the following conditions hold:

mp =m g1 —8 b1:b Glzﬁ Vi =V d1:d € =€ | S1=S|q1—¢q
Cond. 1 X X X
Cond. 2 X X X X
Cond. 3 X X X X
Cond. 4 X X X X X
Cond. 5 X X X X
Cond. 6 X X X X X

Table 1: Different configurations of consistency for nuisance parameters

Then PD}]M; = 6,5 and PDf]hé = O35, with D},,é and D72775 as defined in Theorem 2 and Lemma 1.

9
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The above lemma implies that it is possible to construct consistent estimators for the (in)direct effects under consistent
estimation of subsets of the nuisance parameters in 7, in the configurations described in the lemma. Lemma 5 follows
directly from Lemma S1, found in the Supplementary Materials. It may be surprising that estimation of ; 5 can be
robust to inconsistent estimation of g, even when the parameter definitions are explicitly dependent on g. We offer
some intuition for this result by noting that Assumption A1l allows use of the change of variable formula to obtain
02,6 = E{ [ m(z,1,d(A,W),W)p(lL | d(A,W),W)p(z | W)dv(z,1)}. Estimation of this parameter without relying
on g may be carried out by consistently estimating m(z,, a,w), p(l | a,w), and p(z | w) and using the empirical
distribution as an estimator of the outer expectation. This behavior has been previously observed for related modified
treatment policy effects Al [Diaz and van der Laan, 2012, Haneuse and Rotnitzky, 2013, Diaz and Hejazi, 2020].

Robustness for exponentially tilted interventions (1), not satisfying Assumption A1, appears in Lemma 6.

Lemma 6 (Multiple robustness for exponential tilting). Let g5 be defined as in (4) and 1, be such that one or more of
Cond. 1-4 in Table 1 holds, then PD}]1 s =015 and PD?71 s = 025, with D}, s and Df] s as defined in Theorem 2 and
Lemma 2 7 7 7 7

Lemma 6 is a direct consequence of Lemma S2 in the Supplementary Materials. The corresponding proof reveals
that the EIF for the binary distribution is not robust to inconsistent estimation of g — that is, the intervention fails to
satisfy Assumption A1 and integrals over the range of A cannot be computed using the change of variable formula.
This behavior has been previously observed for other interventions that do not satisfy Assumption Al. Even though
this lemma implies that consistent estimation of g is required, the bias terms remain second-order; thus, an estimator
of g converging at rate n'/# or faster is sufficient.

4 Efficient estimation and statistical inference

We discuss two efficient estimators that rely on the efficient influence function D, 5, in order to build an estimator
that is both asymptotically efficient and robust to model misspecification. We discuss an asymptotic linearity result for
the doubly robust estimator that allows computation of asymptotically accurate Wald-style confidence intervals and
hypothesis tests. In the sequel, we assume that preliminary estimators of the components of 77 are available. These
estimators may be obtained from flexible regression techniques such as neural networks, regression trees, boosting,
splines, or ensembles thereof [Breiman, 1996, van der Laan et al., 2007]. The consistency of these estimators deter-
mines consistency of our estimators of 0, 5.

Both of our proposed efficient estimators make use of the EIF D,, s to revise an initial substitution estimator through
a bias correction step. Estimation proceeds by first constructing initial estimators of the nuisance parameters in 7;
then, each of the efficient estimators is constructed by application of distinct bias-correction steps. In this process,
we advocate for the use of cross-fitting [Klaassen, 1987, Zheng and van der Laan, 2011] to avoid imposing entropy
conditions on the initial estimators of the nuisance parameters in 7. Let V1, ...,V denote a random partition of the
index set {1,...,n} into J prediction sets of approximately the same size. Thatis, V; C {1,...,n}; U}]:1 V; =
{1,...,n};and V; N V;; = 0. For each j, the associated training sample is given by T, ={1,...,n}\ V;, and we
let j( ) denote the 1ndex of the validation set containing observation ¢. Denote by 7); the estlmator of 1) obtained by
training a prediction algorithm using only data in the sample 7.

4.1 Efficient One-Step Estimator

To construct a robust and efficient estimator using the efficient influence function D), s, the one-step bias correc-
tion [Pfanzagl and Wefelmeyer, 1985, Bickel et al., 1993] adds the empirical mean of the estimated EIF D 5 to an
initial substitution estimator The estimators are thus defined

Vb5 = Z{ (i) of Dn]( ), 5(0i)} and 113?,55 = Z{ (i) 50 DnJ( s 5(0i)}. (19)

Asymptotic hnearlty and efficiency of estimators for modified treatment pohcles follows.

Theorem 3 (Weak convergence of one-step estimators). Let||-|| denote the Lo(P)-norm defined as || f||> = [ f2ap.
Define the following conditions.

(Cl) P{|D%’5(O)\ <C}= P{\D%’5(O)| < C} =1forj=1,2 and for some C < cc.

(C2) The following second-order terms converge at the specified rate ||/ — m|| {||& — g|| +||&é — e|| —i—Ha - dH} =
op(n1/2),|1& i~ 18— aly = op(n=/2), [ — B[ 19— vl +15 ~ sll} = op(n=172)

10
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(C3) The effect is defined in terms of modified treatment policy d(a,w), which is piecewise smooth invertible (Al ).

(C4) The intervention gg is an exponential tilting intervention and P {f(g — g)dfi}2 = op(n=1/?).

If Conditions (C1) and (C2) hold, and one of Conditions (C3) and (C4) holds, then: \/ﬁ{zﬁ%’:g —vYps}t~ N(O, 012375),
and \/E{ZZAJ?S(; —rs} ~ N(O, 0%75), where 012375 = Var{D%_’O(O) - D72775 (0)} and 0%6 = Var{thé(O) — D},’g(O)}
are the respective efficiency bounds.

Theorem 3 establishes the weak convergence of 1&‘3 s and 1&?5’5 pointwise in §. This convergence is useful to derive
confidence intervals in situations where the MTP has a scientific interpretation for a given realization of §. Under

. A2 2 . .. . 1 2
Theorem 3, an estimator 67, 5 of 07, 5 may be obtained as the empirical variance of Dﬁjm,o(Oi) - D3, 5(0;), and

a Wald-style confidence interval may be constructed as @[3%57 5 = 21-a/20%(0)/y/n; the same applies to Vs
Although the one-step estimator has optimal asymptotic performance, its finite-sample behavior may be affected by
the inverse probability weighting involved in the computation of the efficient influence functions D% (0;)):7=1,2.In
particular, it is not guaranteed that ¢ 77 5 and ¢)7% will remain within the bounds of the parameter space. This issue may
be attenuated by performing weight stabilization. The estimated EIF D}mi) (O;) can be weight-stabilized by dividing
(9) and (11) by the empirical mean of Hn}j(i),é(Aiv Z;, L;, W;) and Hfh_ (i),é(Ai’ Z;, L, W), respectively; as well as
dividing (10), (12), (15), and (16) by the empirical mean of §;;y s(A; | Wi)/&;¢i)(Ai | Wi).

4.2 Efficient Targeted Minimum Loss Estimator

Although corrections may be applied to the one-step estimator, a more principled way to obtain estimators that remain
in the parameter space may be derived from the targeted minimum loss (TML) estimation framework. The TML
estimator is constructed by tilting an initial data adaptive estimator 7) towards a solution 7} of the estimating equations

Pu{Dio— D25} =vps(7) and P.{DZ;— D} s} =1rs(i), (20)

where 1p 5(7) and 91 5(7}) are the substitution estimators in formula (21) obtained by plugging in the estimates 7 in
the parameter definition (7). Thus, a TML estimator is guaranteed to remain in the parameter space by virtue of its
being a substitution estimator. The fact that the nuisance estimators solve the relevant estimating equation is used to
obtain a weak convergence result analogous to Theorem 3. Thus, while the TML estimator is expected to attain the
same optimal asymptotic behavior as the one-step estimator, its finite-sample behavior may be better. An algorithm
to compute a TML estimator 7 is presented in the Supplementary Materials. Roughly, the algorithm proceeds by
projecting the EIF into score functions for the model of each nuisance parameter and fitting appropriate parametric
submodels [van der Laan and Rose, 2011]. For example, the following model is fitted for m:

logit mg(a, 2,1, w) = logit M(z, 1, a,w) + BrHr(o) + fpHp(o), where

(1 | a,w) {1_ gs(a | w) (1 | a,w) {g5<a|w> _g5<a|w>}7

(1] z,a,w) &la | z,w) (1] z,a,w) L&la]z,w) gla|w)

Hp(o) 3 }, and Hj(o) 3
and logit(p) = log{p(1 — p)~'}. Here, the initial estimator logit m(z,[,a,w) is considered a fixed offset variable
(i.e., a variable with known parameter value equal to one). The score of these tilting models is equal to the corre-
sponding component of the EIF. The parameter 5 = (8;, 8p) may be estimated via standard logistic regression of
Y on (Hp(O), H;(0)) with no intercept and an offset term equal to logit m(z, [, a, w). Let 3 denote the MLE, and
let m = mj denote the updated estimates. Fitting this regression model ensures that m solves the relevant score
equations. Regression models like this are estimated iteratively for all parameters in a way that guarantees that the
estimating equations (Equation (20)) are solved up to an error term that converges to zero in probability at rate faster
than n~1/2. Upon termination of the iterative process, the TML estimators are defined as

N 1 LI
g%e = ﬁ/ E {u(a, W;)g(a | W;) — 0(Zi, a, W;)gs(a | W;) } dk(a)
i=1
(21)

e = o [ 3" {a(Zia, W) = e W) gs(a | Wo)ds(a)

The fact that the TML estimator solves estimating equations (Equation (20)) is fundamental to the following theorem.

11
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Theorem 4 (Weak convergence of TML estimator). Assuming that (C1) and (C2) hold, and one of (C3) and (C4)
of Theorem 3 hold, then \/ﬁ{wg’fée — Ypst ~ N(O,U%ﬁ),\/ﬁ{w?’gle — Y1} ~ N(0,0'%[s), where J2D}5 =
Var{D}]}O(O) - D%_’&(O)} and 0%5 = Var{D?m(O) - D}M(O)}.

Using Theorem 4, asymptotically valid variance estimators, p-values, and confidence intervals for the (in)direct effects
may be obtained in a manner analogous to those for the one-step estimator. The proof of the theorem proceeds using
similar arguments as the proof of Theorem 3 for the one-step estimator, using empirical process theory and leveraging
cross-fitting to avoid entropy conditions on the initial estimators of 7. Since the estimators now depend on the full
sample through the estimates of the parameters [ of the logistic tilting models, the empirical process treatment differs
slightly to that of Theorem 3; its proof is detailed in the Supplementary Materials.

In Section S1 of the Supplementary Materials, we present a simulation study comparing the two efficient estimators
under different configurations of nuisance parameter misspecification. In brief, our findings illustrate that our estima-
tors empirically satisfy the forms of robustness identified by our theoretical investigations; moreover, in keeping with
prior investigations in other settings [e.g., van der Laan and Rose, 2011], the TML estimator generally outperforms
the one-step estimator in terms of both bias and efficiency. Given the favorable evaluation of our proposed estimators
in these experiments, we next demonstrate their application.

5 Application to the X:BOT trial

We now apply our stochastic interventional direct and indirect effects to decompose the causal effect of a strategy
where buprenorphine dose is successively increased early in the treatment course (regardless of opioid use) on relapse
among those with opioid use disorder (OUD). Data for our illustrative analysis come from the X:BOT trial, a 24-
week, multi-site randomized controlled trial designed to examine the comparative effectiveness of extended-release
naltrexone (XR-NTX) and sublingual buprenorphine-naloxone (BUP-NX) on relapse [Lee et al., 2018]. The X:BOT
trial enrolled 570 participants, all of whom were 18 years or older, had OUD [as per the Diagnostic and Statistical
Manual of Mental Disorders-5; American Psychiatric Association, 2013], and had used non-prescribed opioids in the
30 days preceding enrollment. Participants were randomized to receive either XR-NTX or BUP-NX using a stratified
permuted block design; 287 of the 570 were randomized to receive BUP-NX. Prior analytic efforts have established
a protective effect of BUP-NX administration (versus placebo) on OUD relapse [Mattick et al., 2014]. For each
participant assigned to receive BUP-NX, the prescribed dose was based on both clinical indication [Lee et al., 2018]
and clinician judgment. Some clinicians tended to hold dose constant over time (i.e., a static regimen), while others
increased dose — either based on clinical assessment or on the hypothesis that higher doses would result in better
outcomes [Comer et al., 2005]. We estimated stochastic interventional (in)direct effects to assess the mechanism by
which universally ramping up BUP-NX dose early in treatment (i.e., three or more dose increases in the first four
weeks of treatment) could mitigate the risk of OUD relapse.

Baseline covariates (W) available in the data included site; gender; age; race/ethnicity; homeless status; educational
attainment; employment status; marital status; current intravenous drug use; alcohol use disorder; cocaine use disorder;
age at start of heroin use; severity of current opioid use; indicator of prior OUD treatment; past withdrawal discomfort
level; histories of amphetamine use, sedative use, and cannabis use; weekly cost of primary drug; whether or not living
with an individual currently using drugs or with alcohol use disorder; histories of psychiatric illnesses; randomization
timing; baseline pain level; baseline depression symptoms. The exposure (A) was taken to be successive increases in
dose of BUP-NX versus static dose, measured during the first four weeks of treatment. Mediating factors (Z) included
depression and pain, measured from week 6 until relapse or week 24 (end of follow-up). Abstinence from illicit
opioid use early in the treatment schedule, measured between weeks 4 and 6, acted as an intermediate confounder
affected by exposure (L). OUD relapse status at the X:BOT trial’s end of follow-up was the outcome of interest ().
To examine the effect of exposure to successive increases in BUP-NX dose, we consider an incremental propensity
score intervention, which, for binary A, replaces the propensity score g(1 | w) with a shifted variant constructed
from multiplying the odds of exposure by a user-specified degree parameter ¢ [Kennedy, 2019], which we vary along
a grid log(d) € {—10.0,—9.5,...,9.5,10.0} of the observed exposure odds. Across all such estimates in the odds
& of exposure, the stochastic interventional (in)direct effects that we estimated may be interpreted in terms of the
overall effect of increasingly encouraging ramping up BUP-NX dose early in treatment on the counterfactual risk of
OUD relapse; thus, the results of our analysis may be informative of the mechanisms by which increasing BUP-NX
dose can alter the risk of OUD relapse. Figure 2 presents the direct and indirect effect estimates across the grid in
6. We applied both of our cross-fitted, efficient one-step and TML estimators to examine the stochastic interventional
direct and indirect effects of increasing the odds of ramping up BUP-NX dose. Both strategies produced results
generally in close agreement with the magnitude of the (in)direct effects. For each point estimate, standard error
estimates and 95% Wald-style confidence intervals were constructed based on Theorem 4. To ensure flexibility of
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Adaptive prescription strategies directly lower risk of OUD relapse
based on estimated stochastic interventional (in)direct effects
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Figure 2: Stochastic interventional direct (upper panel) and indirect (lower panel) effect estimates of hypothetically
increasing exposure odds to a BUP-NX dose schedule in which dose is increased early in OUD relapse treatment.

our estimators, all nuisance parameters 7 = (e, m,d, g, b, u, v, s, q) were estimated using the Super Learner ensemble
modeling algorithm [van der Laan et al., 2007, Coyle et al., 2021]. From examination of the point estimates and
confidence intervals of the (in)direct effects in Figure 2, two conclusions may be drawn. Firstly, there appears to be
little to no indirect effect of successively increasing BUP-NX dose on risk of OUD relapse, revealing that any effect
of BUP-NX dose cannot be explained by actions on mediating factors such as pain or depression. Secondly, the direct
effect of successively increasing BUP-NX dose varies considerably across changes in the odds of the introduction of
such a dosing schedule. Importantly, lowered odds of dosage increases could lead to as much as a 5% increase in OUD
relapse risk, with a plateau emerging at odds lower than ~0.1%, suggesting that static dose can lead to comparatively
heightened relapse risk. OUD relapse risk further appears to decrease by ~10% with increased odds of successive
BUP-NX dose increases, with the risk plateauing at odds higher than 33%. This decrease in the counterfactual risk of
OUD relapse suggests a protective effect of BUP-NX dose schedules when dose is successively increased early in the
treatment course; however, the action mechanism is not readily apparent.

The conclusions that may be drawn from our re-analysis using the stochastic interventional (in)direct effects comple-
ment those previously reported in the investigations of Lee et al. [2018], who evaluated the total effect of BUP-NX
(versus XR-NTX) treatment on OUD relapse, and Rudolph et al. [2020a], who used the interventional mediation
analysis approach of Diaz et al. [2020] (for static interventions on A) to examine differences in relapse risk between
homeless and non-homeless participants. Importantly, our substantive conclusion — that dosage increases directly
lower the risk of relapse — agrees with those of Rudolph et al. [2020b], who found that dosage increases directly
lowered risk of OUD relapse when such increases followed opioid use. Notably, our proposed (in)direct effects and
estimation approach differ from prior efforts in three important ways: (i) our causal effect definitions remain unaltered
in the presence of intermediate confounders affected by exposure and may be re-evaluated in randomized trials, (ii) the
flexible estimators we introduce eschew restrictive modeling assumptions by incorporating modern machine learning
in nuisance parameter estimation, and (iii) our strategy provides an analog to a dose-response analysis by allowing for
the risk of OUD relapse to be traced out across changes in the odds of exposure to a schedule in which BUP-NX dose
is increased repeatedly early in treatment.
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6 Discussion

We have proposed a class of novel direct and indirect effect estimands for causal mediation analysis, as well as two
efficient estimators of these effects in the nonparametric statistical model. Importantly, our proposed estimation frame-
work allows for data adaptive estimation of nuisance parameters, while still preserving the benefits associated with
similar classical techniques: our estimators are regular and asymptotically linear, provide unbiased point estimates, are
multiply robust, allow the construction of asymptotically valid confidence intervals, and are capable of attaining the
nonparametric efficiency bound. Notably, our (in)direct effects remain well-defined even in the presence of interme-
diate confounders affected by exposure. Further, any scientific conclusions drawn based upon our proposed (in)direct
effects may be readily interrogated in trials that randomize both the exposure and mediators. Such flexible effect
definitions and estimators appear necessary both to cope with the design complexity of modern epidemiological and
biomedical studies and to take advantage of the ever-growing number of flexible, data adaptive regression techniques.

The challenge of leveraging data adaptive regression methodology to construct robust estimators that accommodate
valid statistical inference is not a new one. It has been considered in great detail as early as the work of Pfanzagl
and Wefelmeyer [1985] as well in numerous recent advances, most notably by van der Laan and Rose [2011, 2018]
and Chernozhukov et al. [2018]; related work by these authors presents a wealth of extensions and applications. In
the present work, we derive multiply robust, efficient estimators based on both the one-step and targeted minimum
loss estimation frameworks. Following Klaassen [1987] and Zheng and van der Laan [2011], our estimators leverage
cross-validation to avoid imposing possibly restrictive assumptions on nuisance function estimators. We demonstrated
the properties of our estimators in simulation experiments that illustrated their ability to yield unbiased point estimates,
attain the nonparametric efficiency bound, and build confidence intervals exhiting coverage at the nominal rate across
several nuisance parameter configurations — all within a context in which classical mediation effects are ill-defined.
We demonstrated the application of our novel (in)direct effects in dissecting the mechanism by which increasing the
odds of adopting a dosing schedule of universal successive increases in buprenorphine early in treatment affects OUD
relapse [Lee et al., 2018, Rudolph et al., 2020a].

Several significant extensions and refinements are left for future consideration. Firstly, our proposed estimation strat-
egy for the direct and indirect effects leverages re-parameterizations of factors of the likelihood in order to simplify
the estimation of nuisance parameters. This approach works particularly well when either mediators or intermedi-
ate confounders are of modest dimension; however, improvements can be made to accommodate settings in which
both mediators and intermediate confounders are of high dimensionality. When defining effects based upon stochastic
interventions indexed by the user-specified parameter , an important consideration is choosing a priori a particular
value of §. One solution is to evaluate a set of causal effects indexed by a grid in 6. In such cases, aggregate effects
(across §) may be summarized via working marginal structural models [e.g., Hejazi et al., 2020] or the construction of
uniform tests of the null hypothesis of no direct effect [e.g., Diaz and Hejazi, 2020]. Developments of these distinct
summarization strategies would enrich the range of scientific problems to which these robust and flexible direct and
indirect effects may be applied.

Supplementary Materials

The reader is referred to the on-line Supplementary Materials for technical appendices. R scripts used to conduct
the simulation experiments and real-world data analysis have been made publicly available in a GitHub repository at
https://github.com/nhejazi/pub_medshift_interv_biostats. While the estimation machinery
is accessible from that GitHub repository, its integration into our open source medshift R package [Hejazi and Diaz,
2020] (https://github.com/nhejazi/medshift) is ongoing and will support wider long-term usage.
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S1 Simulation study

We used simulation experiments to assess our two proposed efficient estimators of the (in)direct effects. On account
of computational considerations, we focus on binary exposures and intermediate confounders in this example; how-
ever, as noted in the prior, our proposed methodology is general enough to be readily applicable in the presence of
continuous-valued covariates, treatment, mediators, intermediate confounders, and outcome. We used the following
data-generating mechanism for the joint distribution of O to generate synthetic data to evaluate our two estimators:

W1 ~ Bernoulli(p = 0.6);

W4 ~ Bernoulli(p = 0.3);

W3 | (Wy, Wa) ~ Bernoulli(p = 0.2 + 1/3 - (W7 + Wa));
A | W ~ Bernoulli(p = expit(2 + (5/(W1 + Wa + W3))));
L | (A, W) ~ Bernoulli(p = expit(1/3(W1 + Wa + W3) — A —log(2) + 0.2));
Z | (L, A,W) ~ Bernoulli(p = expit(log(3) - (W, + Wa) + A — L));

3-(3L3A+Z))>

Y |(Z,L,A,W) ~ Bernoulli <p expit (1 2 (W L Wa £ Ws)
where expit(z) = {1 + exp(z)}~!. For each of the sample sizes n € {200,800, 1800, 3200, 5000, 7200,
9800, 12800, 16200}, 500 datasets were generated. For every dataset, six variations of each of the two efficient estima-
tors was applied — five variants were based on misspecification of a single nuisance parameter among {e, m,d, g, b}
while the sixth variant was constructed based on consistent estimation of all five nuisance parameters. An intercept-
only logistic regression model provided inconsistent estimation of each of the nuisance parameters {e, m,d, g, b},
while a Super Learner ensemble [van der Laan et al., 2007] was used to achieve consistent estimation. The Super
Learner ensemble was constructed with a library of algorithms composed of intercept-only logistic regression; main-
terms logistic regression; and several variants of the highly adaptive lasso [Benkeser and van der Laan, 2016, van der
Laan, 2017, Coyle et al., 2020], a nonparametric regression approach capable of flexibly estimating arbitrary func-
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tional forms at a fast convergence rate under only a global smoothness assumption [van der Laan and Bibaut, 2017,
Bibaut and van der Laan, 2019]. Note that we do not consider cases of misspecified estimation of {v, s, q, u}, as their
consistent estimation depends on a subset of the nuisance parameters {e, m,d, g, b}. Generally, based on Lemmas 5
and 6, robustness of the direct and indrect effect estimators to misspecification of {e, m,d} is to be expected, but the
same is not true under misspecification of {g, b}.

Figure S1 summarizes the results of our investigations of the relative performance of the estimator variants enumerated
above. Specifically, we assess the relative performance of our proposed estimators in terms of absolute bias, scaled
(by n'/?) bias, standard error and scaled (by n) mean squared error relative to the efficiency bound for the data-
generating model, the empirical coverage of 95% confidence intervals, and relative efficiency. In terms of both raw
(unscaled) bias and scaled bias, the estimator variants appear to conform to the predictions of Lemmas 5 and 6 —
specifically, raw bias vanishes and scaled bias stabilizes to a small value (providing evidence for rate-consistency)
under misspecification of any of {e, m, d} as well as in the case of no nuisance parameter misspecification. In the same
vein, when either of {g, b} are estimated inconsistently, some of the estimator variants display diverging asymptotic
(scaled) bias, in agreement with expectations based upon theory. The consistency of other estimator variants (e.g.,
the one-step estimator under misspecification of b) is likely an artifact of this data-generating mechanism, not to be
taken as a general indication of robust performance. In terms of their relative mean squared error, the estimators of
the (in)direct effects exhibit convergence to the efficiency bound under misspecification of {e, m,d} and under no
misspecification; this also appears to hold for a subset of the estimator variants under misspecification of {g, b}. We
stress that aspects of this are likely to be a particularity of the given data-generating mechanism or on account of the
irregularity of misspecified estimator variants, for the regularity and asymptotically linearity of the estimators is only to
be expected under consistent estimation of all nuisance parameters. Finally, the empirical coverage of 95% confidence
intervals is as expected: under a lack of nuisance parameter misspecification, both the one-step and TML estimators of
the direct and indirect effect achieve 95% coverage in larger sample sizes. We note that misspecification of e leads to
over-coverage for all estimator variants, implying an overly inflated variance estimate, while the confidence intervals
fail to attain the nominal rate in most other instances. Notably, several of the estimator variants generate confidence
intervals that are liable to converge to 0% coverage in larger samples under misspecification of {g, b}, very much in
line with theoretical expectations.

Importantly, the TML estimator appears to generally outperform the one-step estimator throughout several scenarios.
This comes in several forms, including lower bias, relative standard deviation, or relative mean squared error under
misspecification of {e, m,d} or under no misspecification; however, under inconsistent estimation of {g, b}, the irreg-
ularity of the estimators complicates this comparison. Interestingly, under misspecification of g, the TML estimators
of the direct and indirect effects appear unbiased and efficient, a result unpredictable from theory given the irregularity
of the estimators under this configuration. Altogether, results of our numerical experiments indicate that our proposed
estimators exhibit properties that align with the theoretical results of Lemmas 5 and 6.
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Figure S1: Comparison of efficient estimators across different nuisance parameter configurations.

In the interest of transparency and computational reproducibility, R scripts used to conduct these simulation ex-
periments and summarize their results have been made publicly available in a curated GitHub repository located
athttps://github.com/nhejazi/pub_medshift_interv_biostats. The estimation machinery cur-
rently accessible via that repository is in the process of being integrated into the open source medshift R package,
available at https://github.com/nhejazi/medshift [Hejazi and Diaz, 2020].
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S2 Theorem 1

Proof First, we have
E{YA5,G5}
= /E{Ya,z | As =a,Gs = 2,W =w}gs(a | w)P(Gs =z | As = a, W = w)p(w)dv(a, z,w)

= /E {Yo . |W=w}gsla|w)P(Z(a)=2z|As =a,W =w)p(w)dv(a, z,w) (S1)
= /E {Yo.|A=0a, W =w}gs(a|w)P(Z(a) =z | W = w)p(w)dv(a, z,w) (S2)
= /E {Yo.|A=0a, W =w}gsla|w)P(Z(a) =2 | A=a,W = w)p(w)dv(a, z,w) (S3)

_ / E{Ya.|A=a, W =w,L=1}b(l|awgsa|wp(z| awp(w)dv(a, 21, w)

- / m(a, 2,1, w)b(l | a,w)gs(a | w)p(z | a,w)p(w)dp(a, 2,1, w), (s4)

where (S1) follows by definition of (As, Gs), (S2) follows by A4 and definition of As, (S3) follows by A6, and (S4)
follows by AS; the rearrangements made between (S3) and (S4) make use of A3. Similar arguments yield

E(Vac) = [ mla s w)bl | @ wigls | wp( | a,whp(w)dv(a, 1, w).
We also have
E{Ya, ¢}
= /E {Yo.|As=0a,G=2W =w}gs(a|w)P(G=2z]|As =a,W =w)p(w)dv(a,z w)

— [E{Yae [ W= w}esta | w)P(G =2 | W = w)pw)dv(a,z,w)

— [E{Var | A=W = w}esla | w)pl: | w)plw)dv(a, )

— [E{Vas | A=W = w}esla | w)pl: | w)plw)dv(a, )

— [E{¥as | A=aW = w.L =1} b1 a,w)gs(a | w)p(z | wp(wldv(e, 2,1 w)

= /m(a,z,l,w)b(l | a,w)gs(a | w)p(z | w)p(w)dr(a, 2,1, w).

Subtracting gives the expressions for the PIIE and PIDE in the theorem. U

S3 Efficient influence functions (Theorem 2)

Proof 1In this proof we will use ©;(P) : j = 1,2 to denote a parameter as a functional that maps the distribution
P in the model to a real number. We will assume that the measure v is discrete so that integrals can be written as
sums, and will omit the dependence on §. It can be checked algebraically that the resulting influence function will also
correspond to the influence function of a general measure v. The true parameter value for 6, is thus given by

01 = @1(P) = Z yp(y | a,z,l,w)p(l | CL,’LU)p(Z ‘ a7w)g5(a’ | w)p(w)
Y,a,2,m,w

The non-parametric MLE of 6, in the model of gs known is given by

Pnf a,z,lw Pnflaw Pnfzaw
@ P — Y,a,z,t, ,a, ,a, P7 " S5
( n) Z Y Pnfa,z,l,w Pnfa,w Pnfa,w gé(a | w) qu ( )

Y,a,z,m,w

4
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where we remind the reader of the notation Pf = [ fdP. Here fy 4 .10 = 1Y =y, A=0a,Z =2, M =m, W =
w), and 1(+) denotes the indicator function. The other functions f are defined analogously.

We will use the fact that the efficient influence function in a non-parametric model corresponds with the influence
curve of the NPMLE. This is true because the influence curve of any regular estimator is also a gradient, and a non-
parametric model has only one gradient. The Delta method [see, e.g., Appendix 18 of van der Laan and Rose, 2011]

shows that if © (P,, ) is a substitution estimator such that ; = ©;(P), and O (P,,) can be written as % (P,,f : f € F)
for some class of functions F and some mapping ©7, the influence function of ©4(P,,) is equal to

-3 P 0y ey

fer

Applying this result to (S5) with F = {fy 0. 21w, fa,z. 1,0 2,005 farws flaws faws fw 2 Y, @, 2,1, w} and rearranging
terms gives the result of the theorem. The algebraic derivations involved here are lengthy and not particularly
illuminating, and are therefore omitted from the proof. Similar analyses may be performed for the model where only
gs is unknown, as well as 6. U

S4 Targeted minimum loss estimation algorithm

To simplify notation, in the remaining of this section we will denote 7;(;)(O;) with 7(O;). If L is binary, the efficient
influence functions in Theorem 2 may be simplified using the following identity:

v(l,a,w) —v(a,w) = {v(1,a,w) — v(0,a,w)}{l — b(1 | a,w)},
which also holds for v replaced by s and v by s.

Step 1. Initialize /) = /. Compute ¥, 3, and §’ by plugging in M, g, &, d into equations (8), (18) and (17) if Z is
multivariate, and fitting data-adaptive regression algorithms as appropriate.

Step 2. For each subject, compute the auxiliary covariates
Hy, = ~E"(Li | A, Wi) {1_ gs(Ai | W3) }
Cd(Li | Zi A w) U E(AL] Zi, W)
_b(Li | Ai, Wi) { 8s(Ai [ Wi)  &s(Ai| Wi)}
d(L; | Zi, Ay, W) L &(Ai | ZiyWi)  E(Ai | Wy)

Li =

Kpi = V(1, Aj, W;) — (0, Ay, W;) — m{g(laAi7Wi) —5(0,A:, Wy)}

Ky = g‘s((f ||V”V/)) (5(1, A;, W;) — 80, Ay, Wi) — (1, Ay, W;) + (0, A;, W)}
s w0 —g W),

Moi = =i Tw g w)

My, = g6(1 ‘w)(l 5(1 |w)){q2(w)_ql(w)}

g w) (1 -g( | w)
Step 3. Fit the logistic tilting models
logit mg(A;, Z;, L, W;) = logit m(A;, Z;, Ly, W;) + BrHy; + BpHp
logit ba (1 | As, W;) = logit b(1 | A;, W;) + ay K1s + apKp;
logit g, (1 | W;) = logit g(1 | W) +~yrMi; + vypMp,;

where logit(p) = log{p(1 — p)~'}. Here, logit m(a, 2,1, w) is an offset variable (i.e., a variable with known
parameter value equal to one). The parameter 5 = (7, Sp) may be estimated by running standard logistic
regression of Y; on (Hp ;, Hy ;) with no intercept and an offset term equal to logit m(A;, Z;, L;, W;). Let B
denote the estimate, and let m = m denote the updated estimates. Perform analogous computations for b
and g.
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Step 4. Compute U according to equation (8) by plugging in m and b. Compute the covariate
g g5 (Ai | Wi)
bog(A )
and fit the model ~
logit GK(Ai, Wz) = logit G(Ai, Wz) +Kp + H]Ji

by running a logistic regression of i(Z;, A;, W;) on J; with an intercept and offset logit u(A;, W;). Let &
denote the MLE, and update u = u;.

Step 5. The TMLE of the direct and indirect effects are defined as:

B = % / > {ula, Wog(a | Wi) = (Z;, 0, Wi)gs(a | Wi} dr(a)
PRl = %/Z {6(Zi,a,W;) — (e, W;) } gs(a | W;)dk(a)

S5 Proof of Theorem 3

Proof Let P, ; denote the empirical distribution of the prediction set V;, and let G, ; denote the associated empirical

process /n/J(Py ;j — P). For simplicity we denote a general parameter ) with influence function D,, the proof
applies equally to the direct and indirect effect parameters. Note that

J
A 1
Z/Jgs = j ZPn,jDﬁj,5a 7/)5 = PDn
j=1
Thus, R
\/ﬁ{wgs - 1/16} = Gn{Dn,5 - 1/}5} + Rn,l(é) + Rn,2(6)7
where

J J
1 n
Ros(0) = <= 3~ us(Diys = D). Rua(6) = S PADs, 5 — V).
Jj=1 j=1

It remains to show that R,, 1(6) and R,, 2(J) are op(1). Lemmas 5 and 6 together with the Cauchy-Schwartz inequality
and assumption (C2) of the theorem shows that || R,, 2||a = op(1). For || Ry, 1||a We use empirical process theory to
argue conditional on the training sample 7;. In particular, Lemma 19.33 of van der Vaart [2000] applied to the class
of functions F = {Dj, s — Dy 5} (which consists of one element) yields

2C'log 2
7;} S Sl + | D6 — Dy 5|/(log 2)'/?

5 { (Gos(D, 5 — D)

By assumption (C2), the left hand side is op(1). Lemma 6.1 of Chernozhukov et al. [2018] may now be used to argue
that conditional convergence implies unconditional convergence, concluding the proof. O

S6 Theorem 4

Proof Let P, ; denote the empirical distribution of the prediction set V;, and let G,, ; denote the associated em-

pirical process y/n/J (P, ; — P). For simplicity we denote a general parameter ¢ with influence function D,,, the
proof applies equally to the direct and indirect effect parameters. By definition, the sum of the scores of the sub-
models {mg, b, g, Ux : (B, 0,7, k)} at the last iteration of the TMLE procedure is equal to n=! 3" | Dz(0;) =

op(n~1/2). Thus, we have

J
n mie 1 —
¢g l = j;Pn’]Dﬁ] +OP(TL 1/2).
Thus, R
VEm™e —0) = G, (D, — 0) + Rpa + Ruo 4+ op(n~1?),

6
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where , )
1 < \/ﬁ :
Ry = —=36j(Dg, = Dy)s Ruz =S P(Dy —0).
’ \ﬁ; I " 7 ]; .

As in the proof of Theorem 3, Lemmas 5 and 6 together with the Cauchy-Schwartz inequality and the assumptions of
the theorem shows that R,, o = op(1).

Since Dy, depends on the full sample through the estimates of the parameters 3 of the logistic tilting models, the
empirical process treatment of ?,, 1 needs to be slightly from that in the proof of Theorem 3. To make this dependence
explicit, we introduce the notation D;;, 3 = D, and R, 1(3). Let F = {D;, 3—D,, : 3 € B}. Because the function
7); is fixed given the training data, we can apply Theorem 2.14.2 of van der Vaart and Wellner [1996] to obtain

1
B sup (60371 | 75 p SR [ 1+ 80 Ll La(P e
feFs, 0

where N{j(e||F|[, 3, L2(P)) is the bracketing number and we take I} = supge | Dy, 3 — Dy as an envelope for
the class ]-'7{. Theorem 2.7.2 of van der Vaart and Wellner [1996] shows

. . 1
log Ny (el |F7 ||, Fiys L2(P)) S ———.
el | Fl|
This shows
e ™S N il
W2 [t Nyl L s [ IR + e
0 0
j e [F1
<UFI+ IR [ e
0
< (|31 + 2| FJ 112,
Since ||F7|| = op(1), this shows Supczi Gn,jf = op(1l) for each j, conditional on 7;.  Thus
SUPgep R,1(8) = op(l). Lemmas 5 and 6 together with the Cauchy-Schwartz inequality and the assump-
tions of the theorem show that R,, » = op(1), concluding the proof of the theorem. O

S7 Additional results

Lemma S1 (Second order terms for modified treatment policies). Let d&(o) denote dv(a,l,z)dP(w), and let
r(z |,a,w) denote p(z | a,w), and let h(z |,w) denote p(z | w). Let d(a,w) denote a modified treatment policy
satisfying Al. We have

PD7171,5 — Y (9) = / (ggl:l — 1> (m —my)byrgs1dé (S6)
- / (g - 1) (U — u)gsdg (S7)
g1
+/ (:1 . 1) (my — m)byrgs.1de (S8)
- / £ (b~ b)(vi — v)gsadé (9)
g1
- /(U1 —u)(gs1 —gs)d¢ (S10)

and

e d
PD; 5 —1a(6) = / ( - 1) (m — m1)byhgs,ide
€1 d1

+ / £ (b1~ b)(s1 ~ 9gnace
- / (a1 — a)(gs1 — g5)de.

7
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Proof Note that

/ - 1) (m —my)byrgsdé + /(m —my)byrgs d¢
= [5(es — gt - [ aganae
/

é(b —b1)vigs1dE + / g%(ulf — U1)gs,1d€ + / U1gs,1dE

=:<86>4-J/<al-a>g&1ds

T /(m — my)byrgs 1 dE + / é(b — by)vigsdE

+/§u1rg571d£—/gﬁlg571d£
g1 g1
—/ﬁ(ga—g5,1)d§

— (6~ [ (1) @ - wgsrag
g1
+/§m1b1rg5’1d§—/Embrg&ld{
g1 g1
+ /(m —my)byrgs1d€ + / é(b —b1)vigs1dé

*/ﬁ(ga —gs,1)d¢
= (56) — (57)
+ /(m —my)birgs 1dé + / é(b = b1)vigs1dg

+ / E(m1b1 + mb; — mby — mb)rgs1d¢

g1
- /ﬂ(ga —gs,1)d¢
= (56) — (S7)

+ /(m —my)byrgs1d§ + / é(b —b1)vigs1dé

+ / é(ml —m)birgs1dE + / ggi(bl — b)mrgs 1d¢
—/G(ga —gs5,1)d¢

= (56) — (S7) + (S8) — (S59)

—/G(ga—ga,l)d§~

Using Al we can change variables to obtain
PS;;‘;}S = /ﬁl(ga —gs51)d&.

The proof for 15 is analogous. This completes the proof of the theorem.

(S11)
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Lemma S2 (Second order terms for exponential tilting.). Define c(w) = { [, exp(da)g(a | w)} ™", and let c1(w) be
defined analogously. Let b(a) = exp(da). Using the same notation as in Lemma 5, we have

s [ (E
/(&
/(&

/gé by —b)(vi —v)gs,1d¢

d
CT — 1) (m — ml)blrg571d£

) U1 - U)gé 1d¢

7 N N

) my — m)byrgs1d€

/u1—u (851 — g5)d¢

/{ 1 —¢) /bgluldn/bgd/{}df
/{ e —c /bm(g—gndn} de,

and

~0al@) = [ (£4-1) (- mbihgssae

e dg

+ / - (b1 — b)(s1 — s)gs,1dE
— /(q1 —q)(gs,1 —gs)d¢

—/{(01 —c)Q/bglqldH/bgdn} d¢
+/{(01 —C)/bm(g—gl)dﬂ} d¢.

Proof In this proof, (S11) is also valid. We have
psiA - / G(gs — g51)d€ = PS4 / 01 (g5 — g51)d€ + / (B — ) (g1 — g9)d¢

It thus remains to prove that

PS}7 f/ﬁl(g(; —gs1)de = — / {(01 - c)z/bgluldn/bgdn} d¢
+ / {(cl - c)/bﬂl(g - gl)dn} d¢.
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We have
PS},;A—/Gl(ga —g5,1)d¢
81,6 - 81,6 _ _
:/{ —ulgdn—/—gdn/ulgwdﬁﬁ—/(gm —g(;)u1d/1} d¢
g1 g1
/{gl'ﬁguldn/gguld/iJr/nguldn [1/mgdn”dg
g1 g1
:/{cl/bﬁlgdﬂ—cl/bﬁlgdlﬁ—kcl/bgﬁldfi/(c—cl)bgd/ﬁ} d¢
= /(01 —c) {/bulgdmcl/bgluldn/bgdn} dé
= /(c1 —¢) {/bulgdn—c/bgluldm/bgdn— (c1 —c)/bgluldn/bgdm} d¢
/{(cl fc)Q/bglﬁldn/bgdn+ (c1 —c) Ubulgdn/bgluldn”dg (S12)
:/{_(01 - C)z/bglﬁldﬁ/bgdﬁ‘F (c1 — C)/bﬁl(g—gl)dﬂ} dg,
where (S12) follows from ¢ [ bgdx = 1. The proof for 1, is analogous. O
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