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second stage is to get the final prediction instead of using common types of ensemble learning, such as
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Abstract. Recently, using credit cards has been considered one of the
essential things of our life due to its pros of being easy to use and flex-
ible to pay. The critical impact of the increment of using credit cards is
the occurrence of fraudulent transactions, which allow the illegal user to
get money and free goods via unauthorized usage. Artificial Intelligence
(AI) and Machine Learning (ML) have become effective techniques used
in different applications to ensure cybersecurity. This paper proposes our
fraud detection system called Man-Ensemble CCFD using an ensemble-
learning model with two stages of classification and detection. Stage one,
called ML-CCFD, utilizes ten machine learning (ML) algorithms to clas-
sify credit card transactions to class 1 as a fraudulent transaction or class
0 as a legitimate transaction. As a result, we compared their classifica-
tion reports together, precisely precision, recall (sensitivity), and fl-score.
Then, we selected the most accurate ML algorithms based on their classi-
fication performance and prediction accuracy. The second stage, known
Ensemble-learning CCFD, is an ensemble model that applies the Man-
Ensemble method on the most effective ML algorithms from stage one.
The output of the second stage is to get the final prediction instead of using
common types of ensemble learning, such as voting, stacking, boosting, and
others. Our framework’s results showed the effectiveness and efficiency of
our fraud detection system compared to using ML algorithms individually
due to their weakness issues, such as errors, overfitting, bias, prediction
accuracy, and even their robustness level.

Keywords: Fraud detection - Imbalanced datasets - Credit card
fraud - Fraudulent transaction - Ensemble learning

Introduction

Credit Card Fraud

The majority of people of different ages have their credit cards and use them
daily in most of their purchases. Using credit cards is considered one of the
essential things of our life due to its pros of being easy to use and flexible to

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
K. Arai (Ed.): SAT 2022, LNNS 507, pp. 1-16, 2022.
https://doi.org/10.1007/978-3-031-10464-0_14


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-10464-0_14&domain=pdf
https://doi.org/10.1007/978-3-031-10464-0_14

Author Proof

2 T. Baabdullah et al.

pay. Figure 1 shows the approval procedure for a credit card transaction from
swipe/use a credit card by cardholder until complete or cancel that transaction,
as the following steps: cardholder, merchant’s payment system (point-of-sale
(POS) terminal/software or e-commerce website), merchant’s bank, payment
brand, cardholder’s bank to authorize that transaction then route it back to
the same points with its authorization number/code until arriving the merchant
to finalize the transaction with the customer. Therefore, using our credit cards
frequently everywhere, including online shopping, will increase the probability
of fraud risk and for being used by an unauthorized party. The critical impact of
the increment of using credit cards is the occurrence of fraudulent transactions,
which allow the illegal user to get money and free goods via unauthorized usage.
Credit card fraud (CCF) has become the main issue for financial institutions,
the credit card industry, the community, and cardholders. Thus, governments,
businesses and companies, and financial institutions pay more attention to this
security issue and apply different security detection systems to detect and sus-
pend fraudulent transactions [1,13,17,21].
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Fig. 1. Credit card transaction approval procedure

Many academics and researchers proposed fraud detection systems and tech-
nical methods to solve credit card fraud. Still, there are a lot of issues and
challenges with these detection systems and solutions, such as skewed datasets
and imbalance classification, lack of public datasets, anomaly/outliers detec-
tion, and concept drift. Artificial Intelligence (AI) and Machine Learning (ML)
have become effective techniques used in different applications to ensure cyber-
security and build security prevention and detection systems. Thus, credit card
issuers should improve their security systems by implementing advanced Credit
Card Fraud Prevention and Fraud Detection methods. Machine Learning-based
techniques can constantly improve their performance and prediction accuracy of
fraud prevention and detection based on cardholder’s behavior analysis. How-
ever, the changing of the cardholder’s behavior and profile and fraud techniques
used negatively affect the classification performance and prediction accuracy of
CCFD systems [3]. There are many challenges faced by CCFD systems, such
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as lack of public real-world datasets, skewed data and imbalanced classifica-
tion, anomaly/outlier detection, supports real-time detection, concept drift, and
reduction of a large number of data [1,7,9,10].

1.2 Ensemble Learning

As known, each ML technique has its pros and cons, such as errors, overfitting,
bias, prediction accuracy, and even their robustness level. Also, the classification
performance and prediction accuracy for each ML technique vary depending
on the datasets. Thus, we can not generalize the best ML-CCFD system or
method used with any datasets. During our research to find the single best-
performing model to detect fraudulent transactions, we realized the benefit of
combining several ML techniques to ensure the performance and accuracy of
detection, as mentioned in many research papers as in [14]. Hence, ensemble
learning combines many ML classifier models trained on the same datasets to
get the final prediction by all of them instead of depending on the single best-
performing model, as shown in Fig. 2.
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Fig. 2. Ensemble learning

The main advantages of using ensemble learning algorithms are better robust-
ness and predictions. Many ML techniques have variance in the predictions or
the model stability. Therefore, ensemble learning techniques provide stable pre-
dictions than an individual model; also, ensemble learning presents the best
predictive skill than an individual model.> Using ensemble learning to combine
simple ML algorithms is better than applying complex algorithms with multi-
layers.

! https://machinelearningmastery.com/ensemble-learning-algorithms-with-python/.
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This paper proposes our credit card fraud detection Man-Ensemble CCFD
system using an ensemble-learning model with two stages of classification and
detection. Stage one (ML-CCFD) utilizes ten machine learning (ML) algorithms
then trains them individually to classify credit card transactions to either class
1 as a fraudulent transaction or class 0 as a legitimate transaction. As a result,
we compared their classification reports together, precisely precision, recall (sen-
sitivity), and fl-score. Therefore, we selected the most accurate ML algorithms
based on their classification performance and prediction accuracy. The second
stage is an ensemble-learning CCFD that applies our method Man-Ensemble
on the most effective ML algorithms chosen from stage one. The output of this
stage is to get the final prediction instead of using common types of ensem-
ble learning, such as voting, stacking, boosting, and others. The results of our
framework showed the effectiveness and efficiency of our fraud detection system
compared to using ML algorithms individually due to their weakness issues, such
as errors, overfitting, bias, prediction accuracy, and even their robustness level.
To summarize, the contributions of this paper are as follows:

— Applying our proposed CCFD system on two different datasets, real-world
and synthetic datasets, to ensure the accuracy of the final prediction of our
framework.

— Training the most common ML algorithms used in credit card fraud detection
individually.

— Using our detection method to find the final prediction of our ensemble-
learning model.

The rest of this paper is organized as follows; Sect. 2 presents the literature
review of some related works that used ensemble-learning in credit card fraud
detection. In Sect.3, we describe our methodology and proposed framework.
Section 4 displays the results assessment and performance evaluation. Section 5
summarizes the conclusion of our work and our final results.

2 Literature Review

Many academics and researchers presented detection systems and methods to
detect fraudulent credit card transactions using ML techniques. Using ensemble
methods (EMs) for classification purposes is considered one of the interesting
areas of research in ML. Hence, a lot of recent research mentions the importance
of using EMs to improve the classification performance of classifier models by
predicting suitable classes.

Using ensemble strategies in unsupervised outlier detection is a common
method to improve the estimation of the outlier scores [22]. Also, combining
supervised and unsupervised outlier detection algorithms were performed by
using sequential [15], and parallel [18] ensemble strategies. An ensemble machine
learning approach on real-world datasets was presented by Sohony et al. in [16],
which was a combination of random forest and neural network. It worked appro-
priately to predict the label of a new sample with high accuracy and confidence.
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Carcillo et al. proposed a Hybrid technique that combines supervised and
unsupervised methods to improve fraud detection accuracy. Thus, unsupervised
learning techniques support the fraud detection systems to find anomalies. They
computed unsupervised outlier scores in various levels of granularity. They used
a real-life credit card dataset for fraud detection. The final results showed the
effectiveness of the combination and its improvement of the detection accuracy
[6]. Carcillo et al. in [5], a fraud detection open-source platform (SCARFF) was
designed, implemented, and tested to detect fraudulent transactions of credit
card transactions. The framework used big data tools (Kafka, Spark, and Cas-
sandra) with two ML classifiers (Feedback Random Forest classifier and Delayed
classifier). The results displayed the framework’s scalability, efficiency, and accu-
racy over a significant stream of transactions. Motwani et al. applied several ML
techniques and evaluated them on actual credit card datasets; then, they pro-
posed a predictive ensemble model for credit risk detection. The proposed model
was evaluated based on different performance metrics, and the results of the pro-
posed model showed the improvement of the prediction accuracy and correlation
coefficient [11].

Polikar et al. introduced the definition of ensemble learning as an ML
paradigm that combines multiple base learners (individual ML algorithms) to
resolve the same problem [12]. Arya et al. proposed a predictive framework
(DEAL) based on extra-tree ensemble and deep neural network that represents
each transaction as a tensor to reveal the latent and inherent relations between
spending patterns and fraudulent transactions [2]. Young et al. presented a deep
super-learning approach with high log loss and accuracy results than deep neural
networks. The results of their deep super-learner showed that the performance
of the deep super-learner was better than the performance of the individual base
learners and, in some cases, deep neural networks [19]. Hamori et al. made a
study to compare the effectiveness of using ensemble learning or deep learn-
ing of default payment data and analysis their prediction accuracy and classi-
fication ability. The study included three ensemble-learning methods (bagging,
random forest, and boosting) and different neural network methods with vary-
ing activation functions. The results illustrated that the classification ability to
boost ensemble learners is better than other ML methods, including neural net-
works [8]. Zareapoora and Shamsolmoalia proposed their experiment of training
various data mining techniques performed on real-life credit card transactions
dataset, and they evaluated each methodology based on specific design crite-
ria. The observed results showed that the bagging ensemble classifier is the best
classifier to construct the fraudulent transaction detection model [20].

3 Proposed Method

3.1 CCFD System

ML algorithms are considered the most valuable cybersecurity and fraud detec-
tion techniques, but many have weaknesses, such as errors, overfitting, bias,
prediction accuracy, and even their robustness level. Ensemble learning is an
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assemble method of multi ML algorithms and allows them learned, then use com-
mon types of ensemble learning to get the final prediction. Hence, this paper uses
many ML algorithms to ensure our model’s classification performance, prediction
accuracy, robustness, and results. We propose our credit card fraud detection,
called the Man-Ensemble CCFD system, based on using an ensemble-learning
model that has two stages of prediction, as illustrated in Fig. 3.
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Fig. 3. Our proposed man-ensemble CCFD system
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We utilized ten ML algorithms to classify transactions to fraud (class 1) and
non-fraud (class 0) in Stage one (ML-CCFD). The ten ML algorithms used in
stage one are as follows: Random Forest (RF), Logistic Regression (LR), Deci-
sion Tree (DT), K-Nearest Neighbor (KNN), Gaussian Naive Bayes (GNB), Sup-
port vector clustering (SVC), eXtreme Gradient Boosting (XGBoost), Stochastic
Gradient Descent (SGD), Gradient boosting classifiers (GBC), and Light Gra-
dient Boosting (LGB). We used five of these ML techniques in our work [4] to
compare between them and find the most accurate one with our data to detect
fraudulent transactions accurately. Our old work showed that the RF classifier
model was the best MLL method due to its highest accuracy, sensitivity, and
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AUPRC. Therefore, we have doubled the number of ML techniques used in this
current experiment; also, we used an ensemble-learning technique to improve the
performance and prediction accuracy.

3.2 Datasets and Features Extractions

These classifier models are trained individually on two datasets (CreditCard.csv,
FraudTrain.csv and FraudTest.csv) available on Kaggle datasets, as described
in Table1. We applied our experiment on two different datasets to ensure the
accuracy of our learner model’s performance and prediction. The first dataset
was a real-world dataset, CreditCard.csv, which has 31 features, 28 features (V1,
V2, V3 ... V28) were transformed with Principal Component Analysis (PCA)
for confidentiality issues. Thus, the rest of the features not transformed with
PCA are ‘Time’ and ‘Amount’, representing the seconds elapsed between each
transaction and the first transaction and the exact amount. The last feature is
‘Class’, which has the value 1 in case of a fraudulent transaction and 0 in the
original transaction. This dataset has credit cards transactions that occurred
in two days in September 2013 by European cardholders to contain 492 frauds
out of 284,807 transactions. Therefore, this dataset is imbalanced because the
fraudulent transactions (positive class) are 0.172% of all transactions.?

Table 1. Our datasets

CreditCard datasets Fraud datasets

Real-world credit card transaction Simulated/synthetic credit card

dataset transaction dataset

Transformed data with PCA for Available to include 1000 customers and
confidentiality 800 merchants

Made by credit cards in September 2013 |Created by Brandon Harris from Jan 1st,
by European cardholders for researches |2019 to Dec 31th, 2020
in University Libre de Bruxelles (ULB)

492 frauds out of 284,807 transactions 9,651 frauds out of 1,852,394 transactions

The second dataset was the FraudTrain.csv and FraudTest.csv datasets; we
merged them into 1,852,394 credit card transactions and 24 features. It is a
synthetic (simulated) credit card transaction dataset from January 1, 2019, to
December 31, 2020, generated using Sparkov Data Generation tool by Brandon
Harris.? It contains 1,842,743 legitimate and 9,651 fraud transactions for 1000
customers dealing with a pool of 800 merchants. The features are as follows:
transaction index, transaction date and time, credit card number, merchant

2 https://www.kaggle.com/mlg-ulb/creditcardfraud.
3 https://github.com /namebrandon /Sparkov_Data_Generation.


https://www.kaggle.com/mlg-ulb/creditcardfraud
https://github.com/namebrandon/Sparkov_Data_Generation

Gl
o
o
=
Ay
o
e
-
=
<

8 T. Baabdullah et al.

name, category of merchant, amount of transaction, cardholder’s name, card-
holder’s gender, cardholder’s address, cardholder’s latitude and longitude loca-
tion, cardholder’s city population, cardholder’s job, cardholder’s date of birth,
transaction number, UNIX time of the transaction, merchant’s latitude and lon-
gitude location, and target class.* Thus, it is evident that our two datasets are
imbalanced data since the positive class is the minority compared to the other
class in binary classification example. Figure4 and 5 show the data ratio before
and after adjusting imbalanced data by undersampling it to solve the skewed dis-
tribution issue between the fraudulent transactions to the original transactions.

Data ratio before adjusting Imbalanced data Data ratio after adjusting Imbalanced data

Fig. 4. CreditCard dataset

3.3 Machine Learning and Ensemble Techniques

As shown in Fig. 6, stage one (ML-CCFD) trains ten ML algorithms to classify
transactions to fraud (class 1) and non-fraud (class 0) and compare their classifi-
cation performance to choose the most accurate learner models. The ten ML algo-
rithms used are as follows: Random Forest (RF), Logistic Regression (LR), Deci-
sion Tree (DT), K-Nearest Neighbor (KNN), Gaussian Naive Bayes (GNB), Sup-
port vector clustering (SVC), eXtreme Gradient Boosting (XGBoost), Stochastic
Gradient Descent (SGD), Gradient boosting classifiers (GBC), and Light Gradi-
ent Boosting (LGB). The stage processing will be as follows, importing datasets,
preparing features, under-sampling our data, training models, evaluating classi-
fier models, measuring performance, finally, selecting the most effective learners.

* https://www.kaggle.com /kartik2112/fraud-detection?select=fraud Train.csv.
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Data ratio before adjusting Imbalanced data Data ratio after adjusting Imbalanced data

Fig. 5. Fraud dataset
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We compare their classification reports, precision, recall (sensitivity), fl-score,
and false negative. Then, we choose the most accurate classifier models based
on their performance and prediction accuracy to proceed to the next stage.

The second stage, as illustrated in Fig.7, is the Ensemble-learning CCFD
model that receives the effective learners from the previous stage.
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A transaction will be classified as fraud or non-fraud based on the final pre-
diction via our method instead of using common types of ensemble learning,
such as voting, stacking, boosting, and others. Our method aims to find the final
prediction depending on the prediction probabilities of the effective classifier
models, as explained in algorithm 1. In our experiment, we got the efficient ML
algorithms and accurate classifier models in stage one, RF, XGBoost, GBC, and
LGB, which are the input of stage two to get the output as the final predic-
tion of the transaction. By receiving the efficient learners in the second stage,
the learner’s prediction probability is computed for all efficient learners to find
the average prediction probability, round it, find the predicted value, and then
compare it to the actual value to evaluate our method’s accuracy.
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Algorithm 1. Man-Ensemble Method

: Input: Most Accurate ML learners
: Output: Final predication

1
2
3:
4: BestModels = [My, M2, Ms)]
5: total Prediction = 0
6: n = numberofdatarecords
7: k = numbero fbestmodels
8: threshold = 0.5

9:

10: for i =1 —n do

11: fori=1— kdo

12: findpredict_probanr, (X Test)for class 0

13:

14: total Prediction+ = predict_probaas, (X Test)
15: end for

16: avgPrediction = total Prediction/k
17: if avgPrediction > threshold then

18: avgPrediction = 1
19: else

20: avgPrediction = 0
21: end if

22: PredictedV alue = 1 — avgPrediction
23: allPredictedV alue[i] = PredictedV alue
24: end for

25: compare predictedV alue == actualV alue
26: find accuracy and other metrics

4 Results Assessment and Performance Evaluation

The results of the first stage applied on our datasets are displayed in Tables 2 and
3 to compare the classification reports and the prediction accuracy among the ten
ML algorithms, including Random Forest (RF), Logistic Regression (LR), Deci-
sion Tree (DT), K-Nearest Neighbor (KNN), Gaussian Naive Bayes (GNB), Sup-
port vector clustering (SVC), eXtreme Gradient Boosting (XGBoost), Stochastic
Gradient Descent (SGD), Gradient boosting classifiers (GBC), and Light Gra-
dient Boosting (LGB). The stage one results show that the most effective ML
algorithms and accurate classification models are RF, XGBoost, GBC, and LGB.

Then, the second stage of finding final prediction results is displayed in
Tables4 and 5 for the most effective learning models from stage one.
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Table 2. Stagel results for fraud datasets

Model | Precision | Recall | F1-score
RF 0.95 0.87 | 0.90
LR 0.40 0.50 |0.44
DT 0.92 0.86 0.89
KNN |0.74 0.75 10.74
GNB |0.74 0.50 10.45
SvC |0.10 0.50 |0.17
XGB | 0.97 0.95 | 0.96
SGD |0.10 0.50 |0.17
GBC | 0.98 0.97 0.97
LGB | 0.98 0.97 1 0.97

Table 3. Stagel results for CreditCard datasets

Model | Precision | Recall | F1-score
RF 0.99 0.94 | 0.96
LR 0.40 0.50 |0.45
DT 0.97 0.93 |0.95
KNN |0.67 0.63 |0.64
GNB |0.94 0.84 /0.88
SVC |0.53 0.52 |0.27
XGB |0.95 0.94 | 0.95
SGD |0.40 0.50 |0.45
GBC | 0.96 0.94 | 0.95
LGB |0.96 0.95 | 0.96

Table 4. Stage2 results for fraud datasets

Precision

Recall

F1-Score

0.98

0.97

0.97

Table 5. Stage2 results for CreditCard datasets

Precision

Recall

F1l-score

0.96

0.94

0.95

The results of our ensemble model show the improvement of the prediction
accuracy and models performance, as shown in Fig.8, 9, 10 and 11.
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Our method improves the number of false negatives (fraud transactions),
which is very important to reduce cost and detect more fraud instances. There-
fore, our framework’s results emphasize the effectiveness and efficiency of our
fraud detection system compared to other ML algorithms used individually due
to their errors, overfitting, bias, prediction accuracy, and even their robustness
level.

5 Conclusion

The critical impact of the increment of using credit cards is the occurrence of
fraudulent transactions, which allow the illegal user to get money and free goods
via unauthorized usage. Credit card fraud (CCF) has become the main issue
for financial institutions, the credit card industry, the community, and cardhold-
ers. Thus, governments, businesses and companies, and financial institutions pay
more attention to this security issue and apply different security detection sys-
tems to detect and suspend fraudulent transactions, such as Artificial Intelligence
(AI) and Machine Learning (ML). Our paper aims to propose our credit card
fraud detection (Man-Ensemble CCFD) system based on using an ensemble-
learning model with two prediction stages. Stage one (ML-CCFD) utilizes ten
machine learning (ML) algorithms to classify credit card transactions to class
1 as fraudulent or class 0 as a legitimate transaction. As a result, their classi-
fication reports were compared together, precisely precision, recall (sensitivity),
and fl-score, the most accurate models will proceed to the second stage. These
ML algorithms were selected based on their performance and prediction accu-
racy. The second stage is an Ensemble-learning CCFD that assembles the most
effective ML algorithms chosen from stage one to get the final prediction instead
of using common types of ensemble learning, such as voting, stacking, boosting,
and others. The results of our framework showed the effectiveness and efficiency
of our fraud detection system compared to using ML algorithms individually due
to their weakness issues, such as errors, overfitting, bias, prediction accuracy, and
even their robustness level. Indeed, the results of our ensemble method applied
on two different datasets show the improvement of the prediction accuracy and
classification performance. Also, it provides the minimum number of false neg-
atives (fraud transactions) compared to single ML learners. It is essential to
reduce errors and costs and to detect more fraud instances.

6 Future Work

Our method proved its accuracy and effectiveness in detecting fraudulent trans-
actions on transformed real-world and synthetic credit card transaction datasets.
Thus, in the future, it is recommended to apply it with neural network and deep
learning techniques to check their accuracy and efficiency, also to use it with
real-world credit card transactions datasets and in a real-time detection system.
As known, most of the research studies and projects were offline fraud detection
systems, on transformed data, or private datasets for confidentiality issues.
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