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EQUILIBRIUM STRATEGIES FOR TIME-INCONSISTENT
STOCHASTIC SWITCHING SYSTEMS*

HoNGWEI MEI"** AND JIONGMIN YONG?

Abstract. An optimal control problem is considered for a stochastic differential equation containing
a state-dependent regime switching, with a recursive cost functional. Due to the non-exponential dis-
counting in the cost functional, the problem is time-inconsistent in general. Therefore, instead of finding
a global optimal control (which is not possible), we look for a time-consistent (approximately) locally
optimal equilibrium strategy. Such a strategy can be represented through the solution to a system of
partial differential equations, called an equilibrium Hamilton—Jacob—Bellman (HJB) equation which is
constructed via a sequence of multi-person differential games. A verification theorem is proved and,
under proper conditions, the well-posedness of the equilibrium HJB equation is established as well.
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1. INTRODUCTION

Let (€2, F,P) be a complete probability space on which a d-dimensional standard Brownian motion {W (s) |
0 < 5 < T} is defined with the natural filtration F" = {F" },5¢. Let N(ds,df) be a Poisson random measure
on R with the intensity measure E[N(ds,df)] = n(df)ds and the natural filtration F¥ = {FN},>q which is
assumed to be independent of the Brownian motion W (-). Let

Fo=FVVvFNVN, F = {F:}s>0,

where N is the set of all P-null sets. For convenience, we let F = Fr (if necessary, one may shrink F to achieve
this). It is clear that s — Fj is right-continuous with left limit.
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2 H. MEI AND J. YONG

Consider the following controlled system of stochastic differential equations (SDEs):
dX (s) = b(s, X (s),(s),u(s))ds + o (s, X (s), a(s),u(s))dW (s), s €[r,T],

da(s) = /R,u(X(s),a(s—),@)N(ds,d@), s € [r,T], (1.1)
X(r)=¢  alr)=s

where 7 € [0,T) is a deterministic initial time, b: [0, 7] x R" x M x U — R", ¢ : [0,T] x R® x M x U — R"*4
and p: R" X M X R — Z (Z is the set of all integers) are given (deterministic) maps with U C R™ being a
closed set (which could be bounded or unbounded, and it could be equal to R™), and M = {1,2,--- ,;m}. In
the above, the pair (X(+), a(+)) is called the state process, valued in R™ x M, with «(-) being called the regime
switching process (under a properly chosen map u(-,-,-), see below for more explanations). We call (7,&,¢) an
initial triple which is taken from the set D of all admissible initial triples, and call u(-) a control process which
is taken from a set U[r, T of all admissible controls. Both D and U|[r, T| will be precisely defined shortly.
Under proper conditions, for any (7,¢,¢) € D, and u(-) € U7, T), state equation (1.1) admits a unique solution

(X(),a() = (X(578 cul), al5 7,8, u()),

where X(-) has continuous paths and «(-) has cadlag (right-continuous with left-limit) paths. We call
(X (), a(),u(-) a state-control triple.

Let us now briefly look at the main motivation of studying the above controlled system. Consider a financial
market in which there are a number of assets trading, and there are some economic factors (such as interest rate,
unemployment rate, economy growth rate, etc.) affecting the parameters (such as appreciation rates, volatility,
etc.) of the asset price dynamics. It is well-accepted that for different situations of the market (for example,
the “bull market”, the “bear market”, etc.), the asset price processes and the economic factors should follow
different types of dynamics. If we assume that there are m different situations, then we may use the following
different SDEs to describe those different situations:

dX(s) =b(s, X (s),4,u(s))ds + o(s, X(s),4,u(s))dW(s), i=1,2,---,m. (1.2)

Components of the vector-valued process X (-) could represent the prices of the financial instruments/assets,
some economic factors, wealth process, etc. For convenience, we may refer to (1.2) as the dynamics of type-i
market, and call i the market index. As time goes by, the market situation might change as well. This can be
described by switching the index i € M = {1,2,--- ,m} from one to another. It is understood that the change
should depend intrinsically on the state X (-) in some manner, for example, at an economic crises, the stock
market crashes. Right after that, the dynamics of the stock prices could be modeled by an SDE with a small
drift. After some time, the economy is slowly recovered, and the dynamics of the stock prices would follow a
different SDE for which the drift is larger. Maybe at some time, the economy suddenly grows very fast, and
the stock prices should follow a new SDE with a larger drift and a larger volatility. Apparently, if the current
market index is ¢, then the index j € M \ {i} to which the market will switch is not necessarily certain. To
model that, one could assign a probability, say, p;; to the event of switching from ¢ to j. It turns out that
we could use a regime switching process a(-) to model the above-described switching. Thus, we have the first
equation in (1.1) in which the regime switching process a(-) appears in the drift and diffusion. A natural way
of describing the process a(-) is to use a special type of SDE driven by a Poisson process N(-,-). This leads to
the second equation in (1.1). Interestingly, under certain conditions, the solution a(-) of the second equation in
(1.1) satisfies the following (for s € [0,T) and As > 0 small):

Pla(s + As) = j | X(s) = z,a(s) = i) =

gij(x)As + o(As), for j # 1,
i) = { (13)

1+ qii(x)As + o(As), for j =1,
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for some maps ¢;; : R™ — [0, 00) with ¢ # j, and ¢;;(z) = — qu(x)
i#]

We point out that in the above, functions g;;(x) are a-dependent. This is not just for the mathematical
generality. This is needed in real applications, as we indicated above, say, the “bull market” or the “bear
market”, etc. are determined by the relevant economic factors (some components of the state X (-)). Because of
the state-dependence of the transition probability g;;(x), the resulting problem becomes mathematically delicate
and challenging. We will see that some special techniques will be developed to handle the problem. Apparently,
one could study the problem with g;; being independent of . Mathematically, the problem becomes much
easier. On the other hand, the applications will be very limited, as one can imagine that the turning point of
the market from “bull” to “bear” (or the other way around) is not determined a priori.

There are a number of other interesting problems that will lead to regime-switching systems similar to
(1.1) as well. See [41] and references cited therein for a detailed presentation. The readers are also referred to
[5, 6, 16, 37, 47] for some results relevant to financial applications with regime-switching systems.

Next, we consider the cost functional to be used to measure the performance of the control wu(-). In terms
of classical stochastic optimal control theory, for our state-control triple (X (-), a(-),u(-)) defined on [r, T}, the
cost functional (to be minimized) should look like

T
I (& t5u() = By [e T IR(X(T), (1) + / e M0, X (5), als), u(s))ds|, (1.4)

T

with E, = E|[- ’ F;] being the conditional expectation operator, A > 0 being called the discount factor, for
some (deterministic) maps h° : R" x M — R and ¢° : [0,T] x R® x M x U — R. If we introduce the following
backward SDE (BSDE) ([28, 33, 45])

dYO(s) = =AY O(s) — go(s,X(s),a(s),u(s))ds + Z°%(s)dW (s), s € [r,T], (1.5)
Y(T) = h(X(T), a(T)), '
then it admits a unique adapted solution (Y°(-), Z°(-)), and the following holds
T
YO(t) = e MTTOR(X(T), o(T)) +/ e T0g0(s, X (s), als), u(s))ds
st (1.6)
7/ e D Z20(5)dW (s), ter,T].
t
Taking conditional expectation and setting ¢ = 7, we obtain
T
YO(r) = B [ T IRT) o)+ [ e g5, X (5), (o), uls)ds] 17)

= J1,€, i3u()).

Because of the above, we may call Y°(-) a disutility process or a cost process. Inspired by the stochastic differential
utility introduced by Duffie-Epstein [7, 8] (see also [9]), we introduce the following BSDE:

dy''(s) = —)\Yl(s) — gt (s, X(s),als), Yl(s), Zl(s),/RFl(s, H)W(dﬁ),u(s))ds

Y2V (s)dW () + / T (s—,0)N(ds,do), s e [rT], (1.8)

YHT) = ' (X(T), a(T)). )
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where

N(ds,d) = N(ds,df) — m(d6)ds,

with N(ds, df) being the Poisson random measure appears in (1.1). Under some mild conditions, BSDE (1.8)
admits a unique adapted solution (Y*(-), Z1(-),T1(-,-)) ([21, 22, 35]). Similar to (1.6), we could define

JHT & u() = V() = Eq [ M0 (X(T), (7))

+/Te_>\(s—'r)gl(37X(s),a(s),yl(8),Zl(S)a/

T R

(1.9)
(s, 0)r(df), u(s))ds} .

Comparing (1.6) with (1.9), we see that in (1.6), the right-hand side is independent of Y°(-), whereas, in (1.9),
the right-hand side containing Y1(-) (and (Z'(-),T'}(+,+))). Thus, future utility/disutility affects the current one.
We refer to Y1(+), together with Z!(-) and T'!(-,-), as a recursive cost process.

In the above, e *(~7) is called an exponential discount, which describes people’s time-preference. Studies
show that people’s time-preference might not necessarily be represented by exponential discounting. Therefore,
the recursive cost process (Y (+), Z(:),T'(-,-)) might be the adapted solution to the following family of BSDEs
(parameterized by 7 € [0,T)):

dY(r;8) = —g(T,s,X(s),a(s),Y(T;s),Z(T;s),/RF(T;S,H)W(dﬁ),u(s))ds

+Z(T;8)dW(S)+/F(T;sf,9)]v(ds,d0), selr,T], (1.10)
R
Y(7;T) = h(r; X(T), a(T)).

Clearly, (1.8) is a special case of (1.10). Under some mild conditions, for any fixed 7 € [0,7), BSDE (1.10)
admits a unique adapted solution (Y (1;-), Z(7;-),T(7;-,0)). We define the following cost functional:

J(7, & uu() =Y(m;7). (1.11)

It is easy to see that the following holds:

J(r,& su() = Y (37) = Er | h(7: X(T), a(T))
. (1.12)
—|—/ g(T,S,X(S),(X(S),Y(T;S),Z(T;S),/RF(T;S,H)TF(dG),u(S))dS}.

We call the above defined J(7,&,¢;u()) a recursive cost functional (with general discounting). Our optimal
control problem can be stated as follows.
Problem (N). For any given (7,&,:) € D, find a a(-) € U[r,T] such that

J(Ta 67 2 a()) = u()érlilﬁT,T] J(Ta 57 2 ’LL()) (113)

Any a(-) € U[r,T] satistying the above is called an open-loop optimal control, the corresponding state process
(X(-),a(-)) is called an open-loop optimal state process, and the triple (X(-),a(:),u(-)) is called an open-loop
optimal triple.

When the switching process «(-) is absent in the state equation and in the cost functional, the problem

becomes the one studied by Wei et al. [40], which is an optimal control of an SDE with recursive cost functional
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having general discounting. It was shown that such an optimal control problem is time-inconsistent, i.e., an
optimal control %(-) with optimal state process X (-) obtained for an initial pair (7, ¢) might not remain optimal
for a later initial pair (7, X(7')) on the optimal state process path (with 7/ > 7). Therefore, we expect that the
above Problem (N) is also time-inconsistent as well. Namely, suppose u(-) = a(-;7,&,¢) is an open-loop optimal
control for Problem (N) with the initial triple (7, &, ¢), and with the open-loop optimal state process

(X(),a() = (X(57& (), al-; 7€, 0,a()).

Then it is possible that for some 7 € (7, T), the following ay fail:

a(';T7€7L) oy :’lj(';T/,X(T/),@(T/)), a.8.

This means that the restriction of an open-loop optimal control for the initial triple (7,&,¢) might not remain
optimal for a later initial triple (7', X ('), a(7’)) (with 7/ € (,T)) along the optimal path for the triple (7,&,¢).
Due to the possible time-inconsistency of Problem (N), inspired by [40, 42], we are going to seek time-consistent
equilibrium strategies. The main novelty of the current paper is to explore how the equilibrium strategies,
together with the so-called equilibrium Hamilton—Jacobi-Bellman (HJB) equation system will look like when
the state-dependent regime switching process «(-) presents. We will adopt the main idea of [40, 42]. However, due
to the appearance of the state-dependent regime switching process «(+) in the state equation and the recursive
cost functional, substantially modifications have to be introduced; some of which have their own interests for
the switching diffusion processes. We would like to mention that when the current paper has completed, the
reference [39] appeared, which studied the case that the transition probabilities ¢;; are independent of the state,
with non-recursive cost functional. As we have mentioned earlier that such a setting has a serious limitation of
applications. Also, approximately local optimality of the equilibrium strategy was not even mentioned there.

Qualitative study of time-inconsistent problems can be traced back to the works of Hume [18] and Smith [36]
in the 18th century (see [32] for a survey). Quantitative investigations started from Strotz [38], followed by the
works of Pollak [34], Laibson [23], and so on. In the recent years, time-inconsistent optimal control problems
have attracted many authors’ attention. Following the basic idea of Pollak [34], Yong introduced the equilibrium
HJB equation in [42]. See also Yong [43, 44], and Ekeland and Lazrak [11], Hu et al. [17], Bjérk and Murgoci
[2], Bjork et al. [3], Bjork et al. [1], and references cited therein, for relevant works.

The rest of the paper is organized as follows. In Section 2, we make some preliminaries, mainly on the regime-
switching process, the well-posedness of the state equation (1.1). Section 3 is devoted to a construction of a family
of approximate equilibrium strategies, by means of multi-person differential games. In Section 4, we formally
obtain the equilibrium HJB equation and derive the approximate local optimality of the equilibrium strategy.
Section 5 is devoted to the well-posedness of the equilibrium HJB equation, for a special case. An example is
given in Section 6 to illustrate our problem setting and main result. Finally, some concluding remarks will be
collected in Section 7.

2. PRELIMINARY

Let us first recall some standard spaces. As usual, R" is the n-dimensional standard (real) Euclidean space,
and R"*4 is the space of all (n x d) (real) matrices. The set of all (n x n) symmetric matrices is denoted by S™.
The transpose of a matrix A is denoted by A'. For any Euclidean space H (which could be R", R"*4  etc.),



6 H. MEI AND J. YONG
and M ={1,2,--- ,m}, let p > 1,

T
LY, T;H) = {gp :[1,T] x Q@ — H | () is F-progressively measurable, E/ lp(s)|Pds < oo},

L (G H) = {5 :Q — H | ¢ is Fr-measurable, E[¢]P < oo},
Ly(7,T; M) = {a :[1,T] x @ — M | o) is F-progressively measurable}7
Lr (M) = {I, 1 Q— M| s fT—measurable},

Note that since M is a finite set, any random variables/processes taking values in M is always bounded. For
any 0 <7 <71 < T, we denote

Dp[TlvTQ] = {(T’§7L) | TE [T17T2]7 56 LZ}T(QaRn% L e L]:T(QvM)}a p > 17

and simply denote DP[0,T] = DP. Any element in DP is called an admissible initial triple.
Next, we define the set of all admissible control processes on [y, 72| by the following:

UP[ry, 1) = {u: [11,72] x Q= U | u(-) € L%(tl,tg;Rﬁ)}.

Also, we recall that E, = [-| F;].
The constant K in future may be varying from place to place.

2.1. The regime switching process

In this subsection, we look at the differential equation in (1.1) for the switching process «(+). Our main setup
in this section is to correctly define the intervals A;;(z) such that «(-) defined in (1.1) satisfies the transition

property (1.3).
Let 8;; : R" = R (1 <4,j < m) be deterministic functions satisfying the following:

Br2(x) < -+ < Bim(x)
Bo1(x) = Paz(x) < Paz(x) < -+ < Pom ()

\
&
IA
o
o
B

Il
S0
=
&
IA

<

= (2.1)
= Bio(x) < -+ < Bii—1)(2) = Bii(x) < Bigigr)(w) < -+ < Bim(2)

<

<

Brmi(z) < -+ < Bi(m—1)(T) = Brm () < Bo.
where By > 0 is a large fixed constant. Write Rog = [—f0, o). Define

Aij(x) = [Bi—1y (@), Bij(2)),  1<4,5<m, (2.2)
and for any § > 0, denote

A(x) = U Aj(y), Ai_ja(‘r): ﬂ Aj(y), r € R™ (2.3)

ly—z| <8 ly—z[<8
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Note that for a given x € R™, for some i, j € M, the set A;;(x) could be empty, in particular, it is always true
that

A = [Z), Vi e M.
Also, it could be true, say, Ai(z) = [B13(x), fra(x)) = 0 if B13(z) = Bia(z), which will also lead to A7 (z) = 0,
for any § > 0.
Now, let us introduce the following hypothesis.

(HO) The Lévy measure 7(-) is non-atomic on the Borel o-field B(R) of R. Moreover, the functions 3;; : R* — R
(1 <i<m,1<j<m) are uniformly continuous satisfying (2.1). Further, there exists a K > 0 such that

m(Ay(z)) < K, VreR", 1<i,j7<m.
and
m (A () \ Aij(x) + (A (2) \ A (2)) < K5, ¥6>0, 1<i,j<m, (2.4)
Note that if all the maps §;;(-) (1 <i <m, 1 <j < m) are uniformly Lipschitz continuous, say, |8;;(z) —
Bi;(y)| < L|x —y|, for some L > 0, and 7(-) is absolutely continuous with respect to the Lebesgue measure, say,

7(ds) = mo(s)ds, with 0 < mg(s) < K for some measurable function mo(-) and constant K > 0, then (HO) holds.
In fact, for such a case,

A?j(‘r): U Aij(y):[ inf 51'(;‘—1)@), sup ﬂzg(y)>

ly—z| <6 ly—z|<o ly—z|<6

AF@ = ) By =] swp By if_Gm).

i
ly—a| <6 ly—z|<8 ly—=z|<6
Hence, one has

W(A?j(l“) \Ay(z)) < KL(|ﬁi,j71(-T) — inf  Bi; ()| +| sup Bii(y) — 5ij(33)|) < 2K L.

ly—z|<s ly—2|<5
Likewise,
m(Aij(x) \ A (x)) < 2K L6.

The above observation shows that (2.4) is a very mild and reasonable condition. We keep in mind that under
(HO), due to the uniform continuity of the functions 3;;(-), the length

|Aij(2)| = [8ij(x) = Bigj-1) (@)

is also uniformly continuous. Therefore, if A;j(z) = 0, then |A?j(x)\ will also be small.
Next, we define

qij(z) = m(Ay;(2)), 1<i,j<m, i#j,
q5;(®) = =Y ai;(x), 1<i<m, z €R", (2.5)
i#£j
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Now, we take the map u(-,-,-) in the equation for a(-) as follows:
pl,i,0) = (5 —i)a,, @) (0), (z,i,0) € R" x M x R. (2.6)
j=1

Then the second equation in (1.1) reads
Z/ Jj—af IAQ(g 15 (X(5)) y(0)N (ds, df) Z Jj—af (ds AWy (X(s))) (2.7)
Thus, the equation for «(-) over [r,T] with initial condition «(7) = ¢ can also be written as
alt) =i+ i/ﬁ ; [7 — a(s=)|N(ds, An(s—y;(X(s))), te[r,T). (2.8)
i=

The well-posedness of the state equation (1.1) will be carried out in the next subsection. Let us assume that for
a given F-adapted continuous process X (-), and initial condition «(7) = 4, the above admits a unique solution
a(-) on [1,T]. We have the following result.

Proposition 2.1. Let (HO) hold. Suppose X (-) is an F-adapted process with X (s) = x satisfying

B[ swp [X(r) = X(s)l"| < K|As|E, (2.9)
s<1t<s+As

for some constants p > 2 and K > 0. Then the solution «(-) to the equation (2.7) satisfies
Pla(s + As) = j | als) =i, X(s) = x) = qi;(x)As + o(As), for j #1i. (2.10)

Proof. Let £ > 0 be small so that the second condition in (2.1) holds, and let § € (0, x]. Denote

Ay = (N((s,s—i—As],Ro) :O), A = (N((s,s—i—As],’Ro) = 1)7 Ay = (N((s,s+As],R0) > 2).

Then one has

o e8% < (As)?.

—As —As - (As)k
P(Ag) = e, P(A;) =e ®As, P(Ay) =)
k=2
Now, let j € M \ {i} and «(-) be the solution to (2.7) with «(s) = i. Then

P((a(s +As) =7 | X(s) ==, a(s) =1) ﬂA()) =P(0) =0,
P((a(s +As)=j | X(s) = z,a(s) = i) N Ag) < P(As) < (As)2.

Hence,

]P’(a(s +As)=j | X(s) =z, a(s) = z) = IP’((a(er As) =j|X(s) = z,a(s) = i) ﬂAl) + o(As).
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On Ay N (as + As) = j | X(s) = z,a(s) = i), there exists a stopping time § € (s, s + As] so that the underline
Lévy process has no jumps on [s, 3) U (5, s + As], and only has a jump at 5. Then (still on this set)

m m

]z/( HAS};(k )N (ds, Ae(X (1)) =Y (k= )N ((s,5 + As], Ap(X(5)))

k=1

=Y kN((s,s+ As], Ajp(X(5))) — i.

k=1

This implies that

A0 (als+As) = | als) =i, X(s) = z) = A1 N (N((s, s+ As), A (X(5))) = 1)
= [A1 N (N((s,s +As), A (X(5) = 1,|1X(5) — 2] < 5)}
U [Al N (N((s,s +As], Ay(X(5)) = 1,|X(5) — x| > 5)}

Note that

P
2

IE”(A1 N (N((s,5 + As], A (X(5))) = 1,|X(5) — 2| > 5)) < ]P’<|X(§) — > 5) < = (As)E.

=

Also, since for |X(5) — x| < 8, Ay;(X(5)) C A (z), we have
N((s,s+ As], A2 (x)) = N((s, 5+ As], A;(X(5))) + N((s, s + As], A (z) \ Ay (X (5))).

Hence, one has the following;:

Alm(N(ss+As 5(X(5) =1,|X(5) -2 <o
[Am( (5,5 + As], A2 () = 1,|X(5) — |<5)}U[Am( ((s,5 + As), Agj(x))y)}
{A10<N ((s,5 + As], Ajj(z)) = )} [ ( ((s,s + As], ()\A”( )):1)],

noting that A; N (N 8,8+ As] A‘S (z)) > 2) = (). Then, making use of (HO), we have
IP’(N((S, s+ As), A% (2) \ Ayy(x)) = 1) — (A2 (2) \ Ay (2))As < KAs.
Now, we choose 0 < € < p— and (As)7 ° < § < k. Then

IP’(Al N (N ([s,5 + As), Ay (X(5))) = 1,|X(5) — 2| > 5)) < P(IX(5) — 2| > 8) < K(As)¢ = o(As),

P(N([s,s + Asl, Al (2) \ Agj() = 1) < 7(A% () \ Ay (@) As < K(As) 55 = o(As).
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Hence,
IP’(Al N(a(s+As)=j|als)=i,X(s) = x)) = P(N([s,s + As], Ajj () = 1) + o(As)
— 7(A(2)(As)e T AuDA L o(As) = gy () As + o( As).
This completes the proof. O

According to the above, we see that for any F-adapted continuous process X (+) satisfying (2.14), the solution
a(+) of the second equation in (1.1) satisfies the following:

) . Ga(s)j (X(S))AS + O(AS), for ] 7é O[(S);
P(a(s + As)=j | X(s),a(s) given) = (2.11)
L4 Ga(s)ats) (X(5))As + o(As), for j = a(s).

In what follows, we call Q(x) = [¢ij(@)]mxm the probability transition matriz of process of-). If Q(z) is
independent of z, a(-) is a Markov process by itself. See [41] for some detailed discussion on «(-).

2.2. Well-posedness of the state equation and the recursive cost functional

In this subsection, we present the well-posedness of our state equation (1.1) and some relevant results. Due
to the presence of the regime switching process, some results have their own interest. Let us first introduce the
following hypothesis.

(H1) The maps b: [0,T] x R" x M x U — R™ and o : [0,T] x R" x M x U — R™* are continuous and there
exists a constant L > 0 and a fixed ug € U such that for any (s,i) € [0,T] x M x U, (x1,u1), (x2,u2) € R" x U,

|b(s, z1,4,u1) — b(s, 2,4, u2)| + |o(s, 21,1, u1) — 0(8, T2,1,u2)| < L(|x1 — x| + |ug — uz\)7 (2.12)
1b(s, 0,4, u0)| + |0 (5,0,4,uo)| < L. '

We will see that for the well-posedness of the state equation, the Lipschitz continuity of the maps x —
(b(s,x,i,u),0(s,x,i,u)) will be enough. The Lipschitz continuity of the map u — (b(s, z,i,u),o(s,z,i,u)) will
be used in proving the approximate local optimality of the equilibrium strategy (in Sect. 4).

The following is the main result of this subsection.

Theorem 2.2. Let (HO)-(H1) hold. Then for any initial triple (7,&,¢) € D" and u(-) € UP[r,T] with p > 2,
state equation (1.1) admits a unique solution (X (), a(:)). Moreover, the following estimates hold:

T

B[ swp X(@P] <K (1416 + B, [ juto)ar) 2.13)
E, Lililéé | X (r) — §|i”] <K(s—71)t7t [(3 —7)(L+[EP) + /Ts |u(r)|”dr}. (2.14)

Further, if (X1(+),a1(+)) and (Xa(+), as(+)) are solutions of the state equation (1.1) corresponding to the initial
triples (1,&1,¢), (1,&2,t) € DP (only & and & could possibly be different), then

(B-lLag)) +E.[ sup [Xa(s) - Xa(s)La,] < Klés — &P (2.15)

T<s<T
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where
Ay ={we Q| a(t,w) =mm(tw), 7<t<s}, sernT).

We would like to point out that estimates (2.13) and (2.14) are standard for SDEs. Whereas, estimate (2.15)
seems to be new for SDEs with regime switchings.

Proof. The proof is lengthy and is split into several steps.
Step 1. A priori estimate for the solutions.

Suppose (X (+), a(+)) is a solution to the state equation (1.1) corresponding the initial triple (7,&,t) € DP and
the control u(-) € UP[r, T]. Then we see that

(b, X (1), a(t), u(t))dW () m

}

]ET[ sup | X (t) } [|§\P+E / Ib(t, X (t), a(t), u(t))|dt)p+E

7<t<s

T

[§|p+E (/ (1+X(t)|+u(t)|)dt)p—|—ET</TSL2(1—|—|X(t)+|u(t))2dt)
_K{1+|§|p+/TSET(TsSg;;t|X(r)|p)dt+ET /T |u(t)|Pdt].

By Gronwall’s inequality, we have

p
2

ET[ sup |X(t)|p} gK[H Iflp—i—E/Tsu(t)V’dt}, se[rT].

T<t<s

Thus, (2.13) follows. Also,

E.| sup |X(t) - &p]

T<t<s

E (/T |b(t,X(t),a(t),u(t))|dt)p+ET(/TS |o(t,X(t),a(t),U(t))Ith)g]
K[ET</SL(1+ \X(t)|+|u(t)|)dt)p+ET(/S L2(1+ X () + lu()]) *at

T T
S

K5 =m0 4 (=0 B, [ (14 X0 + [u(o)P)de

T

< K(s =)' [(s = )1+ |¢]") + - / uPFat], s e [Tl

p
2

IN

] (2.16)

IN

Thus, (2.14) follows.

Step 2. Uniqueness and continuous dependence with respect to the initial state.
Let (X1(+),a1(+)) and (Xa2(+),a2(+)) be the solutions to the state equation with the initial triple (7,&1,¢),
(1,&2,¢) € DP, and control u(-) € UP[r, T]. Note that

Denote

s2
v(s1,$2) = E/ |u(t)|Pdt, T<s5 <sy<T.

S1
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We discretize [r,T] into £ equal length intervals, each of which is of length n = T+
k=0,---,¢ Let i,j € M with j # i. Define

Bi,y = {oa(ts tk) =i, N((tr, te41], Ro) = 1},
Chiy = {oa(te) = ao(ty) =i, N((ty,trs1],Ro) = 2}, k> 1.

We want to estimate the (conditional) probability of the set

Biy N{an(tegr) = j, oo (tes1) # 5 }-

To this end, we denote

AT (X, (1)) = Bk+1 ﬂ {N( oo thg), Dij (X1 (tr))) = 1}7
AJ(X1(t) = Bisa [ {N((tk,tkH i (X1(t))) = 0}’
AP (Xa(t)) = By [ {N((tkvtkﬂ i (Xa(ty))) = 1}’
AY (Xa(ty)) = Bjiq ﬂ{ (b tesa], Agj (Xa(tr))) = 0}’

Note that the above defined sets are all subsets of B}, 41, and

Bjp1 = Af (Xa(t)) [ AT (X1 (1)) = Ag (X2(tn) | AY (Xa(te)).

Also, we denote

i'=1,2, §>0.

—

Go(@) ={ _sup 1Xes) = Xultw)] 2 6},
S
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Then

Bk+1 N {al (tht1) —.7 as(tps1) #J} AY (X4 (- )) N A (Xa(-))

Il
.
N

&8
3<
A
=
=
D)
:u
o8
=<
5
A
\_/
N—
=,
—.
:u
g
>
3<
=
-
ol
=
z
C
D>
=&
~—
3<
—
~
=
N—
N—
=

NN A”<X2<>> A”(Xl( >>}U[A”<X1<>> AY (X2()) N A (X1 (00))]
9) 047 (X1 )| U [A7 (X)) 0 AT (X ()]
9) N A
)N

—

AF (X5 (tr) ﬂAij(Xz(tk))}}

N
4 i -
— — — — —
>
o) - - -

N
2
>

N AF (X1 (ty,) [AJ (X1(tr)) N A (Xa(ts) }U

—

U

N AY (X1 (1) } {[A” (X1(te)) N AY (X5 () }
U AP (Xa(t) N AF (Xa()]
5

© (Bl 0 {N (1], 5 (50 (000)\ A4y, (0) = } na6r)Jao)
U (Bia 0 N (s i), Ay (X2 (000) \ Ay (X)) = 1}
U (Bia 0 { N (s i), A (Xati)) \ A (X2<tk)) 10 Ga0)7) J 6a0)

We now estimate the conditional probabilities of the sets on the right-hand side of the above one-by-one. By
Chebyshev’s inequality, one has

E,

—

Lo, o)) < Pu( sup 1Xa(s) = Xat)] 2 0) + P, sup |Xa(s) = Xa(ta)| = 0)

SE[tr,trt1] SE[tR,tht1]

1
< [Bu( s 100 — X)) + B sup [Xa(s) = Xa(te)]”) |
SE[tk,trt1] S€E[tk trt1]
K tet1
< gt = )5 [(bs )L+ X )P+ DXalt)?) + By [ )P
tr
= K0T 57 [ (14 X ()P | X (ta)?) + B [, 1) .

Hereafter, P;[A] = E;[14]. Next,

Py, (Blif-&-l N {N((tk,tk+1], Ay (X1 (1)) \ Aj(Xa(tr)) = 1})
< Km(Ag(Xa (k) \ Aig (X2 (tr))) (ter — ) < KnlXa(te) — Xo(te),
and by (HO),

P, (Bl 0 {N (b tia], A (X (8)) \ A (X (8)) = 1} N G2 (8)°)
< KW(A?j(Xl(tk)) \ Ay (X1(t))) (g1 — ) < Ko,

Py (Biar 0 { N ((ths tisa]s Ay (X (0) \ AF (Xa(te) = 1} 1 G(0)°)
< Km(Aij(Xa(tr) \ A7 (Xa(tr))) (terr — tr) < Kon.
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Hence,

Py, (Blic-i-l N{a1(tes1) = J, aa(tpsr) # J}) o)
2.17

p—2 red tht1
< K (141X () P+ Xa(00)P )15 87+ 8-+ ()~ Xaltw) 407757, [ fute) ],

tr

We note that

Ay CAp, C A, U0k+1 U ( U BN {al(tk-H) = jyap(tps1) # j} N Ak)-

2,j=1

Hence,

Pr, (A5) < Po, (A541) < Poy (A7) +Pr, (Crsn) + 3 Poy (Biga N {@n(tisn) = Jranltisn) # 5} 0 Ax)

i,j=1

< Lg + K 4+ K| (1+ X1 (60 + [ Xa (601 )07 577 + 6

pd tr41
HX ()~ Xa(t)| + 0" 5 7By, [ lu(o)Pdt] s,

tr

Applying E, on both sides of the above, making use of the a priori estimate (2.13), we have

0 < Pr(Af41) = Pr(A) < Kn? + Kn{ [ 677E, (14 X2 ()]? + | Xa(t)]")]) +

+ET(\X1(%) - X2(tk)|IAk) + n%é_pET /tHl |u(t)\pdt” (2.18)

ty

< K+ Kn{n"7 677 + 6 + E(|X1 () = Xa(t)|Ta, ) +0"7 5 VE[v(te, )] }-

Note that
v(to,t1) +v(ti,te) + -+ v(tk, tev1) = v(to, terr)-
Thus
i p—2
P(Af4) < K [k? + ko + 1> E(1X0(t) - Xa(t)La,, ) + 0" 6 B ulto, tesr)] | (219)
j=1

On the other hand, let

7=TAinf{s € [r,T] | o1 (s) # aa(s)}.



EQUILIBRIUM STRATEGIES FOR TIME-INCONSISTENT STOCHASTIC SWITCHING SYSTEMS 15

Then

2
ET[ sup | X1(tAT) — Xat A f)@
T<t<s

< efies -l + B[ ), ) b Xl )

i~ , (2.20)
+E, sup / (o', X1(t"), ar1(t'),u(t)) —o(t', Xo(t"), aa(t'), u(t))]dW () }
TStSS T
<k{ja -l + [ B[ swp (A7)~ Xalt A)P]dr}.
r r<t'<t
By Gronwall’s inequality, one has
E-[ sup [Xi(tA7) - Xa(t AP)P] < Kl — &P (2.21)
T<t<T
Since A, = {7 > t}, we see that
K¢ — &[> ET[ sup | X1(tAT) — Xo(t A ?)|2] > ET[ sup | X1(EAT) — Xo(t A7) L4,
r<t<T T<t<T
, (2.22)
—E| swp |Xi(t) - Xo(OPPLa,| = [E(1X2() - Xo(0lLa, )|, te [T,

T<t<T

Plugging into (2.19), we have (noting ¢n =T — 1)
Pr(A5) < K (0 + nd + nféy — | + "7 0 PE[(n,T)]) S K (n+6+ 6 — &l +0"7077).  (228)

In the above, n and d are free to choose, with K being independent of n and §. By a truncation argument, we
may assume that & and & are bounded. On the set (|§&1 — &2| = 0), one has P.(A%) = 0 since we may first
choose § > 0 arbitrarily small, then choose 1 > 0 even smaller. On the set (]§1 — &2] > 0), we may first choose
0 = |&1 — &]- Then choose 1 > 0 smaller so that

—2
nnT O < |6~ &,
Since we assume that p > 2, the above can be achieved. Thus,
Pr (A7) < K& — &l (2.24)

Combining (2.22) and (2.24), we obtain (2.15).

Step 3. Existence of solutions.
Without loss of generality, assume T — 7 = 1. Let (7,&,t) € DP and u(-) € UP[r,T] with p > 2. Define a

sequence {(X¢(-),d@(-))}e>1 on [r,T] by

(Xe(s),Ge(s)) = (Xe(k), ae(s)), % <s< k; 17
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where the sequence {(X;(k), (k) : k= 0,---,2%} is iteratively defined by the following:

X(0) ==z, o (0) =,

and
k+1

k+1
ol

Xe(k+1)=Xe(k) + /_22 b(s, X¢(k), au(s),u(s))ds + /L o(s, Xe(k), a(s),u(s))dW(s),
: k k+ 1) (2.25)

ag(s) = a4<§) + /i ,] /]R,u(Xg(k),ag(t—)ﬁ)N(dt,dG), s € [?, —r

¢ (+)) has a limit which is a solution to the state equation (1.1).

We are going to show that the sequence (5(:@('), Qy
First of all, by induction, we are able to show that for some constant K > 0, the following holds

E| sup |Xg(k;)v’} <K, Vi>1. (2.26)
0<k<2¢
Now we estimate the difference between (Xy(-),a¢(-)) and (Xo41(-), @eg1(-)) on time interval [£, L), Note
that on this interval, (Xy(-), as(+)) is given by (2.25), whereas (Xy41(+), art1(+)) has two different forms on the
) and the second half [ZiH, £51). More precisely, we have the following:

first half [£ 2kEL

2k+1
201

X@+1(2k + 1) = Xg+1(2k) /k

o

b(s, Xoy1(2k), apy1(s),u(s))ds

(5, Xe41(2k), gy (s), u(s))dW (s),

k k 2k+1
i) = acealzr) ¢ [ [ WXa OB aen o) 0N, € [y )
7
and
et
Xor1(2k+2) = Xor1(2k+ 1) + /%Jrl b(s, Xe+1(2k + 1), cp11(8), u(s))ds
—|—/21c+1 (s, Xer1(2k + 1), apq1(s), u(s))dW (s),
20T
2k +1 2k+1 k+1
Oég+1(3) = 41 (W) +/(2k+1 } /R/’L(Xf-i-l(Qk + 1), Oég+1($—), G)N(ds,dﬁ), ERS (W, 7:|
YRR

By a standard calculation (see (2.16)), we have

— 2k+1
p—2 1 20F1
57 (L4 [ Xeaa (2K)7) + B / |u(s)|1’ds] . (2.27)

2
o

1
B | Xe41(2k +1) = Xepa (26))° < K(27)
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Define

Ag(s) = {&{(t> =apa(t) |7 §.t < s},
B (e m) () 1)

Note that

w0 a ity

57 o AZ(MH)”AZ(E)C

U 26+1

a5 = adg)

and in the equations for ayiq1(-), either X,y1(2k) or Xp41(2k + 1) appears, instead of Xyi1(s). Because of
this, similar to (2.17), we have, with the similar terms involving A;; (X1 (tx)) \ Ai;(X1(2)k) and Ay (Xa(tr)) \
A;jé(XQ(t}c)) absent (noting (2.26)),

o [1(5) 0 (R < g [ () o () ] 5

2k+1

1\ _ I\% 20T K
= [(?) 67 + | Xe11(2) = Xe(R) Ly, 1, + (—) 6 TE., / |u(t)|pdt] + 25

ol

Likewise,

a4 ) 1 u(5) T < T P [{oe (55 ) # 0o (55 ) 0 B + 2

2f+1 PYaS) 20+ 1
Y AR LV, N K
<7|(z) + | Xera(2k +1) = Xe(k)| Ly, 250 + (57) Easy /I [u(t)Pdt] + 7.
2

Thus, we have

+| X1 (2k) — Xg(k)qu(i) JrEfe [|Xg+1(2k +1) - Xg(k')|]A[(2k+1 } }

2t APV

Taking expectation on both sides of the above, we have

k41

P[Ae(%ﬂ < P[Az(g)c} + ;{212 + (%)%W + (%) p246‘pE/k * u(Pat

2 (2.28)
+E [|Xg+1(2k/) - Xg(k/)|IAz(2%)} +E [|Xg+1(2k’ +1) - Xg(k’)|IAe(%)] }
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Define stopping time
Te =T Ninf{s : ay(s) # apr1(s)}.
Note that (making use of (2.27) and (2.26))

/

2 ~ 2
/\Tg)’ ] §E|: sup ’X@( /\Tg)*Xg.;_l(fé/\T[)‘ :|
0<k/<k 2

/

E[ sup ‘X@( /\Tz) 7)?[4_1(7
0<k’<k+1 2

2k+1 k+1
F Lk -k 2 2e - 2%+l 2
+KE/k Xg(?/\n) —X4+1(27Am)‘ ds+KE/2k+1 ‘X,g(fmg) —XM(TH1 /\Tg)‘ ds
27 2T
K <K 2 K |~ (241 -k 2
< (1 g )] sup [Re(5 A ) = Ko (G 1) [T+ 5| T (G A ) = Ko (5717
K - K 27 Kl k r
< (el [0 ~ S (S ) S = 2
2 0<k’'<k 2 2

2k+1

+8 [ ju(s)pas)

ol

/ !/

< (3ol Rl 1) =S G+ S ol (8 20

If we denote the left hand side of the above by )11 and denote (,, = E [1/ (T, %)}, then the above reads

K Kr1l
Sﬁk+1§(1+ )@kJr [£+Ck+1*4k}, 0< k<2t

It is clear that

s (1) ot B (0 5) e
RO B (B
B[S 0B e S0-)]
) e S ) e ()T e )
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. ! .
Since Ay = {r, > £}, we obtain
o7

KB %(F Ten (5 nr)[
ok SORREICER]
o [OSS,BEQZ (2/3 ) T A g T
k/ e ! 2 / / 2
2 o, 155 1 7) = S ()| =2, o, 109 = e 1]
Likewise,

K / /

7ZE|: sup Xg(k?)—Xg+1(2k +1)’ IA 2k+1 }

2 0<k’<2¢ (e +1 )

Plugging the above into (2.28), we have

]P[Ag(%)c} < JP’[A@(Q—]Z)C} + ;{25 + (%)Ta—') + (%)Td—”(@m — )+ (212)} (2.29)

o)< w3 (5) e (3 () T enl () () T e
Since p > 2, we see that
iIP’[Ae(T)C] < o0, (2.31)
=1
and
iELilgT | Xe(s) = Xeqa(s } ZE[T?;ET | Xo(s) X€+1(S)‘21A£(T)i|

v ZE[ sup (14 1R + K@+ [ uts)Pas) Loy

T7<s<T -

- - r ) (2.32)
<K 5ot K Y (14E[ sup (Kol +HTena@P)+ [ fulo)Pas]) (AT}

T7<s<T

PR L\E Ly
<13 {g+l(m) +(7) T T e
Clearly, (2.32) implies that there exist an X (-) such that

lim E[ sup | X(s) — )?(s)ﬂ =0.
t—oo lrcs<r
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By Borel-Cantelli’s lemma, condition (2.31) implies that for some a(-),

elim ay(s) = al(s), Vs € [r,T], as. (2.33)
Actually, if we let
A(T)" = Tim A(T)° = IDI ZL_Jk A(T)",

Then

P(A(T)") < iP[Ag(T)C} — 0, as k — oo.
=k

Thus A(T)¢ is a P-null set. Now, any w € Q with

weAm =[N U] =U N,
k=1/¢=k k=1k=¢

if and only if there exists a k = k(w) > 1 such that

we [ AT) << as,w) =deals,w), V= kw).
{=k(w)

Therefore, the limit &(-) can be defined by

(s, w) = ag(s,w), > k(w), we A(T),
’ 1, w e A(T)".

Now we want to show that (X(-),a(-)) is a solution of (1.1). Knowing that

{@u(s) #a(s), T < s <THC [ J AdT) = AATY,  lim P(A(T)") =0,
k>
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we have

7<s<T

B[ s [0 - ¢~ [ ble.X(0).a0. 0 >>dtf/8 (t, X0, (0), u()aw ()]

SKE[ sup |)?(s) X(s) |2—|— sup EX@ —&— / (t, Xo(t), dg(t), u(t)dt

<s< _/T o (t, Xo(t), a(t), u(t)dW (¢ )‘2

+K/ o(t)] dt+KE/ (1+ |)~((t)|2+|)?g(t)|2+|u(t)|2)IAe(T)cdt}

T

gE[ sup | X(s) — Xo(s)[2 +E[ sup ‘5@(3)—g—/sb(t,)@(t),ae(t),u(t)dt

T<s<T

s B 2
_/T oty Xe(t), Ge(t), u(®aw ()| '|

o [ 150 - Ko+ (5] sup 1+ 1RO + 1% 0p))

T<t<T

(Flasmy1) 7 ~o,

as { — oo. Thus, X(-) is the solution of the first equation in (1.1). Moreover, by Step 1, we sce that X(-)

satisfies (2.13) and (2.14). Further, noting the second equation in (2.25), the convergence of X;(-) to X (-) and
P[A((T)¢] — 0, together with (2.4), we obtain the following:

E{ sup |a(s) —¢— /(T J (X (1), a(t—), 0)N(dt, d0)|}

T7<s<T
<E[ sup_[a(s) - (s >|} +E[ sup \az< )—i— [ (X (®),a(-),0)N(dt, o) ]
T<s<T t<s<T (7,s]
<E[ sup_|a(s)~du(s) sup_| / a(t-),0) — p(Ke(t), @(t-),0) ) N(dt, dB)| | -0,
T7<s<T T<S<T (7,8]
as £ — oo. Thus, a(-) satisfies the second equation in (1.1). O

The following result is the It6’s formula for the solution (X (-),a(:)) of our state equation (1.1), which is
called a controlled stochastic diffusion with regime switching. The proof is omitted here.

Theorem 2.3. Let (HO)—(H1) hold. Let (7,&,t) € DP, and u(-) € UP[r, T, with p > 2. Let (X(-), «(-)) be the
unique solution to (1.1). Let © : [t,T] x R® x M — R with (t,z) — O(t,x,1) being C*2. Then the following
holds:

46(s, X (s), a(s)) = [4(s, X(s)a(s)) + A")0(s, X (s), a(s))| s

+0,(5,X(s),a(s))o(s,X(s),a(s),u(s))dW(s) (2.34)

+/R (65, X (5), als=)+ (X (), a(s-),0)) ~O(s, X (s), a(s)) | N(ds, o),
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where A" is a differential operator defined by the following:

A'O(s,x, 1) = %tr [U(s,x,i,u)T@m(s,x,i)a(s,x,i,u)}
+0, (s, x,9)b(s, z,4,u) + [Q(m)@(s, x, )]l,

(2.35)

)

where Q(z) = [¢ij ()] mxm, and [Q(x)O(s,,-)]; stands for the i-th component of the vector Q(z)O(s,z,-):

O(s,xz,m)

As a convention, for a differentiable function © : R* — R, the gradient ©,(x), taking values in R'*" is a
row vector and the Hessian ©,,(x), taking values in S™, is a symmetric matrix.
In what follows, we will fix a p > 2, and simply denote

D[Tl,Tz]:Dp[7'1,T2], D:DP[O,T], U[Tl,Tg]Zup[Tl,TQ], UZMP[O,T]

Next, for the recursive cost functional (1.8)—(1.11), we introduce the following hypothesis.
(H2) Let h: [0,T] x R* x M — Rand ¢g: [0,T] x [0,T] x R* x M x Rx R x R x U — R,

|h(t1, 21,7) — h(tz, 22,9)] < L(|t1 — to] + |21 — x2])
|g(t158ax177;7y1;217’717u) _g(t2587x2a7;7y27227’727u)| (236)
< L([ty — to] + |21 — x| + [y1 — v2| + |21 — 22 + |11 — 72l).

Under (H0)—(H2), for any initial triple (7,&,¢) € D, and u(-) € U[r, T], state equation (1.1) admits a unique
solution (X (-), a(-)), and BSDE (1.8) admits a unique adapted solution (Y'(7;-), Z(7;-),T'(7;-,-)) (see [35] Thm,
234, p. 216, and also [21, 22]). Thus, s — Y (7;s) is F-adapted (on [r,T]) and depends on (7,§, ¢, u(-)) through
(X(-),a(+)); and for ¢ € [1,T], one has

Y (r5t) = By [h(r; X (1), (1))
T (2.37)
—l—/t g(T;s,X(s),a(s),Y(T;s),Z(T; S),/]RF(T,S,Q)TF(CZQ),U(S))ds].

We regard Y (7;¢) as a utility/disutility (associated with the triple (X (-),a(:),u(+))) at time ¢, which depends
on its “future” value Y(7;s) (for s € (¢,T]). Because of this, we call (Y (7;-),Z(7;-), I'(7;-,-)) a recursive
utility/disutility process. This is a generalization of the so-called stochastic differential utility introduced by
Duffie-Epstein [7, 8] (see also [9, 24, 25, 40]). By taking ¢t = 7 in (2.37), we obtain our cost functional (1.12).

From the above, we see that under (HO)-(H2), J(7,&,¢;u(-)) is well-defined for all (7,&,¢) € D and u(-) €
U[r,T]. Hence, Problem (N) is well-formulated.

2.3. Time-consistent case

We let 7 =t € [0,T) be fixed and consider Problem (N) on [¢,7T]. In such a case, the problem will be
time-consistent. Actually, for state equation (1.1), when the cost is non-recursive, the dynamic programming
approach, involving HJB equation, can be found in [31] and the related maximum principle can be found in [13]
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and [5]. In this subsection, we will present a verification theorem and a representation of the optimal recursive
process for the case that the cost functional is recursive. These results will be useful below.

For fixed t € [0,T). Consider the state equation (1.1), with the initial triple (7,£,:) € DJt, T], the control
u(+) € U[r,T], and with the recursive cost functional

T(t7.6, uu()) = Y(t7) = B, [h(5 X (T),a(T))

T (2.38)
+/ g(t, s, X (s),a(s),Y(t;s), Z(t; s),/Rl"(t;8,9)7r(d9),u(s))ds}7
Here, (Y (t;-), Z(t;-),T'(¢;-,-)) is the adapted solution of the following BSDE:
dY (t;s) = —g(t,s,X(s),a(s),Y(t; s), Z(t;s),/ﬂ@f‘(t;s,@)w(d@),u(s))ds
(2.39)

+Z(t; s)dW(s)+/F(t;sf,e)]v(ds,de), s e[t T),
R
YV(t;T) = h(t; X(T), (T)).

Note that the above equation is the same as (1.10), with 7 replaced by t. However, we only solve it on [1,T]
since (X(s), a(s)) are only defined on this interval (and 7 > t). Note that

We introduce the following problem.
Problem (C;). For any given (7,&,¢) € D[t,T], find a @(-) € U[r,T] such that

j(t7 T, §7 L ﬂ()) = u()élglﬁT,T] j(ta 7, 57 2 U’()) = V(tv T, 57 L)'

For the above problem, we introduce the Hamiltonian H : [0, 7] x [0, 7] x R™ x M x R™ x R™*™ x (S")™ x
U — R as follows:

H(t; s,x,i,v,p,P,u) = pzb(s, Z, Zau) + itr [0—(571'7ia U)TPZJ(vaaiau)]

+ i () +g(t, s,z i, 0" plo(s,z,i i ()7
;QJ 9( p' 32: J ) (2.40)
. 1
=p'b(s,x,i,u) + §tr [U(s,x,i,u)TP’ (s, 2,4, u) ] [ ]

+g(ta s,x,i,vi,pia(s,x,i), [Q(l’)UL,U),

where v = (v!,---,v™)T € R", p = ((PY) ", ()", - ,(pm)T)T € R™*" with p! € R*? and P =
(PL P2 ... P") € (S")™ with P? € S”. Comparing the above with the definition of A“ (see (2.35)), we see
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that

H(t; s, x,1, V(s,x,), Vau(s, x,1), Viu (s, x,9), u)

1
= Ve(s,z,1)b(s,x,i,u) + itr [U(s,x, i,u)TVm(s,x,i)a(s,x,i,u)}

(2.41)
+ [Q(CE)V(S, T, )]l +g(t, s, x4, V(s,2,4), Vo(s,x,0)o(s, x,i,u), [Q(z)V (s, z, )], u)
= A"V (s,x,i) + g(t, s,2,i, V(s,x,0), Vo (s, z,9)0(s, x,i,u), [Q(z)V (s, x, )]s, u)
For convenience, we may abbreviate the above as
H=AV +g. (2.42)

We now introduce the following hypothesis.
(H3) The set U is a closure of a domain in R™. There exists a map ¢ : [0, T] x [0,7] x R™ x M x R™ x R*" x
S™ — U such that

w(t; S’ 'r? Z‘? ’U’ p’ P) e argmin H(t; S’ 'r? Z" ’U’ p’ P’ u)
= {ﬂ €U | H(t; s, z,i,v,p,P,u) = mei;}H(t; s,x,i,v,p,P,U)}
u
(t,s,x,i,0,p,P) € [0,T] x [0,T] x R" x M x R™ x R*" x §",
and v is C! with bounded derivatives.
For convenience, in (H3), the map v (-) is assumed to be C! with bounded derivatives. This will make some
of the derivations simpler later, and such a condition might be more than enough. But, for now, we prefer not

to get into the most generality in this aspect. More general cases are still open (see Sect. 6 for more comments).
The above can also be written as

H(t; s,x,i,v,p, P,v(t; s, x,4,v, p, P)) = mi[rle(t; s, x,1,v,p, P,u). (2.43)
ue

Note that in the case that o is independent of u, we have
w(t;svxviavap7P) :w(t;svxviavap)v (244)

which is independent of P. Such a case will be assumed in Section 5. The following is called a wverification
theorem.

Theorem 2.4. Let (HO0)-(H2) hold. Suppose that V (t;-,-,-) : [0,T] x R"™ x M — R is the unique classical
solution to the following HJB equation:

Vis(t; s,z i) + inf H(¢;s, 2,4, V(& s, x,-), Ve (t; s, 2,1), Ver (t; s, 2,1),u) = 0,
(1,,i) + inf H( (15,2, ), Valts 8,,1), Vaalt; 5,2,) u) .

V(t; T, z,i) = h(t,z,1).
Then

Vit;7,6,0) < j(t;r,{,L;u(-)), V(1,&,0) € D[t, T] x R" x M, wu(-) € U[r,T]. (2.46)
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If, in addition, (H3) also holds, (1,€,.) € D[t,T] is given and (X (t;-), a(t;-), a(t;-)) is a state-control triple of
(1.1) with (X (t;7),a(t; 7)) = (€,¢) such that

u(t;s) = U(t; s, X (t; ), a(t; s)), s e[r,T), (2.47)

where
U(tys, i) = Y(t; s,2,0, V(L 8,2, ), Valt; s,2,4), Ve (t; 5, 3,4)), s € [1,T). (2.48)

Then
V(7,6 0) = J(t; 7,60 a(t; ), (2.49)

and (X (t;-), &(t;-); u(t; +)) is an open-loop optimal triple of Problem (C;) for the initial triple (7,&,1).

Proof. For given (7,&,t) € D[t,T] and any u(-) € U[r,T], let (X(-),a(:)) be the corresponding state process. By
generalized It6’s formula,

h(t; X(T),(T)) = V(t;7,&0) = VT, X(T),a(T)) = V(t;7,6,1)

T
- / Valt: 5, X(5), a(s)) + A"OV (8 5, X (5), o(s))ds

/ Ve (t; 8, X(8),a(s))a(s, X(s),a(s),u(s))dW(s)
/ [V(t; 5, X (5), a(s—) + (X (s), oa(s—), 0)) — V(t; 5, X (s), a(s—))| N (ds, db).

Suppressing s in X (s), a(s), u(s), etc., and suppressing all the arguments but v in H and g, we have (recalling
(2.42))

Vi(t; s, X, ) + A"V (¢ 8, X, o) = Vi(t; 8, X, ) + H(u) — g(u)
> [Viltis, X, ) + inf H(uw)] - g(u) = —g(u).

Thus,

T

V(t:7,6,0) = E, [h(t;X(T),a(T))—/ Valti 5, X (5), a(s)) + AV (85, X (5), a(s))ds]

T
T

<E. [h(t,X(T),a(T) +/ g(t,s,X(s),a(s),,u(s))ds} = J(t;7,€ ().

T

Next, if (H3) holds and @(-) is defined by (2.47), then with u(-) = @(-), one has equalities in the above derivation.
Hence, (2.49) holds. O

Note that although state equation (1.1) is independent of ¢, due to the fact that ¥(-) is depending on ¢ which
leads to u(t;-) defined by (2.47) depending on . Consequently, (X X (t;-),&(t;+)) will also depend on t. Now,
for the optimal 6-tuple (X (¢t;-), a(t;-), Y (¢;-), Z(¢;-), T(¢;-,-), ¥(¢; -, -, -)) obtained above, we have the following



26 H. MEI AND J. YONG

coupled forward-backward SDE (FBSDE), called the optimality system on [t,T]:

dX (t;s) = b(s, X (t;8),a(t; s), U(t; s, X (1; 5), a(t; s))) ds
(s X(t;s),a(t;s), U(t; s, X (t;5), alt; s)))dVV(s)7
dat;s) = /R u()_((t;s),o?(t; s—),e)N(ds,de),

_ ~ B - B (2.50)
dY (t;s) = —g(t,s, X (t;s),a(t; s),Y (& 5), Z(t; S)7/]Rf(lt; s,0)m(d), ¥(t; s, X (t; ), a(t; s)))ds
+Z(t; s)dW (s) + [ T(t;s—,0)N(ds,dd),
R
X(tr)=¢ am)=¢, Y(&T)=htXGT),a;T)).

Inspired by [26, 28], we have the following representation theorem.

Theorem 2.5. Let (HO)-(H3) hold. Let (X (t;-),a(t;-),Y (¢;+), Z(t;+),[(t;-,-)) be the adapted solution to the
FBSDE (2.50). Let ©(t;-,-,-) be the classical solution to the following partial differential equation (PDE):

O,(t; s, x,1) + AO(t; s, 2,1) + g(t, 5,2,1,0(t;s8,2,1),0,(t; 8, 1,0)0(s, 2,4, U(t; 5, 2,1)),
[Q(2)O(t; 8,2, )i, U(t; 8,2,4)) =0,  (s,2,0) € [t,T] x R" x M, (2.51)
Ot; T, x,i) = h(t,z,1), (z,i) e R" x M,

where

AO(t;s,2,i) = %tr {U(s,ac,i7 \i/(t;5733,i))TGM(t;s,x,i)a(s,x,i, ‘If(t;,sw,i))}
+0.(t; 5, 2,0)b(s, x, 1, U(t; 5, x,7)) + [Q(x)O(t; 5, , )], -

Then the following representation holds:

Proof. Let (X(t;-),a(t;-)) be the solution to the first two equations in (2.50) and ©(¢;-,-, ) be the solution to
the PDE (2.51). Then we define Y (¢;-), Z(t;-), ['(¢;-,-) by (2.52). Note that

/L+:U’(‘T7Za0 —Z+Z.]_ZIALJ x) Z]IA”(:v
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Thus,

m

O(t; s, 2,1+ p(w,i,0)) — O(t; s, Z‘,i)}ﬂ'(d&) z/]R [@(t; s, x, ZjIAij(w)(e)) — O(t; s,x,i)}ﬂ(dﬁ)

T

I

O(t; s, x, j)m(A(x)) — O(t; s, x, 1) Z@ (t;s,,4)qi;(x) + ( (A i(x )) — I)G(t;s,z,i)
J#i

O(t; s, x,7)qii(s) = [Q(x)@(t; s, x, )]z

<
Il
—

I

j=1

This leads to (note that T'(7;-,-) is defined by (2.52))

[ T(65.097(0) = [QUX ()8t X(0:5) V]
Let us denote
a(t;s) = o (s, X (t; s), a(t; s), U(t; s, X (t;8), a(t; s))).
Then by generalized Ito’s formula and PDE (2.51), one has
dY (t:5) = dO(t; 5, X (t; 8), alt; s))
= (04t X (1:),6(t:5)) + AO(t: s, X(89),at )]s + O, (1 5, X (8.9, a(t9) (8 )W (5)

+/R [@(t; s, X (t;8), alt; s—) + u(X(t; 8), alt; S—),H)) —O(t;s, X(t;5), alt; s—))}ﬁ(ds, dn)

= —g(t,s, X(t;5),a(t; 5), O(t; 5, X (t; 5), a(t: ), Ou (t; 5, X (t; 5), a(t; 5))a (¢ 5),
[Q(2)O(t; 5, X (t;5),)] 5 1.0y Ut X (8 5), 6(t; 5)) ) ds
+0,(t;s, X (t;8), a(t; ) (t; s)dW (s)
-l-/]R [O(t; s, X (t;5—), alt; s—) + p(X (& s—), alt;s—),0)) — O(t; s, X (t; s—), a(t; s—))}ﬁ(ds, dn)
:—g(t,s,)_((t; s),@(t;s),Y(t;s),Z(t;s),/Rf(t;5,0) (d9), ¥ (t; X (t; 5), (t;s))ds

+Z(t;8)dW (s) +/ [(t;s,0)N(ds, db).
R

By the uniqueness of adapted solution to the FBSDE, we obtain the representation (2.5). O

~ We call (2.51) the representation PDE of FBSDE (2.50), because the backward components (Y'(-), Z(t;-),
T'(¢;-,-)) of (2.50) are represented in terms of the forward components (X (t;-), @(t;-)) through the solution
O(t;-,-,-) of (2.51). Similar object like ©(t; -, -, -) appeared in the study of FBSDEs and was called a decoupling

field of FBSDEs (see [27, 46]).
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3. APPROXIMATE EQUILIBRIUM STRATEGY

Inspired by [40, 42], we investigate Problem (N) by looking at a family of approximate problems determined
by partitions of the time interval [0, T]. More precisely, let II be a partition of [0, T:

II: O0=ty<t1 < - <ty_1<tn=T,
whose mesh size ||II|| is defined by

I} = max [ — b

We imagine that there are N players involved in a multi-person differential game. Player k takes over the system
at time ¢;_1, controls the system on [t;_1,t;) and hand it over to Player (k + 1) at t;. There are two rules for
the players:

(i) Every player is playing optimally (in a proper sense, see below).

(ii) Every player (stubbornly) uses his/her own way of discounting for the future cost, although they will not
control the system then.

In this subsection, we construct an equilibrium strategy for these N players (or associated with the
partition IT), making use of the dynamic programming idea.

We begin with Player N on [ty_1,T]. Let (7,£,0) € Dltn_1,T) and u™ () € U[r,T]. Consider the state
equation (1.1), whose solution is denoted by (X~ (-),a¥(-)) with the recursive cost functional

IN(1,6, 5u™ () = YN(7), (3.1)

where (YN (-), ZN(-),TN(-,-)) is the adapted solution to the following BSDE on [r, T):

AV (s) = —g(ty—1.5 XN (s), 0™ (5). Y (5), Z%(s), / TN (s, 0)m(d6), u™ (s)) ds

+ZN@MWKQ+:/FN@—¢ANM&d®, selnT), (3.2)
R
YM(T) = h(ty -1, XY (T), N (T)).
Note that
JN(tN—lvgaL;uN(')) = J(tN—lagaL;uN('))? V(tN_l,f,L) € D7 uN() € u[tN—bT}' (33)

Player N wants to solve the following problem.
Problem (Cy). For (1,£,1) € Dity_1,T], find a @™ () € U[r, T] such that

N N . N LN\ — N
JY(T, & ua ())_UN(-)lgbft[r,T]J (1, & uu™ (4) = V(T €,0).

It is known that under (HO)—(H2), the value function V¥ (- -, -) is the classical solution to the following HJB
equation system:

V¥ (s,,0) + inf B (s, 2,4,V (s, 2,), Vi (5,2,0), Vi (s, 2,),u) = 0,

(s,2,) € [txy—1,T] X R® x M, (3.4)
VN(T, z,4) = hty_1,2,7), (z,i) € R" x M,
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where
1
HY (s, z,4,v,p, P,u) = Str [o(s,2,i,u) "Po(s,z,i,u)] + pb(s, z,i,u) + (Q(x)v],
+g(tN—17 5, T, ia Ui7 pU(Sa z, Z.a 'U,), [Q(x)v]z, u)a
with v = (v!,--- ,o™)T € R™. Now, under (H3), we may define

@N(s,m,i) =Y(tn-1;8,2,1, VN(S7£L’, ), VIN(s,x,i), Vz]x(s,x,i)),

3.5
(s,2,4) € [ty—1,T) x R" x M. (3:5)

Then (3.4) is equivalent to the following:

VSN(s,x,i) + leVN(s, x,1) + g(tn—1,5, 2,1, VN(s,x,z'), VmN(S,{E,i)O'(S, x,1, @N(s,x,i)),
[Q(s)VN (5,2, )i, ¥ (s,2,1)) = 0, (s,x,4) € [tn—1,T] x R™ x M, (3.6)
V(T z,i) = h(ty_1,x,1), (x,i) € R™ x M,

where

ANV (s, 2,1) = %tr [U(S,.’L‘,i, TN (s, a:,i))TVw];f(s,x,i)a(&x,i, @N(s,x,i))}
+VN(s,x,0)b(s, x,i, UV (s,2,1)) + [Q(m)VN(s,a:, ))L .

(3.7)

Now, for any (ty_1,&,t) € Dltn_1,T], let (XN (-),a™(-)) be the solution to the following closed-loop system:

dX "N (s) =b(s, XN (s),a™(s), ¥V (s, XN (s),a" (s)))ds

o (s, XN (), 6V (), T (5, XV (s), GV () AW (s), s € [tn—1, 7],

da (s) = / W(XN(s),aN (s=),0)N(ds, ), s € [tn1,T], 35
XN (tn-1) i & aV(tv-1) =1,
and define
B (s) = BV (5, X (), 67 (s), s € v, T (39)
Then by Theorem 2.4,
VN (tn_1,60) = IV (tn 1, &0 uN (). (3.10)

and (XN (-),a™(-),a"™(-)) is the optimal triple of Problem (Cy) for the initial triple (tx_1,&, ).

Next, for Player (N — 1) on [ty_a,tn_1], let (7,&,1) € D[tn_o,tn—_1] and uN~1(-) € U[r,tN_1]. Consider
the state equation (1.1) on [7,tx_1], whose solution is denoted by (X™~1(-),a™~1(.)), with the recursive cost
functional

TN & uu () = YT (r), (3.11)
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where (YN=1(.), ZN=1(.),TN=1(. .)) is the adapted solution to the following BSDE on [r,7]:

dYN_l(s) = —g(t]\]_z, s,)_(N(s), dN(s),YN_l(s), ZN_l(s),

/Rerl(s;e)Tr(da),@N(S,XN(S),aN(s)))ds

+ZN’1(s)dW(s)+/FN’1(57,0)]\7(d5,d0), s€[tn_1,T),
R (3.12)
dYN_l(s):—g(tN,g, s, XN_l(s)7aN_l(s), YN_l(s), ZN_I(s),/l"N_l(s; H)W(dﬂ),uN_l(-))ds
R

+ZN1 ()dW (s) + / TN (s, 0)N (ds, d8), 5 € [tn—astn1),
R

YNUT) = hity_o, XN(T),a™(T)), YN ty_1-) =YV "ty_1),

where (XN (.),a™(-),a™N(-)) is the solution to the closed-loop system (3.8) (on [txy_1,7]) with the initial
condition at tny_1 given by

XN(tN_l) :XNil(tN_l), @N(tN_l) :OzNil(tN_l).

The cost functional (3.11) is designed based on the two rules mentioned above: Player (N — 1) assumes that

Player N will play optimally, based on the initial triple (tx_1, XN~ (ty_1),a 1 (tx_1)), which leads to the

dependence of (YN=1(-), ZN=1(.),TN=1(.,.)) on (XN (:),a™(-)) on the interval [ty_1,T]; Player (N — 1) insists

to discount in his/her own way, which leads to that ty_» appears in the generator g(-) of the above BSDE

(instead of ty_1). See [42] for more details. The problem that Player (N — 1) wants to solve is the following:
Problem (Cy_;). For (7,&,1) € DP[ty_2,tn_1), find a @V ~1(-) € U[r,tn_1] such that

N & paN () = inf TN & uu () = VTR & ).

uN_l(-)EM[T,thl]

We point out that similar to (3.3), the following holds:

IN T tnoo, & uuN () = T (tv—a, & uuN T () @ e (),

(3.13)
V(tn—2,6,0) € D, uN 1) € Ultn—2, tn—1],

where

u ) @Y () = u T M iy oo () + 8V (M e 1y (-

Note that Problem (Cpy_1) is not classical in the following sense. Player (N — 1) takes control uV~1(.) €
U[tn—2,tN—1] controlling the system on [ty_2,fn-1]. But, the cost functional JN7Yr, €0, uN () involves
a BSDE on [ty_1,T], depending on (X% (-),a™(-)). We now make a proper manipulation so that the cost
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functional becomes a classical one. To this end, let us look at the following decoupled FBSDE on [ty_1,T7:

YN (s) = —g(tn 2,5, XN (s), 6V (), YN (s), 2871 (s), / TN (s 0)(d6), (3:14)
TN (s, XN(S),@N(S)))dS

2N (5)dW () + / TN-1(s— )N (ds,dB), s € [tn_1,T),
R

XN(tn-1)=¢  aV(tn-a) =, YNUT) = hltn—o, XV (tn), a" (tn)).

Let ©¥~1(-,--) be the solution to the following representation PDE:

oON=1(s,x,i) + ANON (s, x,4)

+g(tN_2, s, 2,0, 0N (s, 2,4), ON (s, 2, 0)0 (s, 2,4, UV (s,2,1)),

. (3.15)
[Q(x)(—)N_l(Sa Z, )]w \I/N(S7 z, Z)) = 07 (’Sa x, Z) € [tN—lv T} xR™ XM7
ONTNT,x,4) = h(tn_o,2,1), (z,i) € R" x M,
where A" is defined by (3.7). Then, by Theorem 2.5, the following representation hold:
Y7 (s) = 0N (s, XN (s), @™ (s)),
2N () = O (5, XN (5), 6™ (9))o (5, XN (s), 0" (5), BN (5, XV (), 0N (5))), 6.16)
DY=1(s,0) = OV (5, XM (), a™ (s) + (XN (s), 0" (5),0)) — O (s, XV (5), 0™ (),
ERS [thl,T].
Thus, on [ty—_2,tn—1], we have
dYN_l(s)z—g(tN,g,s,XN_I(S),aN_l(S)7YN_1(s),ZN_1(5)7/FN_1(S;Q)W(dG),u(s))ds
R
(3.17)

+ZN1()dW (s) + / TN-1(o— )N (ds,dB), s € [tn_otn_1),
R

YN tyo1) = 0N tn—1, XN tnor), oV Htn o).

With the above manipulation, we see that the cost functional JN=1(7, &, 4;uN~1(-)) defined by (3.11) is com-
pletely determined by the above BSDE (on [ty—_2,tx—1]). Then Problem (Cy_1) becomes a classical optimal
control problem for a regime switching system with recursive cost functional. We call JN=1(7 &, 1;ulN=1(")
defined by (3.11), (3.15) and (3.17) a sophisticated recursive cost functional.
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Similar to Problem (Cy), under (HO)—(H2), the value function VN=1(- . ) of Problem (Cy_1) is the classical
solution of the following HJB equation:

VsNil(Sazvi) + ingHNil(vaaiv VN?l(Sam; ')’ VxN
ue

sy, 1), Vi (s, a,d),u) = 0,

i rxr

(S,Z‘,i) S [tN,Q,tN,ﬂ x R™ x M, (318)
VN?l(thla‘r?i) = GNil(thlvxvi)v (.’E,%) € R™ x M7
where
1
HN71(571‘7Z.5 ’U,p,P,U) = pb(S, xz, Z,’LL) + Qtr [0(57:1777;7 U)TPU(S,LE,i U)] + [Q(I)’U]Z
+g(tN—27 8,1, Uia pO'(S, z, Z)a [Q(x)v]la U),
with v = (v!,--- ,v™)T € R™. Further, under (H3), we may define

\I'Nfl(s,x,i) =YP(tn—2;8,2,1, VNfl(s,x, ), ngvfl(s,x,i) VNfl(s,x,i)),

 Vou (3.19)
(87.’17,i> S [tN72,tN71] x R™ x M,
Then (3.18) is equivalent to the following:
VSN_l(s7 x,i) + ,ZlN_lVN_l(s7 x,i) + g(tN,g7 s, T,1, VN_l(s7 x,1),
VxN71(5>xvi)o—(57$7i7 \T/Nil(svxvi))a [Q(S)VNil(svwa )]u \I]Nil(svxai)) =0, (3 20)
(s,x,1) € [tn—2,tn—1] Xx R" x M,
VN Yty 1, x,0) =N Yty 1, z,4), (z,i) € R™ x M,
where
_ 1 - T _
N—-1y,N—1 N1 L G N-1 . N-1 . - G N-1 .
ANV T (s, m,0) = 2tr [U(s,x,z,\ll (s,2,4)) Vi '(s,z,i)0(s, 2,1, ¥ (s,x,z))} (3.21)

VN (s, 0)b(s, 3,8, OV (s,,0)) + [Q() VY (s,

Now, for any (ty_2,&,t) € D[tn_2,tn-1), let (XN 71(-),a¥~1(-)) be the solution to the following closed-loop
system on [ty_2,tn_1]:
d)f(Nfl(s) = b(s7 XNfl(s)7 &Nﬁl(s), \I'Nfl(s, XNfl(s)7 &Nﬁl(s)))ds

+o (s, XV (s), @ T (s), U5, X (s), 6N T (s))) AW (),

7 (3.22)
4 15) = [ 8N (5).aN =), 0)N (s, ),
R

XN"Ytyoo)=¢ aVltnoa) =1,
and define

aV7l(s) = TN (s, XV (s), aN " L(s)), S € [tn—2,tN_1] (3.23)
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Then by Theorem 2.4,
VN Mtna,6,0) = IV Htn—2, &, 0V (). (3.24)
and (XV~1(),aN~1(-),aN~1(-)) is an optimal triple of Problem (Cx_;) (with the sophisticated recursive cost
functional) for initial triple (ty—_2,&,¢).

In general, for Player k on [ty_1,t), let (7,€,0) € D[tg_1,t;) and u¥(-) € U[r,t;]. Consider the state
equation (1.1) on [7, %3], whose solution is denoted by (X*(-),a*(-)), with the recursive cost functional

THT € s u () = YE(), (3.25)

where (Y*(.), Zk(-),T%(-,)) is the adapted solution to the following BSDE on [t;_1,T]:

dY*(s)=—g(tr-1,5, X" (s),a"(s), Y*(s), Z’“(S)a/RF’“(S;G)W(d@,@H(S,XH(S)»@H(S)))dS

+Z’“(s)dW(s)+/Fk(s—,e)ﬁ(ds,dﬁ), s € [ty,T),
R

AY*(5)=—g(t1, 5 X*(5), 0¥ (s), Y*(s), Z*(s), / T (5; 0)(d6), u* () ds (3.26)
R
FZH AW () + [ T ON s db), s € [t
R
YH(T) = h(ty_1, X™(T),a™(T)), YF*(t,—)=Y*(t,), k<L<N-1.
In the above, (X™(.),a(-)) is the solution to the following closed-loop system on [tj, T]:
dX"(s) = b(s, X'(s),a"(s), UW(s, X"(s), 0" (s))) ds
+o (s, X" (s),a"(s), UM(s, X" (s),a" (s)))dW (s), [tr, T,
_ 3.27
da(s) /M(S,XH(S),@H(s—),O)N(dS,dG), s € [tg, T, (3.27)
R
X(tk) = X5 (t),  al(te) = o (tn),
where
vl N TT . ! N NRTa! -
UH(s,x,1) = w(t (s);s, 2,4,V (s,z,-),V, (s,x,z),Vm(s,x,z)), (3.28)
(s,x,i) € [tr, T] x R™ x M,
with
N-1
Vn(s,x,i) = Z V7 (s,x,i)f[tjfhtj)(s) + VN(s,x,i)I[thl,T] (s), sé€ [ty,T], (3.29)
Jj=k+1
and
N-1
tj— 1I[tj 15t5) ) + tN—ll[thhT](s)v s € [OvT} (330)

j=1
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Note that VI(-,-,) is the classical solution to the corresponding HIJB equation system on [t;_1,t;] (see (3.4)
and (3.18) for VN (-,-,-) and VN=1(- -, .), respectively; and see (3.37) below for V¥(-,-,.)). Player k tries to
solve the following problem.

Problem (Cy). For (1,&,1) € D[tr_1,tx), find a a*(-) € U[r, ;] such that

‘]k(’rvg?“ﬂk(')) = inf Jk(Tang;uk(')) = Vk(Taé-vL)'
uk () el|r,tr]

Keep in mind that similar to (3.3) and (3.13), we have
T (te=1, & 60" () = J(te—, & uub () @ (), (te—1,&,0) € D, u*(-) € Ultr—1, 1], (3.31)
where
uf () & () = uF (Mg () + LX), 6 () g 11 ()-

Similar to Problem (Cy_1), we need to get a sophisticated recursive cost functional for Player k. To this end,
we look at the following decoupled FBSDE on [ty, T:

dX(s) = b(s,XH(s), all(s), Ul(s, X1(s), &H(s)))ds

—I—U(S,XH(S),&H(S),\TIH(S,XH(S),&H(S)))dW(S), s € [ty, T,
da'l(s) :/,u(XH(S),&H(s—),Q)N(ds,dH), s € [ty, T,
R ) ) ) (3.32)
dY*(s) = —g(tkfl,s,X“(S),dH(S)vY’“(S)Z’“(S%/RP’“(S;G)W(d@), Ul(s, XM (s),a"(s)))ds
+Z’f(s)dW(s)+/rk(s—,9)ﬁ(ds,d9), s €[ty T),
R
XMtp) =€, a'l(ty) =1, YHT) = h(tg—1, X'(T),a"™(T)).

Let ©%(-,-,-) be the solution to the following representation PDE:

OF (s, z,i) + ATOF (s, x,i) + g(tr—1,5,2,1, OF(s,z,i), 0% (s,z,9)0 (s, x,1, ¥ (s, x,1)),

[Q(x)0% (s, z, )]s, \Iln(s,sc,i)) =0; (3.33)
(s,x,4) € [tr, T] x R™ x M,
OM(T, x,i) = h(tp_1,,1), (z,i) € R™ x M,

where A" is defined by the following:

ALk (s, x,i) = %tr {U(s,x,i,\Tln(s,x,i))T®§£(s,z,i)a(s,x,i, \iln(s,x,i))]
+®§(87 x, Z)b<57 x, iv @H(Sv x, l)) + [Q(m)@k(s, x, )):IZ .

(3.34)
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Then by Theorem 2.5, the following representation hold:

Y¥(s) = 0% (s, X"(s),a' (s)),
ZF(s) = ©F (s, X" (s),a" (s))o (s, X (s), a"(s), U(s, X" (s), a' (s)), s € [t T] (3.35)
[*(s,0)=0"(s, X'(s),a" (s) + (X" (5), a" (5),0)) - ©" (s, X" (5), @' (s)),

Thus, on [tx—1,tx], we have

dYk(s) =—g(tk—1, 5, XE(s), ozk'(s), Yk(s), Zk(s),/RFk(s; 0)m(dh), u(s))ds
(3.36)

+2Z%(5)dW (s) + / I'*(s—,0)N(ds, db), S € [tr—1,tx),
R

Yk(tk) = @k (tk, Xk(tk), ak(tk)).

Consequently, Player k has his/her sophisticated recursive cost functional (3.25) with (3.36), and Problem (Cy,)
becomes a classical optimal control problem on [t;_1,t].
Now, to solve Problem (Cy), we let V¥(- - ) be the classical solution to the following HJB equation:

VEF(s,z,4) + in[f] H*(s, 2,1, VE(s,x,-), VF(s,x,i), VE (s, 2,i),u) = 0,
ue
(s,2,7) € [to—1.tr] x R" x M, (3.37)
VH(tr,7,0) = O (b, 2,),  (2,1) €R" x M,

where
1
HE (s, 2,4,v, p, P,u) = pb(s, z,i,u) + itr [a(s,x,i,u)TPa(s,x,i,u)] + [Q(x)v]l
+g<tk717 S, T, 7;7 Uia p0<57 z, i) U), [Q(x)v]la U),
with v = (v!,--- ,o™)T € R™. Then we define

\Ilk(s,x,i) = Y(tk—1; s, , 1, Vk(s,ac, ), Vk(s,x,i), vk (s,x,1)),
z T (3.38)
(S,:I?,i) S [tk—latk] x R"™ x M.

With the above, (3.37) can be rewritten as follows:

VE(s,x,i) + ARVE (s, 2,0) + g(tr_1, s, 2,5, VF(s,2,9), VF(s,z,i)0(s, x, i, OF (s, z,1)),
Q(s)V*(s, 2, )]s, UF(s,2,4)) =0,  (s,7,4) € [th_1,tx] x R" x M, (3.39)
VE(tg, x,i) = OF(ty, x,1), (z,7) € R™ x M,
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where A" is defined by (3.34). Now, for any (tx_1,&,t) € Dltp_1,tx), let (X*(:),a*(-)) be the solution to the
following closed-loop system on [tr_1,tx]:

dX*(s) = b(s, X*(s),ak(s), \T/k(s,f(k(s)dk(s)))ds

_ (3.40)
da(s) = [ (X (3).0"(s), )N (s, ),
Xk(tkfl) =¢, dk(tkfl) =1
Let
ak(s) = Uk (s, X*(s),a"(s)), $ € [tp—1,tk]- (3.41)
Then, by Theorem 2.4,
VE(t_1,6,0) = JF(tr_1, &, ;0" () = inf JF(tg_1, &, 1;uk (). (3.42)

uF () EUltk—1,tx]

and (X*(-),a"(-),a"(-)) is an optimal triple of Problem (C},) for the initial triple (t;_1,¢,t). We refer to (3.42)
as the local optimality of u*(-) or WF(-,-,-).
By induction, we can construct the sequences

VE(s,x,1), (5,2,1) € [tg—1,tp) X R* x M, k=N,N—1,---,2,1,

U (s, x,1), (5,2,) € [te_1,t) X R* x M, k=N,N—1,---,2,1,
0% (s, x,1), (5,2,9) € [tp, T x R" x M, k=N —-1,N—-2,---,21,0.

We denote
N—1
Vs, 2,0) = > Vs, 2,0, a0(8) + VN (s, 2,0 iy, 1y(s),  (s,2,4) € [0,T) x R™ x M,
k=1
(s, 2,4) = Z Tr(s, 2, 0) I,y 0 (8) + \I/N(s,x,i)l[tN_lyT](s)

—_

(s), 2,0, Vs, x,-), VI (s, 2,1), ng(s,x,i)), (s,x,i) € [0,T] x R™ x M,
_ 1 _ _
AMQ(s,2,1) = Str [o(s, 0,3, W (s,2,1)) O (5,2, 0)0 (s, 3,1, W (s, 2,1))|

< >

+0,(s,x,1)b(s, z,3, VL (s, 2,4)) + (Q(x)O(s,,4))].

i

(s,2,4) € [tg—1,T] x R" x M.

The recursive construction for the above sequences can be summarized as follows:
Cycle N.
— Define OV (tn,-,+) = h(tn_1,",").
— Solve HJB equation system on [ty _1,7] with terminal condition OV (ty,-,) to get VV(-,-,-).
— Define WH(- - ) on [ty_1,T], using VV(-,-,.),
Cycle (N —1).
— Solve representation PDE on [ty_1,T] to get ©N~1(-,-.), using WI(- - ).
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— Solve HJB equation system on [ty_2,tx_1) with terminal condition OV =1 (¢tx_y,-,-) to get VV=1(-,- ).
— Extend W (-,- ) to [ty_2,T], using VII(-,-,-) (a concatenation of VN=1(- . ) and V(- - ).

Cycle k.

— Solve representation PDE on [t;, T] to get ©F(-,-,-), using WI(- ).

— Solve HJB equation system on [t;_1,t;) with terminal condition ©F(t,-,-) to get VF(-,-,-).

— Extend V(.- ) to [tx_1,T], using VII(-,-,-) (a concatenation of VF(- - -),--- ,VN(- . .)).

The above procedure will end at the end of Cycle 1, which completes the construction of the sequences.
Having constructed W(- -, -) on [0, 7] x R™ x M, for given (x,i) € R™ x M, we solve the following closed-loop
system on [0, T:

+o (s, X1(s),all(s), B1(s, XU(s),a"(s)))dW (s), s € [0,T], (3.43)
X"0) =, al(0) =i
The local optimality of W(-,-,-) reads
YF(tpo1) = T (b1, XM (1), @ (tem1); O () = VI (e 1, X (Bim1), @M (8-1))
< T (te—1, X (temr), @ (tr—1); ul-), Vu() € Ultg-1,tx],
with (Y*(-), Z*(-),T*(-,-)) being the adapted solution to the following BSDE:
dYk(S)Z—g(tk_l,S,XH(S),@H(S),Yk(S), Zk(s),/f‘k(s;G)W(dﬁ),u(s))ds
R
2 (s)dW () + / TF(s—, )N (ds, df), s € [to1,te), (3.44)
R
Yk(tk) = @k(tk,XH(tk),@H(tk)).
Note that if we solve the following (comparing with (3.33)):
OF(s,x,i) + ANQF (s, 2,i) + g(tk_l, s,x,i,0%(s, 1),
Giﬁ(s,x,i)a(s,x,i, Ull(s, x,10)), [Q(x)@k(s,m, Vis \T/H(s,x,z')) =0; (3.45)
(s,x,1) € [ti—1,T] x R" x M,
OM(T, i) = h(th_1,,1), (z,i) € R™ x M,
then the value function V*(-,-,-) is a restriction of ©F(-,-,-):
VF(s,x,i) = OF (s, x,1), (s,,1) € [tr_1,tx] x R™ x M. (3.46)
Next, we define
N1
ol 7’ S, 2,1) Z G)k s T, 7, tk 1,,5k)(7‘) +®N(57$ai)l[tN_1,tN](T)7 (3'47)
k=1

0<7<s<T, (z,i) e R" x M,
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and

N
gH(T7S7x7i?y)Z77’u) = Z\g tH(T)aSaxaLyaZvrﬁu)a
k=
0<7<s<T,(2,0,y,2,7u) ER" x M x RxRY xR x U.

Then the following holds:

91‘;1(77 87 x? 7:) + AH@H(/T? 87 x? i) + gH (T’ 87 x’ 7:7 91_[(7—7 87 x? i)?
@5(7, s,x,i)o(s, x,i, U(s, x,1)), [Q(z)ON (1, s, z, )];, ¥(s, x, z)) =0;

(3.48)
(s,z,1) € [0,T] x R™ x M,
O (r, T, x,i) = h(t"(1),z,1), (z,i) € R™ x M,
Vs, x,i) = OM(t"(s), s, 2, 14), (s,2,i) € [0,T] x R™ x M, (3.49)
and
\IIH(S7 z, Z) = Tﬂ(tn(s), S, T, i) @H<tn(8)7 z, ')7 @In(tn(s)7 z, l)? @:I;Iw(tn(s)a z, l))a (3 50)

(s,x,i) € [0,T] x R™ x M,

where t11(-) is defined by (3.30). We call W(-,.,.) an approzvimate equilibrium strategy associated with the
partition II.

4. EQUILIBRIUM STRATEGY

Now, we introduce the following further hypothesis.
(H4) There exists a ©(7, s, z,4) such that

|\rlli\|mo <|@H(T, s,x,1)—0(T, s,x,i)|+\@g(7, 8,2,1)— O, (T, S,$,i)|+|@ggg(7', $,%,1)— Oy (T, 8, T, z)\) =0,

uniformly for (7,s,x) in any compact sets.

By (HO0)—(H4), taking ||II|] — 0 in (3.48) and (3.50), we have the following:

\IJ(SM/L./L.) = w(S, S,$7i, @(87 87337 ')7 91(‘9’ 87‘%7/6.)’ 9261(8’ 87‘7’.’/6.))7 (41)

and O(T,t,x,1) satisfies the following non-linear PDE system, named Equilibrium HJB equation:

O4(7,8,2,4) + AO(, 8,1,1) + g(T, s,x,1,0(1, 8, 2,1),
0,(1,s,2,4)0(s, 2,1, ¥ (s, 1)), [Q(x)O(T, 5,7, )]s, U(s, 7, z)) =0;
(s,2,4) €[0,T] x R™ x M,
O(r,T,xz,i) = h(r,x,1), (z,i) € R" x M,

(4.2)
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where

AO(1,8,1,i) = %tr [o(s,x,i,\i(s,x,i))TG T,8,X,1 U(s 2, V(s, z))}
+0,(7, 5,2, 0)b(s, x, 1, U(s,2,1)) + [Q(x)O(7, 5,2,-))], -

(4.3)

By the definition of H (see (2.40)) and v (see (H3)), we see that the above equilibrium HJB equation can also
be written as

O.(r, s, 2,4) + H(T, 8, 2,1, 0(T,5,2,-),0,(7, 5, 2,1), Ope (T, 5, 2,7), (s, 2,7)) = 0,
(s,x,i) € [0,T] x R x M, (4.4)
O(r,T,xz,i) = h(r,x,1), (z,7) € R" x M.

From (3.49), we see that V(. .) converges to some V(-,-,-) with
V(s,z,i) = O(s,s,x,i), (s,2,4) € [0,T] x R™ x M, (4.5)

which is called the equilibrium value function. We call ¥(-,-,-) defined by (4.1) an equilibrium strategy of our
original Problem (N) on [0, T].

Note that (H4) will be automatically satisfied if we are able to show that the equilibrium HJB equation is
well-posed, which will be done in the next section, under proper conditions.

We now show that the equilibrium strategy W(-, -, -) is approzimately locally optimal in a suitable sense. Such
a result can be viewed as a verification theorem for our equilibrium strategy. The main idea is taken from [40].
But, due to the appearance of the regime switching process «(+), some delicate technical modifications will be
introduced.

We call the following the equilibrium system:

dX(s) =b(s,X(s),¥(s,X(s),a(s)))ds +o(s,X(s),¥(s,X(s),a(s)))dW(s), s €0,T7,
da(s) = /R W(X(s),Gls—), 0)N(ds,dB), s € [0,T],

dy (t,s) = —g(t, S,X(s),Y(t,s),Z(t,s),/ L(t,s,0)m(df), U(s, X (s),a(s)))ds (4.6)

R
+Z(t,s)dW (s) + / L(t,s—,0)N(ds,df),  s€l[tT),
R

It is known that if (X(-),a(-),Y(-;-),Z(-;-),T(-;-,-)) is an adapted solution to the above system, then the
following representation holds:

: : : L X (t;5),a(t; s), U(t; s, X (5 5), a(t; 5))), se[r,T].  (47)
L(t;s,0) = O(t; s, X (t; 5), alt; s) + (X (t; 5), alt; s),0)) — O(t; s, X (5 5), a(t; s)),

J(t, X (), a(t);¥(-,-,-)) =Y(t,t) =0(tt,X(t) = V(tX(t)). (4.8)
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We now assume that our equilibrium HJB equation system (4.2) has a classical solution and all the involved
functions in the equations are differentiable with bounded derivatives. We prefer not to get into the most general
and technical situations so that the main clue will be clear in our presentation.

First, for any given (x,i) € R" x M, let (X(-),@(-)) be the state process over [0, T], under the equilibrium
strategy U(-,-,-), i.e.,

dX(s) =b(s,X(s),a(s), U(s, X(s),a(s)))ds
);

+o(s, X(s),a(s), ¥(s,X(s),a(s)))dW (s), s €[0,T],
da(s) = /R W(X(s),a(s—),0)N(ds,do),  se[0,T], (4.9)
X0)=z,  a0) =i

Next, let ¢t € [0,T) be given and ¢ > 0 be small so that ¢t +¢ < T. Then the adapted solution (Y (¢,-), Z(t,-)) of
the BSDE in (4.6) over [t,T] also satisfies the following on [t,t + €]:

dY (t,s) = —g(t,s,)_((s),i_/(t,s), Z(t,s),/Rf(t,S,H)ﬂ(de),\I/(s,)_((s),@(s)))ds

L2t 5)dW (s) + / Tt s—,0)N(ds,df), s [t,t+el,
R
Y(t,t+¢)=0(t;t+¢,X(t+e),alt+e)).

(4.10)

Take any u(-) € U[t,t + ], we consider the state equation over [t,T], with the initial triple (¢, X (¢), &(t)), under
the following control:

_ ) uls), s € [t,t+e),
[u(-) @ T(-,-,)](s) = {\P(S’_’_)’ seltteTl, (4.11)

Denote the corresponding state process by (X¢(-),a®(:)) which satisfies the following:

dX®(s) = b(s, X°(s),a°(s),u(s)))ds + o (s, X°(s),a"(s), u(s)))dW (s), s € [t,t+e),
dX*(s) =b(s, X°(s ),aa(s),@( , X%(s),a(s)))ds
+o (s, X5(s),a%(s), U(s, X°(s), a%(s)))dW (s), s €[t +e,T],
do(s) = [ W(X*(s).0%(5-). )N ds. db), s € [1.T)
R
Xe(t) = X (1), as(t) = alt).

(4.12)

The adapted solution of the corresponding BSDE over [t,t +¢] is denoted by (Y<(t,-), Z¢(t, -)) with the equation
being as follows:

dYe(t,s) = —g(t, s, X°(s),Y*(t, s), Z°(t, ), /Fe(t 5,0)m(d9), u(s))ds

Y ZE(t, 8)dW (s /FE t,s— 0)N(ds,d),  sel[t.t+el (4.13)
R

Ye(t,t4+¢e) =0(t;t+¢, X(t+¢),a°(t +¢)).
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Now, for the optimal control problem with the state equation (4.12) and the cost functional

J(t,X(t),@(t);u(')@\I/(~,-,~)| ) :Ys(tvt)a

[t+e,T)

let We(-,-,-) be the closed-loop representation of the optimal control. Thus,

T X060 ) @) S TEXO 60O OV er) gy
Yu(-) € U[t, t + €],
where
[ ) U)oy () = { . (( )) :;{ff:;})j (4.15)
It is very important to know that
U (s,w,i) = p(t,s,2,i,0(t,5,2,),0,(t, 5,3,1), O (L, 5,2,7)), s€[t,t+el (4.16)

Therefore, under our conditions (especially (2.36)), one has

|Ue (s, 2,4) — U(s,x,i)|
= |’l/}(t,$,l‘,@(t,8,$, -),@x(t,s,x,i),@wﬂ(t,s,x,i)) (417)
—(s,8,2,0(s,8,,),0,(8,8,x,1),0,:(s,8,2,1))| < K|t —s| < Ke, s€][t,t+e]

This will play a crucial role below. Let the state process corresponding to (4.15) be denoted by (X°(-),a%(-)).
Then

+0 (s, X°(s), @ 53,\i/(s,)_(a(s),éf(s)))dW(s), s€t+eT], (4.18)

The adapted solution of the corresponding BSDE over [¢,t + ¢] is denoted by (Y (t; ), Z¢(¢; -)) with the equation
being as follows:

dY*(t;s) = —g(t,s, X°(s), Y°(t; s),Z‘E(t;s),/Rf‘E(t, s,0)m(dB), U= (s, X°(s),a°(s)))ds

7t 5)dW (s) + / P (t:s—, 0)N(ds,d0), s € [t,t+el, (4.19)
R

Ye(t;t+¢e) = O(t;t + &, X(t +¢),a°(t +¢)).

With the above preparation, we are now ready to present the verification theorem for approzimately local
optimality of the equilibrium strategy.
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Theorem 4.1. Let (HO)-(H4) hold. Then the following holds:

J(t, X (t), a(t);u(-) & U(-

lim 7'v‘)|[t+e,T]) = J(, X(1),a(t); W (-, .)|[t’T})

> 0. 4.20
lim 5 > (4.20)

To prove the above theorem, we need two lemmas. The following lemma gives the continuity of the switching
diffusion with respect to its initial state.

Lemma 4.2. Let (HO)-(H1) hold. Let (X1(-),a1(-)) and (Xa(-),az2(-)) be the solutions of the state equation
on [t,T], under the equilibrium strategy ¥(-,-,-) with initial triples (t,x1,19) and (t,x2,1g), respectively. Let

Ay ={weQ ‘ o (r,w) = as(r,w), r € [t,s]}.
Then for some constant K > 0, the following holds:

P(A7)2 +E| sup [X1(r) = Xa(r)[*La, | < Klay — a3l (4.21)
t<r<T

The above has exact the same form as (2.15) in Theorem 2.2. The only difference is that it was an open-loop
case there and it is a closed-loop case here. The proof is essentially the same. Therefore, we omit it here.
The following lemma gives an approximation to the difference between (X (-),a(:)) and (X¢(-),a°(+)).

Lemma 4.3. Let (X(-),a(-)) and (X¢(-),a°(:)) be defined as above. Let
A ={a(r)=a(r) |t <7 < s}.

Then for any r > 1, there exists a constant K > 0 such that

E[ sup | X(s) — Xs(s)]’“zAi} <Ke¥,  We>o, (4.22)
t<s<t+e
and for any p > 2,
P[(45,.)°] + P[(A5)]] < Ke'*on,  ve>o0. (4.23)

Proof. Now we deal the closed-loop case here. Thus we have

ET[ sup (|)_((8)|T+\)_((s)|r)gKT(1+|x|T), vr> L
7<s<T

Similar to (2.18) with u(-) absent (since we have a closed-loop case here), we have
P[(A%,.)°] < Ke(e+¢"2 6577 +6). (4.24)
We now for p > 2, take § = 528;20 . Then the above leads to

P[(45,,)]] < Kezoim, (4.25)
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Next, define 7 = inf{s € [t,T] | @(s) # a(s)}. Then it is standard that, making use the Lipschitz continuity in
w assumed in (H1), together with (4.17),

B[ sup |X(s) - X*(s)]']

SE[t,tAT]

3r
2

E[ sup |X(s)—X5(s)‘TIAg}§E[ sup |X(S/\T)—X8(S/\T)|T:|§K€ (4.26)

t<s<tte t<s<t+e

Compare (X (s),a(s)) with (X¢(s),a%(s)), for s € [t +¢,T]. On Ay, one has a(t + ) = a(t + ¢). Thus by
(4.26),

P[(A%)°] = P[(A7;.)°] +P[(AT)° N AZ,.]
< Ke + B{Pyyc [(A7)° 0 Arse]}
< Ke®o 4 KE[|X(t +¢) — X°(t + ¢)|La;, | < Ke™0,

This gives (4.23) since 2(;’;1) =1+ 2(’;121). O
Now we are ready to prove Theorem 4.1.

Proof. Since (X(-),a(-)) and (X#(-),a(-)) follow the same equation on [t + &,T], it is easy to see that for
1 < r < 2, similar to (2.20)—(2.23),

]Et[ sup | X (s) X5(3)|TIA§} < KEX(t+¢) — Xe(t+e)| < Ke¥.
t+e<s<T

On the other hand, since

B sw (IXEF+|X6)F)| <K, W21,
t+e<s<T
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we have, taking proper p > 1,

]Et[ sup |X(s)fX€(s)|TI(AaT)C]
t+e<s<T

a1 s )] Y Prse)
< K&t%%l7 .

with p > 4 (see (4.23)). By the L"-estimate of BSDE on [t + ¢, T for the case r € (1,2) (see Prop. 3 in [21, 22])
and the representation of (Y'(+), Z()) in terms of X (),

B sup [7(ts) = PE(to)"] < KB [Ih(e, X(T) - hit. XD
s€t+e,T)

T
([ (e X0, 600,V (65),20:), [ T(t:5,0)7(d0), W5, X(5).6(5)

+e R

—g(t, 5, X%(s),a%(s),Y(t;8), Z(t; s),/

R

K[Et( sup | X(s) — XE(S)VIAET) —|—Et< sup | X(r) — Xs(s)\TI(AsT)C)}
t+e<s<T t4+e<s<T

D(t;5,0)m(d0), (s, X=(s),a°(s))) |dsﬂ

IN

3r 3p(p—1)
< K(57 + 52(p+1)p>.
Use the same estimate on [t,t + €], note that |¥€(-, -, ) — U(-,-,-)| < Ke (see (4.17)), one has

]Et[ sup |V (¢ s) — YE(4, s)r] < KE, [\Y(t,t o) -Vt t+e)
sE[t,t+e]

t+e
+(/t l9(t,5, X (s), als), ¥ (t:5), Z(¢: s),/Rf‘(t;s79)7r(d0)7\P(S,X(s),d(s)))
—g(t,s,)_(s(s),@g(s),f/(t;s),Z(t;s),/

T(t; 5,0)m(d6), U (s, X*(s), 6% (s))) yds)r]
R

3r 3p(p—1) tte —
<K (% 45 et [ (0,5, X(9).a(5), s, X(5).a(s)
t

r p(p— tre _ — — _ .
< K(E% + 8 e + g’“_l/ | U (s, X2(s),a(s))) — U(s, X°(s),a°(s)))|"ds
¢

t+e
+e ! /t l9(t, 5, X(s), a(s), W(s, X(s), a(s))) — g(t, s, X*(s), a%(s), U(s, X°(s), @E(S)))ITdS)
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IA

p( _ _
K[S 2 4 Eg(pil)lp + EQT + gTEt( sup |X(S) — XE( )‘ [IA§+5 —+ I(Airz)c])}

t<s<t+e

IA
=

3r 3p(p—1) 5r S S /IJ pTil
E W e 1 o [B swp (R +I1X5))] (Pl(45,.)°])

t<s<t+e

IA
=

3r 3p(p—1) 5r 3p(p—1) 3p(p—1)
{g 2 4 g2t 4 5 T4e2 4 ee2+Dr } < Ke2(+hp
In the above, we have suppressed (Y (t;s), Z(t; s) fR (t;s,0)7(df)) in the second inequality. Consequently,
= = 3p(p—1)
[V (t;t) — YE(t;1)| < Ke2rine,

Note that

Spp=1) _ 3 _ ., p=2

Hence, we may choose 1 < r < 2 and p > 1 so that
IV (t;0) - Yo (t50)] < Ke'tatm,
Then, together with (4.14), our conclusion is proved. O

Theorem 4.1 is referred to as a local optimality of W(-,-,-). Because of the above, it is proper for us to modify
the definition of equilibrium strategy as follows.

Definition 4.4. A map U : [0,7] x R* x M — U is called an equilibrium strategy of Problem (N) if the
following hold:
(i) For any (7,&,t) € D, the following closed-loop system

dX(s) = b(s, X(1),a(s), W(s, X(s), a(s)))ds
+o(s, X(s),a(s), U(s, X(s), a(s)))dW (s), s € [r,T],

dofs) = [ u(X(s).0(s=).ON s d). s €T
X(r)=¢  alr) =0

(4.27)

admits a unique solution (X (-),a(-)) = (X(-;7,& 4, 9(), a5 7,&,4, ().
(ii) For any (z,i) € R™ x M, let (X(-), a(- )) be the solution to (4.27) with (7,&,¢) = (0,2,4). For any 0 < ¢ <
t+¢e<T, (4.20) holds.

According to the above analysis, we obtain the following result.

Theorem 4.5. Let (H0)—(H4) hold. Then ¥ (-, -,-) obtained in (H4) is an equilibrium strategy of Problem (N).

5. WELL-POSEDNESS OF EQUILIBRIUM HJB EQUATION

In this section, we will look at the well-posedness of equilibrium HJB equation (4.4), which will complete our
approach presented in previous sections. The major assumption that we will assume is the following:
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(H5) The diffusion of the state equation is independent of the control, i.e.,
o(t,z,i,u) = o(t,x, 1), V(t,x,i,u) € [0,T] x R™ x M x U. (5.1)

There exists a constant A € (0, 1] such that
1 _ - 1 , .
M < ia(t,m,z)a(t,x,z) =a(t,z,i) < XI’ Y(t,z,i) € [0,T] x R™ x M. (5.2)

At the moment, more general case (for examples, o also depends on u, o is not non-degenerate, etc.) is left
open.
Under (H5), we may rewrite (4.2) as follows (omitting the bar here):

Os(7,8,2,1) + tr[a(s, x,1)Oy (T, 8, ,7)]
+0,(1, s, x, i)b(s, x,1,9(s;8,x,1,0(s; 8, x,+),0,(s; s, x, z))) + [Q(z)@(r, s, x, )L
—I—g(T, $,%,1,0(7; 8,1, ), 0, (73 8, 2,8)0(8, 2, 1), [Q(x)@(r, s, x, )]Z, (5.3)
U(s;s,x,1,0(s; s, x, ~),@x(s;s,x,i)) =0,
0<7<s<T,zeR" i€ M,
O(r; T, z,1) = h(r;x,1), (r,2,1) € [0,T] x R™ x M.

Inspired by the above, we redefine b and g as follows, for simplicity.

{ b(87 x7i7/u7p) = b(871.7l7’(/}(s7 Sﬂx’i7v7p))7 (5 4)

g<7—7 S,l‘,i, I/,TF,U,p) = g(Tv 571‘77;’ v, 770-(8’:1:7 2)7 [Q(x)y]la¢(37 Saxaivvvp))-

Then the above (5.3) can be written as

Os(7, 8, x,1) + tra(s, x,1)O4 (7, 8,2,1)] + O (T, s, , i)b(s, x,1,0(s;s,x,),0.(s; 8, x, Z))
+[Q(m)®(7’, s, T, )]l + g(T, $,x,1,0(7;8,2,-),0.(7; 8,2,1),0(8; 8, 2, +), O (8; s,x,i)) =0,
0<7<s<T,zeR", i€ M,
O(r; T, x,i) = h(r;z,19), (1,2,1) € [0,T] x R™ x M.

(5.5)

To establish the well-posedeness of (5.5), let us make some preparations. For 3 € (0,1), let C8(R™ x M) be
the space of function ¢ : R” x M — R such that « — ¢(z,4) is continuous, and

lells = llello + [els < oo,

where

lelo=  swp  le(e,dl, [pls= sup (LD =PI
(z,i)ER™ X M r#£y, i€ M |JJ - y|

Further let C1*A(R™ x M) and C?*#(R"™ x M) be the space of functions ¢ : R” x M — R such that

Iellirs = llello + llezllo + [palp < o0,
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and

Iellzs = llello + llezllo + lvazllo + [pazls < oo,

respectively. Also let L>(0,T; CP(R™ x M)) be the set of all measurable functions f : [0,7] x R" x M — R
such that for fixed t € [0,T], f(¢t,-,) € CP(R™ x M) with

NG, ')||L°o(o,T;cﬁ(Ran)) = esssup || f(t,, )||ﬁ < oo.

)

Let C([0,T]); C‘R™ x M)) be the continuous functions in L>(0,T;C?(R™ x M)). Similarly, we can define
C([0,T); C*+B(R™ x M)) C L>(0,T; C*+B(R"™ x M)).

We now introduce the following additional hypothesis.
(H6) The maps a : [0,7] x R®™ x M — S™ defined by (5.2), b: [0,T] x R" x M x R™ x R" — R"™ and g :
[0,T] x [0, T] xR" x M x R™ xR" - R, h:[0,7] x R" x M — R are continuous and bounded. Moreover, there
exists a constant L > 0 such that

‘hﬂi(”)l SL)
‘a(twrl?i) - a(t, l‘g,i)| + |b(t7x1,i,v17p1) - b(ta$27i7v2apz)\ < L(|$1 - $2| + |U1 - 7)2| + |p1 _p2|)7
lg(T1,t, 21,8, v1, m1,01,p1) — (T2, b, @2, 4, Vo, T, V2, p2)| + |R(T1, 21, 1) — h(T2, 22,1)]

< L(m = 72| 4 |z1 — @] + |11 — va| + |1 — mo| + [v1 — v2| + [p1 — p2l),
i (t, 1) — qij(t, 22)| < Llzy — 22f.

Theorem 5.1. Let (H6) holds. Then there exists a unique solution to (5.5).

Proof. Let 7 € [0,T) and v(-,-,-) € C([0,T]; CY(R™ x M)). Consider following nonlinear PDE: for s € [t, T] and
each i € M,

Os(7; 8, ,1) + tr[a(s, 2,4)O . (73 t, ,7)]
+0,(158,x,1)b(s, x,0,0(s, x, ), (8,2, 1)) + Z ¢ij(2)O(T;8,2,7)
=1

+g(T7 va7i7 @(7—7 S,, ')7 @:L’(T7 S,.’E,i),’l}(87.’IJ, '),UI(S,LL',Z.)) = 07
O(r; T, i) = h(T; 2,1);

We will show that the mapping B : v(s,x,i) — ©O(s;s,x,1) in (5.6) is well-defined and is a contraction in some
suitable space. Then the well-posedness of (5.5) will follow.
Step 1. The mapping B is well-defined.

For fixed ©%(7;-,-,-) € C([0,T]; C1(R™ x M)), consider the following linear PDE:

Os(7; 8, x,1) + tra(s, 2,1)O . (73 t, ,7)]
+0,(158,x,1)b(s, x,4,v(s, x, ), (8,2, 1)) + Z ¢ij(2)O(T;8,2,7)
=1

+g(7,s, 2,1, @O(T; $,T,+), 92(7; $,2,1),v(s,x,), vz (s, x,7)) =0,
O(r; T, z,4) = h(T;z,14);
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By [41] (p. 53), we know that the above admits a unique solution ©(-;-,-,-). By (H6), the following defines a
contraction mapping (see [14]):

0%r;s,x,1) — O(r;8,2,4) : C([T — 6, T); CH(R" x M)) — C([T — 6, T); C*(R" x M)),

for some ¢ > 0 which is an absolute constant. Thus, this map admits a unique fixed point O(7;s,z,i) € C([T —
§,T); CY(R™ x M)). Repeating such process on [T — 25, T — 4], [T — 36, T — 24, and so on, we can prove that
there is a unique solution of (5.6) in C'([0,7]; C*(R™ x M)). Consequently, the mapping B is well-defined.
Step 2. The mapping B : v(s,z,i) — O(s; s, z,1) defined by (5.6) is a contraction map from C([T —§,T]; C*(R™ x
M)) to itself for some small constant ¢.

Under (H6), for each 7 € [0,T) and ¢ € M, since a(s,x,i) is independent of 7, for each i, the fundamental
solution ®(¢,x;s,y,1) for the following PDE

Os(7;8,2,1) + tra(s, z,9)O4 (75 5,2,1)] =0

can be written as

O(t, w5s,y,1) =

1 ex (l‘ — y)Ta(Sa Y, i)_l(m — y)
(s — )5 {detfa(s,y, D]} 2 { i —1) } 7

which is also independent of choice of 7. Then O(7;t, z,4), the solution of (5.6), satisfies the following:

@(T;t,w,i)=/ O(t, T, y,i)h(T;y,1)dy
T
b [ [ @i 007, 9. 005, .0) v 5, ) s
t n
m T (5.8)
+Z/ / ®(t, 58,9, 1)qi;(y)O(7; 8, y, j)dyds
j=1"t "

T
+/ / O(t,z;8,9,1)9(7, 8,y,1,0(T; 8,2, ), O (75 8, 2,7),v(8, Y, ), vz (8,9, ) )dyds.
t n

Direct calculation yields

|®B(t,z;5,y,1)] < K(s—t)"% exp 7>\|x —yl
Y P ) — 4(8 —t) )

2
|@a(t,255,,0)| < K(s — )% exp {—AZS _yl) } ,

and

Dy (t,x;8,y,1) = =P (t, 258,9,1) + O(t, x;5,y,9)p(t, x5 8,9,1),
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where

(detla(s, g, i)y (lals, 9,0 y(@ —y).x ~y)
2det[a(s, y,1]) 4(s — ) ’

(la(s,y, 1)~ 1]y1 —y),r—y)

p(t x;s,y,i) =

([a(s,y,i)fl]y(:c—y),x—y> = .
<[a(57y7i)71]yn (JC - y)7x - y>

It is easy to check under (P),

|l — y]?

t < K(1
Ip(t, 35,3, < K(1+ 2

).
Now we want to prove that for any (¢,x,i) € [0,T] x R" x M,
O(7;t,2,9)| + O (75,2, 0)] < K (1+ [[A(r,-,)]h).

By (5.8), one has

Oritiad)| | [ BltasTy dhlriv. iy
T

[ @500 (5,30 00(5, 31005, 25,0
t n

m T
+ Z/ / ‘P(t,x;s,y7i)qij(y)@)(T;&y,j)dde‘
j=17t JR"

T
+// <I>(t,x;s7y,i)g(7,s7y,i7@(7;s,x,~),@m(7;s,x,i),v(s,y,~),vm(s,y7i))dyds‘

KOG 0+ K[ [ 005,000 (141005, + 3 100755,0.5) )

j=1

Integrating by parts we have

[ et Tidh(rs i)y

=‘—/ @y(t,x;T,y,i)h(T,y,i)dy—/ ‘P(t,x;s,y,i)p(tw;T,y,i)h(ﬂy,i)dy‘

<| [ ety i +| [ STt Ty )b )
n Rﬂ,

< s (et ) [ (B ot iy < KO+ G ).

49

(5.10)
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Therefore, we can conclude that

Outritia i) <| [ @t Ty Dhriza i)y

+ / / (6,28, 9,1)0,(73 8,9,4)b(s,y,4,v(8,y, ), v (8, y, 1) )dyds

m T
+ Z/ / Oy (t, 15,y,1)4i (y)O(T; 5.y, j)dyds
j=17t IR

(5.11)

T
# [ Battais, g (5,0, 0075, 0uris,2,0) (5. 5:0), 05,11 |

K(1+r(r,-, )|l —&—K//n txsy,)(1+|® (158,y,1 \+Z|®Tsyj)|)dyds

Jj=1

(1—|—Hh(,~7 )t +K/ / txsy,)(\@ Ti8,Y,1 |+Z\®T )dyds

Combining (5.10) and (5.11), we have

i[|@7tmz|+\@ (Ttxz)ﬂ

i=1

m

exp{- - | .
K+t ) + K [ L= “‘Lf’ > (1867 5,500 + 10 (7:5,, )] dyds

8_ =1

1

<K(1+Hh(7,-,~)||1)+K/t (s—)~% sup Z [|@ 7 8,2,9)| + |On(rs 8,2 z)@ds

meR” ;

By Gronwall’s inequality, (5.9) follows.
Now, let v*(-,-,i) € C[0,T] x R™ for k = 0,1 and each i € M. Let ©%(7;-,-,-) be the corresponding solutions

of (5.6). Then
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0/ . . 1/ . .
|0%(75t,x,1) — © (135, x,1)|

T
< / / B(t, 235, 5,1)|O2(rs 5,5, )b(s, 9,1, v°(5, 9, ), v (5., )
t n

—0,(1: 8,4, )b(s,y,5,v' (5,9, ), va(s,,1))|dyds
m LT
+ / [ w5500 (0)(6°(755.9.) ~ €' (7355, dyds

/ [ Bty a0, 5,00, 00 ), 80075, 1), 05,1, 0205, :)
_9(7'757%17@ (Tvsaxa')aeg(7;87xai) (S %')7 ;p(s Y, ))‘dyds

T
S/ / D(t,x;5,y,1) 0T 5,y,1)
t n

b(s,y,5,0°(s, 9, ), 02 (s,9,4)) = b(s,y,5, 0" (5,9, ), va(s,,1))]|dyds
/ / (t,z;8,y,1 |[G) (15 8,y,1) — @;(T;s,y,i)]b(s,y,i,v (s,9,4), w(s y,1))|dyds
+Z / [ Bt 00 )16 (7i5,9.) ~ © (5., lduds
/ [ Bty lg(r, 5,0, 00 ), 8075, 2,1), 05,1, 0205, )
—g(7,8,9,4,0' (155,3,-), 0L (5 5,3,4),v" (s, ), va(s, y, 1)) |dyds

T m
SK/ / O(t, 55,,1) Y [IGO(T;S,y,j) — O (7;5,4,0)| +0%(7; 5,5,5) — O,4(73 5,9, )| | dyds
. Jan

j=1

T m
LK / / S (1 102 5, )] + 1017 5, DD 5,9, 7)) — 01 (73 5,9 5))|dyds
t "

T m
[ [ 1005, )|+ 04735, DI 5,0 5)) = 0373 5,01) duds
t n iz

T m
< K/ / O(t, 35,9, i {Z [\@O Ti5,0,4) — O (155,4,5)| +10%(7; 5,0, ) *@i(T;s,y,j)ﬂdyds
t n

Jj=1

T m
K ) [ ] 30 [100ss9.0) = 0! i)+ 17 5.9.3)) = oh i 9.0 s

m

<K// (t,x;5,,i Z[I@OTSyJ — O (55,9, )| +|03(75 5,9, ) — @(Tsyj)l}dyds

Jj=1

HE(T = )1+ h(rs-, )l (73-,50)) = 0 (15, ) oo 0,70 x ) -
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Similarly we can prove

|©%(7;t,x,i) — OL(7;t,2,9)|
<K// ot 55, y, Z[I@OTSyJ —0'(735,9,5)|+103(7; 5,9, §) — @(Tsyj)\}dyds
. =

+K(T — t)§||110(' ) =0 Gy ) leqemxre xan (L4 ]l pee (0,71 x R x 0y )
T m
SI(/ (S_t)_% sup Z|:|@O TS l‘] @1(T,S7x7])|+‘@2(7’,571},])—ei(7'757$,j)‘:|d8
t zeR”
j=1
FE(T = )3 [[°(-, -, ) = 0l(-, -, e xrr xary (L4 [l oo (0,7,0 R x M) )-
Applying the Gronwall’s inequality, we obtain

||®O(Ta IR ) - @1(7-; ) ')”C([t,T]XR"XZ\/I)

(5.12)
SK(T = 4)2 (14 [l = o r.c@ xan) 10°¢o ) = v (- lleqemxen xan-

From the procedure above, we know that K is independent of 7 and ¢. Hence in particular, for V*(¢,z,i) =
OF(t,t,,1),

”Vo( P ) - Vl( ’ ')HC’([T—(S,T]XR"XM) (5 13)
i .
< K62 (1+ [|Bl| poe (o, xRe s an)) [0 (5 ) = 01 (oo Ml o (- 7) xmm x 2y -
When 6 > 0 is small enough, we get a contraction mapping v(-,-,-) — V(-,-,-) on C([T' — 6,T]; C(R™ x M)).
Then this map admits a unique fixed point. Since we can get similar estimates on [T — 24,T — 4], and so on,
one can see that there exists a unique fixed point on the whole space C([0,T]; C*(R™ x M)). Then we get a

solution V'(-,-,-) for (5.3) when 7 = ¢. For different 7, (5.6) now is a non-degenerate parabolic equation with
v(t,x,i) = V(t,z,1) fixed. The solution can be expressed as

O(r;t, 1) :/ O(t,2;T,y,i)h(T,y,1)dy
Rn
T
+/ / (t,2;5,9,1)0:(7;5,9,1)b(s,y, V(s,y, ), Va(s,y,1))dyds
t n
m T
+Z/ / (t, 25 8,9,1)qi; (y)O(7; 8, 9, j)dyds
j=17t JR?
T
[ B ilglr 5,00, O075 5.5 ). Ol 5.00). V(5101 ), Va2 )y,

Thus, we have proved the well-posedeness of (5.3). O
Recalling that in previous section, in (H4), we assume that the convergence of OM(-;- .- ) to O(-;-,-,-).

Now we will show that this convergence is reasonable.
By the well-posedeness of (5.3), we know that

|VH(S,x,i) - V(S,SE,Z)| + |Vxn(53z7i) - Vx(S,JC,Z” < K”H”
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Compare (3.48) and (5.3), we have

O (;t,x,9) — O(r3t,2,4) =/ O(t, 2; T,y,4) [h" (1, 9,1) = h(7, y,1)]dy
]Rn
T
:/ / @(t,x;s,y,i) [@E(T;s,y7i)b(s,y, VH(S,yW)vaH(Svyai))
t n
7@I(T;S,y,’i)b(8,y,V(S,y,‘),VI(S,y,’i)) dyds

m T (5.14)
#30 [ @i 00O (7i5.0.) ~ O(ris,p.5))dyds
j=17t JR"

T
b [ @iy [o 75,0, 1735, O (75,2, V5,2, VI (5.
t n
_g(T7 S, Y, iv @(7—7 S, Y, ')7 @x(T: S, Y, Z)? V(Sa Y, ')7 Vx(sv Y, Z)):| dyds
Thus we have

|®H(T; t7x7i) - Q(T,ta Z, 7’)|

T m
SR+ K [ [ 000200 [ 3216 (755,0.5) = 075,005) + 100(7:5,000) = 00(7:5,0:1)
t R™ j
+Z‘V ay7] ( ,y,j)|+‘V;_I(S,y,i)*VI(S,y,Z.)|:|dyd$
T m
<K+ [ [ (003 167(75.0.0) - 075, 0) 4168 (75 5.0,1) ~ 07, dyds.
t JRn =

Similarly we can prove

|0 (73t 2,1) — O, (73, 2,9)]

m

T
<K+ & [ [ @ty Y [100risp.0) - Os )
t n

=1
+0X (78,9, 7) — Ou(r; s7y,j)\]dyd8-

Thus we have
|0 (75t z,4) (r;t,x 2)| + |@H(T t,x,i) — Oy (73t 2,1)]

exp{ -\ - , : : ,
<+ / 4&;’ > (1077 5,9.3)~O(r; 5,5, )| +1O8(r: 5,9, 1)~ O (5,1, dyds

]—1

1

< K||11j| +K/ (s —t)"2 sup Z [|® m;8,x,5) — O(7; 8,2, )| + |0 (7; 8,2, 7) —@1(7;3,x7j)|}ds.
t

:DE]R”

By Gronwall’s inequality, the expected convergence follows.
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6. AN ILLUSTRATIVE EXAMPLE

In this section, we present an example to illustrate the main results of the paper.
Let us first recall the classical Merton’s problem. Consider the following SDE:

{ dX (s) = [bu(s) — c(s)]ds + ou(s)dW (s), s € [t,T], (6.1)
X(t) =z,
with payoff functional
T
It w3 u(), () :Et[ /t g(s)c(s)ds + hX (T)? ], (6.2)

for some v € (0,1).
In the above, we have assumed that the interest rate for the bank account is zero, the appreciation rate and

the volatility of the risky asset are b and o, respectively; X (-) is the wealth process, u(-) is the dollar amount

invested in the risky asset, and ¢(-) is the consumption rate. The problem is to maximize the payoff functional

J(t, x;u(-), c(+)), in which g(-) and h are certain (positive) weights. Now, we let M = {1,2} with 1 representing

the “bull market” and 2 representing the “bear market”, respectively. We assume that the appreciation rate b

and the volatility o depend on the market index i € M. Thus, the modified wealth process equation takes the

following form:

{ dX(s) = [b(a(s))u(s) — c(s)]ds + o(a(s))u(s)dW (s), s € [t,T],

(6.3)
X(t) ==,

with a(-) being an M-valued process.
According to (2.11), we have

Pla(s+As) =2 | X(s) =
P(a(s +As)=1 ’ X(s) =

Hence, by assuming ¢12(-) to be increasing, we have that when X (s) is getting larger, the rate of a(s) jumping
from 1 to 2 is getting larger, whereas, by assuming g21(-) to be decreasing, we have that when X (s) is getting
larger, the rate of a(s) jumping from 2 to 1 is getting smaller. Therefore, by assuming such kind of monotonicity
for g12(-) and go1(+), one accepts that state 1 is “bearish” and state 2 is “bullish”, if X (-) is regarded as an index
for the market. If X (-) is the total wealth process, then this also means that the more the capital, the more the
“bullish”, which matches rational people’s intuition. From the above, one sees the interesting feature hidden in
the model of state-dependent regime switching process.

Next, we turn to time-inconsistent issue. Although we could keep the state-dependent regime-switching, for
the simplicity of presentation, let us only consider the case that the matrix (g¢;;) is independent of the state .
For the state equation (6.3) with the payoff functional (6.2), the optimal control problem is time-consistent. For
comparison purpose, let us try to solve such a problem first (note that the problem is a maximization problem).
For this problem, the Hamiltonian is as follows:

1
H(Sa Z, Z.v v, P, Pa u, C) = pl[b(z)u - C] + 50'(’L')2P7;u2 + qdi1v1 + qi202 + Q(S)C’Y

ol)’Pi/ . b n
== (u + 20(i>2Pi u) +g(s) (c - g(s)c) + gi1v1 + giovo.
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Thus,

. b(i)2p2 §) T AT (1 —
sup H(S,J},Z,U,p,P,U,C):— ( ) Qplv +g( ) 2 ol ( rY) +Qi1U1+Qi2U2a
uw€R,c>0 20(1)%P; pl7

4

with the maximum attained at the following:

Consequently, the HJB equation reads:

1

(Vi)s — ’;fjgj)[g(VQ)f + 7 (S)(V”M(l =) Vi gaVa =0,  (s,2) € [0,T) x (0,00),
Vi(T,2) = ha',  a € (0,00),
Vi(s,0) =0, SE[O ], i=1,2.
Let
Vi(s, x) = @i(s)z”
Then
(Vi)s = ¢i(s)27,  (Vi)a =v0il(8)27 7 (Vi)aew = 7(7 = Dpi(s)a? ™2
Hence,
_ ey H0Pils)P?a0 g(s)llm”w(é - )7) g (S)E + qiaa(s)a

T 20050~ D@97 | gy (s) e

1

e Py (=g
TP %@ e - T e

+ qirp1(s) + %‘2@2(5)} x7.

Therefore, ¢;(+) should be the solution to the following:

pi(s) + W@i(s) + (1= 7)g(8) ™7 0i(8) 7T + g1 () + qinpa(s) =0, s €[0,T),
0i(T) = h, i=1,2.
Note that

Vi(t,z) 2 J(t,2;0,0) = ha?, V(¢ x) € [0,T] x [0,00).

55

(6.4)
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Thus, one can show that
pi(5)>h>0,  se0,T).

Consequently,

pi(s) = — [QOXM&W%(S) +(1=7)g(s)T7 i) 7T + g (s) + qzwz(S)] <0,

and (note 17 < 0)

1 2 1 ol
pi(s) = — [2(111);))0(1')2%(5) + (1 =7)g(s)T70i(s)7T + qirpr(s) + %2902(5)]

> <K (p1(s) + pals) + h7T), =12

Hence, one can obtain the well-posedness of system (6.5). If we want, it will be easily to get the solution by,
say, Picard iteration. Then the optimal strategy can be obtained as follows:

o MValsmd) _ Miwlshe ™t b))

oVl d)  oP(s1r(r— D2 (=)o 66)
5:< 79(s) )f:( 79(s) )ﬁ:<g(8))ﬁx

Va(s, i) pi(s)yzr! pi(s) '

This solves the problem.
Now, let us look at the following modified payoff functional:

T
J(tzu(), c() = By l/ g(t,s)c(s) ds + h(t) X(T)7| . (6.7)
t
Then for fixed T € [0,T), consider the state equation (6.3) on [¢,T], ¢t € [r,T) with payoff functional
T
J(rit,z (), ) = B [ [ strsietsyas + nmx | (6.5)

Applying the dynamic programming method as above, we will obtain the pre-committed optimal strategy as
follows:

a(r;ys,x,1) = ) x &(r;s,x,i) = 9(7. ) ﬁ:c 6.9
(i) = gt meni=(205) e (6.9)
with
i)?2 : .
PR 2(17—1)(7))0(1')2%(7; 8) + (1 =)g(7,8) 77 pi(755) 71

+qinp1(7;8) + qiapa(;8) =0, s € [r,T), (6.10)
wi(1;T) = h(r), 1=1,2.
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Clearly, the optimal strategy given by (6.9) is time-inconsistent since there are two time variables 7 (initial

time) and s (running time) are involved.
According to the theory that we have developed, the Hamiltonian should look like the following:

. . 1.
H(T, $,2,%,0,P, P7 u, C) = pl[b(l)’u - C] + §U(Z)2Piu2 + Gi1v1 + qi2v2 + g(Ta S)C’Y

a(i)*P; ( 5 . b(i)p; P;
= 2 - ) s ( Yo ) i i 7
2 e U(Z)ZPz’u o) g(7, S)C o izt
and
H( o p P = — LR 9(r )Ty
su T,8,2,,v,p, F,u,c) = — - - v i20s,
uE]R,zE)ZO p 20(2)2Pi @i1V1 T ;202

1—v
p;

with the map 1 = (u,¢)" appeared in (H3) taking the following form:

_ b(i)p; __ (9(r8)\ T
_ _ 11
U= oueps ¢ ( P; ) (6.11)
and the map W(s,x,i) appeared in (4.1) is as follows:
m : b(’L)@x(S’S,{L',Z) — . ’yg(s,s) ﬁ
_ — (2955 N 12
(s, @) 0(1)2042(s, 8,2,1)’ &(s, @,1) <®I(s, s,x,i)) (6.12)

Consequently, the equilibrium HJB equation should read as

b(i)20.(s, s, 2,1)? )
200170, (5, 5,7 2 (750500

b(i)*Ou (s, 5,2, 1) +( 79(s, ) ))1—171
)

O (T, 8,x,1) +

—0.(7,s,2,1)

()20 44 (s, 8,2,1) (8,8, 2,1

+g(7,s) (%) + g O(7, s,2,1) + ¢;20(7,8,2,2) = 0, (s,z) € [r,T) x (0,00),

Gi(Ta Tal:) == h(T)l"Y, T e (0700),
62‘(7’,8,0):0, T§5§T7 7/:1,2

Now, we introduce the following ansatz:

6(7—7 S’ 1:, 7:) = (p(T7 87 i)x’y'
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Then
b(i)*p(s, s,1)*y >0~
20(0)>42(7 — 1)2p(s, 5, 122202 ©

—o(T,8,1)yzY ! b(i)%p(s,s,i)ya7 " 79(s, 5) =
Frein ldw%@snww—lmwﬂ+<wwawwﬂ*) ]

0= 908(7-7 S, Z)IFY + (Ta S Z)'Y('}/ - 1)56‘\/72

vg(s:8)  \T5
+g(7.5) <W> +qinp(7,8,1)27 + qizep(7, 5, 2)a”

I b(i)*y i) o(r sy [ @MY g(s,8) \T=
%4H>gmwwﬂw,m otrsd) oo (o)
+g(7-a 8) (909((38’38)2)> & + qil‘ﬁ(Tv S, 1) + Qi2<p(7—a 5, 2)}x’y
_ , . 7b(i)? g(s,s) \5
- {('DS(T’ 5:1) + (7 5,7) {2(1 —)o(i)? ’Y((p(& s, z)) }
+9(7,5) (@g(fj)i)) Ty Girp(7: 5, 1) + qiap(7, 5, 2)}:37.

Hence, ¢(s,x,1) should satisfy the following:

, b(i)* 9(s,8) \T=
(T8 )+ 5 7))

50(75,0) = 1(75,0)

7)o (i) o(s,s,i
+9(7,5) (;(Sj)i)) T gne(r s, 1) + qinp(r,5,2) =0, 0<7<s<T, (6.13)

p(r.T,i)=h(r), 0<T<T, i=12.

We point out that when g(7,s) = g(s,s) = g(s), the above is reduced to (6.5). Having solved (6.13), the
equilibrium strategy is given by

é(s,x,1) = ((pg((:’:)l))llwx (6.14)

_ . b(i)x
u(s,x,1) = ———F—=7,
(0D = oty
One can further discuss the well-posedness of (6.13), which we prefer not to get into more details.

7. CONCLUDING REMARKS

We have explored the time-inconsistent stochastic optimal control problem for the regime-switching SDEs,
with state-dependent transition probability matrix for the regime-switching process. Due to such a state-
dependence, the theory for the state equation has some unique interesting features, such as the continuous
dependence of the solution on the initial state. Therefore, our results enrich the general theory of regime-
switching diffusion processes. For our time-inconsistent optimal control problem, equilibrium HJB equation has
been successfully derived, and for an important special case (i.e., the diffusion of the state equation is indepen-
dent of the control), the well-posedness of the equilibrium HJB equation has been established. Consequently,
at least for this case, a time-consistent equilibrium strategy can be constructed in principal. An example is also
presented to illustrate our main results.
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We have seen that the theory is still in its infancy. Many questions are left open. Here are a partial list of
the problems that we will continue to investigate. Of course, we welcome other interested researchers to join:

— The well-posedness of the equilibrium HJB equation for the case that the control appears in the diffusion
of the state equation.

— The case that the diffusion in the state equation is possibly degenerate.

— Possible efficient numerical algorithm aspects.

Acknowledgements. The authors would like to thank the anonymous referees for their suggestive comments.
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