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Abstract—A storage code is an assignment of symbols to
the vertices of a connected graph GpV, Eq with the property
that the value of each vertex is a function of the values of its
neighbors, or more generally, of a certain neighborhood of the
vertex in G. Under the name of recoverable systems, a class
of storage codes on Z was recently studied relying on methods
from constrained systems and ergodic theory. In this work, we
address the question of the maximum capacity of recoverable
systems on Z and Z2 from a combinatorial perspective. We
establish a closed form formula for the capacity of several one-
and two-dimensional systems, depending on their recovery set,
using connections between storage codes, graphs, anticodes, and
difference-avoiding sets.

I. INTRODUCTION

The concept of storage codes on graphs was introduced in
[10], [15] as an extension of the notion of locally recoverable
codes to systems with restricted connectivity. Let GpV, Eq be
a connected graph with |V| “ n and let Q be a finite alphabet
of size q. A storage code C Ď Qn is a collection of n-words
such that for every x P C and every vertex v P V the value xv
is a function of the values pxu, u P Npvqq, where Npvq :“ tu :
pv, uq P EpGqu. The main problem concerning storage codes is
establishing the largest size of C for a given class of graphs.
It was soon realized that this problem can be equivalently
phrased as the smallest rate of symmetric index codes [3],
or the largest success probability in (one variant of) guessing
games on the graph G [13]; see [1], [4] for a more detailed
discussion.

For an integer n ě 0 we denote rns “ t0, 1, . . . , n ´ 1u

with r0s “ H, and for a finite set of integers R, we write
n ` R :“ tn ` r : r P Ru. For a sequence x P QV and for
a set of integers R, denote by xR the restriction of x to the
positions in R. The construction problem of storage codes on
infinite graphs was recently studied in [7], with a focus on
the case of V “ Z and pi, jq P E if and only if |i ´ j| “ 1.
The authors of [7] considered codes X formed of bi-infinite
sequences x P QZ with the property that for any i P Z the
value xi is found as f pxi`Rq, where R “ tj : 0 ă |j| ă lu and
f : Σ2l Ñ Q is a deterministic function, independent of i, and
they coined the term recoverable systems for such codes. Paper
[7] additionally assumed that the system X is shift invariant,
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i.e., if x P X then also a left shift Tx P X (T acts by shifting
all the symbols in x one place to the left). This assumption
enabled them to rely on methods from constrained systems to
estimate the growth rate of the set of allowable sequences, or
the capacity of recoverable systems.

In this paper we study recoverable systems on Z and Z2

(lines and grids) that are not necessarily shift invariant, and
that can rely on recovery functions that depend on the location
a of the entry xa of the word. This will enable us to use
methods from storage/index coding to compute or bound the
capacity of such systems.

II. PRELIMINARIES

The following definition formalizes the concept of storage
codes discussed above for the case of V “ Zd, d ě 1.

Definition 1. Let R Ă Zzt0u be a finite subset of integers
ordered in a natural way. An R-recoverable system X “ XR
on Z is a set of bi-infinite sequences x P QZ such that for any
i P Z there is a function fi : Q|R| Ñ Q such that xi “ fipxi`Rq

for any x P X.
More generally, let R Ă Zdzt0u be a finite subset together

with some ordering. An R-recoverable system X “ XR on Zd

is a set of letter assignments (d-dimensional words) x such that
for any vertex v P Zd there is a function fv : Q|R| Ñ Q such
that xv “ fvpxv`Rq for any x P X. Here v ` R “ tv ` z : z P

Ru is a translation of v by the recovery neighborhood (set) R.

This definition is close to the definition of storage codes [10]
which also allows the dependency of the recovery function on
v P V and also (implicitly) assumes an ordering of the vertices
in V. Here we wish to note an important point: by defining
the recovery set R we effectively introduce an edge (possibly,
a directed one) between v and every vertex in v ` R. Thus,
we speak of R-recoverable systems on Zd with edges defined
by R, and denote the graphs that emerge in this way by Zd

R
(or GR for general G). If d “ 1, we omit it from the notation.

Example 2. Take V “ Z and R “ t´1, 1u. Assume that
x2i`1 “ x2i for all i. Then we have fipxi´1, xi`1q “ xi`p´1qi ,
that is, fipxi´1, xi`1q “ xi´1 or xi`1 depending on whether i
is odd or even. l

Let X “ XR be an R-recoverable system. For n ě 0, denote
by BnpXq the restriction of the words in X to the set rns, i.e.,
BnpXq “ txrns : x P Xu. The capacity of X is defined as

cappXq :“ lim sup
nÑ8

1
n

logq |BnpXq|. (1)

Formally we should write capq, but below the value of q does
not play a role, and is omitted.
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Given a recovery set R Ă Zzt0u, we are interested in its
largest attainable capacity

cappRq :“ sup
XRĎQZ

cappXRq (2)

of R-recoverable systems onZ. These definitions are naturally
extended for two and higher dimensions.

Example 3. Consider the R-recoverable system from Exam-
ple 2. Since every odd symbol is uniquely determined by the
two adjacent symbols in even positions, we have BnpXq ď

qrn{2s, and since every symbol can occur in the even positions,
we have BnpXq ě qtn{2u. Thus, cappXq “ 1

2 . l

A. Storage codes for finite graphs

We briefly mention the known results for storage codes on
finite graphs as defined in the opening paragraph of the paper.
Let G be a graph with n vertices and let RqpCq :“ 1

n logq |C|

be the rate of a q-ary code C on G. In this case the recovery
set of a vertex v is Npvq, and it depends on v, so we denote
the largest rate of a storage code on G by cappGq.

There are several ways of constructing storage codes with
large rate. The most well-known one is the edge covering
construction: given a (d-regular) graph, place a q-ary symbol
on every edge and assign each vertex a d-vector of symbols
written on the edges incident to it (again we assume an
ordering of the edges). The size of the code is pqdqn{2,
resulting in the rate value 1{2 irrespective of the value of
q. Here is an example with q “ d “ 2:
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This method extends to the case when every vertex is
incident to the same number of cliques. For instance, if this
number is one, then the graph can be partitioned into k-cliques.
To construct a code, we put a single parity on every clique
and distribute the symbols of the parity to the vertices that
form it, resulting in rate R “ pk ´ 1q{k. A further extension,
known as clique covering [3], states that

cappGq ě 1 ´ αpGq{n, (3)

where αpGq is the smallest size of a clique covering in G.
Among other general constructions, we mention the matching
construction, which yields

cappGq ě MpGq{n,

where MpGq is the size of the largest matching in G.
Turning to upper bounds, we note a result in [3], Theorem

3 (also [10], Lemma 9), which states that

cappGq ď 1 ´ γpGq{n, (4)

where γpGq is the independence number of G, i.e., the size
of the largest independent set of vertices (in other words, the
size of the smallest vertex cover of G).

The definition of storage codes can be generalized by
permitting a recovery “neighborhood” other than the set Npvq,
such as the set R discussed in Def. 1. Effectively, this changes
the connectivity of the graph, so while we keep the same
set of vertices V, the edges are now drawn according to
where the failed vertex collects the data for its recovery (these
new graphs were denoted by GR above, assuming that R is
the same for every vertex). Since R does not have to be
symmetric, the graph GR generally is directed (as is often the
case in index coding [2], [3]). In this case, bound (4) affords
a generalization, which we proceed to describe.

For a subset of vertices U Ď V in a graph G “ pV, Eq,
denote by GpUq the induced subgraph. A directed graph with
no directed cycles is called a directed acyclic graph (DAG).
It is known that a graph is a DAG if and only if it can be
topologically ordered [9, p. 258], i.e., there is a numbering
of the vertices such that the tail of every arc is smaller than
the head. A set of vertices S Ď V in a graph G is called a
DAG set if the graph GpSq is a DAG. With this preparation,
the following MAIS bound is true, see [3], Theorem 3, or [2],
Sec. 5.1.

Theorem 4. Let G “ GpV, Eq be a graph and let δpGq be the
size of the largest DAG set in it. Then

cappGq ď 1 ´ δpGq{n. (5)

The proof follows by noticing that if we puncture the nodes
in a DAG set S, their values can be recovered following the
topological ordering of the vertices. Other upper bounds on
the rate of storage codes are found in [11] for the symmetric
case and in [2] for the general case.

B. Recoverable systems on Z

Bounds and constructions for finite graphs can be extended
to infinite graphs such as Zd. In this section we state a few
easy results that exemplify the above methods for the case of
d “ 1, noting that analogous claims can be stated in higher
dimensions.

Let R Ă Zzt0u be a finite set and consider R-recoverable
systems on the infinite graph ZR. For all n ą 0 let us
consider the subgraph ZR,n :“ ZR X rns. To argue about the
capacity cappRq we first find cappZR,nq and argue that these
quantities are related. This follows from the observation that
we can disregard the boundary effects because the proportion
of points whose recovery regions do not fit in rns vanishes
as n increases. Thus, we can place constant values on these
points with a negligible effect on the rate of the code.

Lemma 5. Let R Ă Zzt0u be a finite set and pcnq8
n“1 an

infinite sequence of real numbers such that cappZR,nq ď cn
for all n ą 1. Then, cappRq ď lim supnÑ8 cn.

Proof: For all n ą 0, let An be the set of vertices in ZR,n
in which their neighborhood in the graph ZR does not fully
belong to the graph ZR,n, i.e., An “ tm P rns : m ` R Ę

rnsu. Since |R| is a constant independent of n, starting from
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some value of n we have |An| ď a for some absolute constant
a.

Let X be an R-recoverable system. For a given vector z “

pxiqiPAn P Q|An|, let Bz
npXq be the set of words in BnpXq

which match the values of z over the positions in An. The
code Bz

npXq is a storage code over the graph ZR,n and hence

n´1 ¨ logq |Bz
npXq| ď cappZR,nq ď cn.

Since the inequality holds for all z P Q|An| and |An| ď a, we
conclude that

n´1 ¨ logq |BnpXq| ď cn ` a{n,

which verifies the lemma’s statement.
According to Lemma 5, it is possible to calculate the

capacity of several recovery sets R.

Proposition 6. Let l, r be positive integers, let R “ t1 ` rrsu Y

t´1 ´ rlsu, and let m “ min tl, ru. Then,

cappRq “
m

m ` 1
.

Proof: Assume without loss of generality that r ď l, so
m “ r, and let ZR be the graph describing the R-recoverable
system.

The upper bound follows by noting that for all n ą 1 the
set of vertices tkpr ` 1q : k P Zu X rns is a DAG set in the
graph ZR,n and thus

cappZR,nq ď 1 ´
δpZR,nq

n
ď 1 ´

r n
r`1 s

n
ď

r
r ` 1

.

Together with Lemma 5 this implies that cappRq ď r{pr ` 1q.
To show the reverse inequality we use the clique partition

construction (3). Start with partitioning Z into segments of
length r ` 1, setting Z “

Ť

kPZ k ¨ rr ` 1s. We aim to
construct a code in which every vertex in the segment can
be recovered from the other vertices in it. In other words, ZR
is a disjoint union of pr ` 1q-cliques, and the construction
described above before (3) yields a code of rate r{pr ` 1q.

In the case of shift invariant recoverable systems the upper
bound of this proposition was derived in [7]; however, the
authors of [7] stopped short of finding a matching construction
under this assumption. The challenge in the shift invariant
case is to find a recoverable system with the same recovery
function for all symbols.

The next proposition follows by similar arguments.

Proposition 7. Let l, r be positive integers and let R “ t´l, ru.
Then for any q ě 2

cappRq “
gcdpl, rq

l ` r
.

Example 8. To give an example, consider a system XR with
R “ t´6, 4u, so that gcdp4, 6q “ 2. Now put a codeword
of the length-5 repetition code on each of the mutually disjoint
sets of consecutive symbols in the even positions and in the odd
positions. For instance, we can take those sets to be t10k ` 2ju
and t10k ` 2j ` 1u with 0 ď j ď 4, k P Z. Then clearly for
every i P Z, the symbol xi is a part of the codeword of the
repetition code that includes either position i ´ 6 or position

i ` 4, and we can recover xi by accessing one of those positions
as appropriate. l

Let B Ă Z` be a finite or infinite set. We call a set A P Z

B-avoiding if its difference set |A ´ A| is disjoint from B,
i.e., |a1 ´ a2| R B for all a1, a2 P A. Let an be the size of the
largest set An Ď rns that is B-avoiding and define RpBq “

lim supnÑ8 an{n. This quantity has been extensively studied
in the literature, initially with B being the set of all whole
squares [14] and later values of other polynomials; see, e.g.,
[12].

Proposition 9. Let 0 ă r1 ă r2 ă ¨ ¨ ¨ ă rs and
0 ă l1 ă l2 ă ¨ ¨ ¨ ă lt be positive integers and R “

t´lt, . . . , ´l2, ´l1, r1, r2, . . . , rsu. Then,

cappRq ď 1 ´ maxtRptl1, . . . , ltuq,Rptr1, . . . , rsuqu.

Proof: Assume without loss of generality that
Rptl1, . . . , ltuq ď Rptr1, . . . , rsuq and let An be the largest
subset of rns that is tr1, r2, . . . , rsu-avoiding. Then, An is a
DAG set in the graph ZR,n and thus cappZR,nq ď 1 ´ |An|{n.
The statement follows from Lemma 5.
Consider for example the set Bm “ t1, 2, 4, . . . , 2mu for
m ě 1. Then, RpBmq “ 1{3 (achieved by the Bm-avoiding
set t3j : j ě 0u X rns for all n). Then, according to
Proposition 9, it is possible to derive that for all t, s ě 1,
and R “ t´2t, . . . , ´4, ´2, ´1, 1, 2, 4, . . . , 2su, cappRq ď

1 ´ 1{3. Equality holds in this case since by Proposition 6,
cappRq ě cappt´2, ´1, 1, 2uq “ 2{3.

Next we discuss how to draw connections between the
capacity of one-dimensional recovery sets and the capacity of
recovery sets in two (and more generally, higher) dimensions.

Let G be a graph with a vertex set rns. For a subset S Ă rns

and a, 0 ă a ă n we denote a ` S :“ tpa ` sqpmodnq : s P

Su. A DAG set S Ď rns in G is called invariant if for all
0 ă a ă n, the set a ` S is also a DAG set. We further
say that G satisfies the MAIS bound (5) invariantly if it has
an invariant DAG set whose size satisfies (5) with equality.
Finally, we call a recovery set R invariant, if for all sufficiently
large n, the graph ZR,n satisfies the MAIS bound invariantly.

Proposition 10. Let R Ă Zzt0u be a finite invariant set and let
R2 “ pr0s ˆ rRsq Y pR ˆ r0sq Ă Z2zt0u. Then, cappR2q “

cappRq.

Proof: For all sufficiently large n, assume that Sn is an
invariant DAG set in ZR,n. Then, the set

S2
n “

ď

0ďiďn´1

pri, is ` r0s ˆ Snq

is a DAG set in the graph ZR2,n. Thus, cappZR2,nq ď 1 ´

|Sn|{n “ cappZR,nq.

III. STORAGE CAPACITY AND CODES IN GRAPHS

The independent set bound (4) can be interpreted in terms
of packings of graphs which we explain using the language
of coding theory. Codes in graphs form a classical topic in
combinatorial coding; see, e.g., [6, Ch.2], [5].

Given a finite graph GpV, Eq, we define the graphical
distance ρpu, vq as the length of the shortest path in G between
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u and v. A code in G is a subset C Ă V, and it is said to
have minimum distance d if ρpu, vq ě d for all pairs of distinct
vertices u, v P C, or, in other words, if for any two distinct
code vertices u, v P C the balls Brpuq and Brpvq of radius
r “ tpd ´ 1q{2u are disjoint. A code C Ă V is called an r-
covering code if

Ť

vPC Brpvq “ V. We denote by CpG, rq the
smallest size of an r-covering code in the graph G.

Below we use properties of codes in graphs that depend
essentially on symmetry, i.e., for any pair of vertices u, v, if v
is a part of the recovery region of u (denoted Rpuq) then u is
contained in Rpvq. We will moreover assume that the graph
G is distance-regular [5]. For instance, an n ˆ n region of Z2

is distance-transitive and therefore distance-regular except for
the vertices near the boundaries. Since the proportion of these
vertices out of n2 becomes negligible for large n (recall again
that R is finite), the remarks before Lemma 5 and the lemma
itself extend to any number of dimensions d ě 2. Below we
use these arguments for the two-dimensional case.

Suppose that we are given a finite set V, |V| “ n and a
subset Rpvq Ă Vztvu that serves the recovery region for the
vertex v. In this section the recovery regions will be given
by balls of a given radius in the metric ρ, the same for
every vertex v P V. We construct a graph Gr “ GpV, Eq

by connecting each vertex v with all the vertices u such that
1 ď ρpv, uq ď r. For instance, in the next section, V will be
an n ˆ n region of Z2 and Rpvq “ Brpvqztvu, where Brp¨q

is a ball of radius r in some metric on Z2 (we focus on l1
and l8 distances).

Denote by ApG; r ` 1q the size of the largest code in G with
minimum distance ě r ` 1. Any such code is an independent
set in Gr, and thus by (4)

cappGrq ď 1 ´
1
n

γpGrq “ 1 ´
1
n

ApG; r ` 1q. (6)

Furthermore, every ball of radius tr{2u in G is a clique in the
graph Gr, and thus any tr{2u-covering code in G can form a
clique covering of the graph Gr. Let αpGrq be the number of
cliques in the smallest covering. We obtain that

cappGrq ě 1 ´
1
n

αpGrq ě 1 ´
1
n

C
´

G;
Y r

2

]¯

.

Denoting by BGprq the volume of the ball of radius r in G
(because of the regularity assumption, it does not depend on
the center), we can use the sphere packing bound to claim
that ApG; r ` 1q ď n

BGptpr´1q{2uq
. If r is even and there

exists a perfect r{2-error-correcting code then ApG; r ` 1q “

CpG; r{2q “ n
BGptpr´1q{2uq

and so

cappGrq “ 1 ´
1
n

ApG; r ` 1q “ 1 ´
1

BGptpr ´ 1q{2uq
.

A subset of vertices in G with bounded maximum distance
is also called an anticode. For instance, a ball of radius τ
is an anticode with diameter 2τ. It is known that in many
cases the largest size of an anticode of even diameter D is
achieved by a ball of radius D{2. For odd values of D the
largest anticode is usually constructed by taking a union of two
balls of radius pD ´ 1q{2 whose centers are adjacent in G. A
more general version of the sphere packing bound is Delsarte’s
code-anticode bound [6, Thm.3.9] which claims that if C is

a code with minimum distance r ` 1 and D is an anticode
of diameter r, then |C||D| ď |V|. A code that satisfies this
bound with equality is called diameter perfect. From (6), for
diameter perfect codes,

cappGrq ď 1 ´
1

DGprq
, (7)

where DGprq is the largest size of an anticode of diameter
r in the graph G. If there exists a perfect covering of G
with anticodes (i.e., every vertex is contained in exactly one
anticode), then (7) holds with equality because of (3).

Let us summarize this discussion as follows.

Proposition 11. If there exists a perfect covering of the graph
Gr with anticodes of diameter r and size DGprq then

cappGrq “ 1 ´
1

DGprq
.

A. Graphs over the Two-Dimensional Grid

The results in the previous section enable us to study the
capacity of graphs that represent a storage network over the
two-dimensional grid. We start with recovery sets formed
by radius-r balls under the l1 and l8 metrics. For v “

pi1, j1q, u “ pi2, j2q P Z2,

d1
`

pi1, j1q, pi2, j2q
˘

“ |i1 ´ i2| ` |j1 ´ j2|,
d8

`

pi1, j1q, pi2, j2q
˘

“ maxt|i1 ´ i2|, |j1 ´ j2|u.

The recovery set R1 under the metric d1 is sometimes called
the Lee sphere of radius r, and the recovery set R8 under the
metric d8 is a p2r ` 1q ˆ p2r ` 1q square (both taken without
the point p0, 0q). For a given value of r, we denote the graphs
GR1 , GR8

by G1
r , G8

r , respectively. According to Proposition
11, finding the capacity of the system amounts to constructing
a perfect covering of the graph. With this in mind, let us
denote the size of a maximum anticode of diameter r in the
Lee sphere by D1prq. It is known [8] that D1prq “ pr ` 1q2{2
for odd r and D1prq “ r2{2 ` r ` 1 for even r (in the latter
case, this anticode is a ball of radius r{2). Thus, we obtain
the following result.

Proposition 12. For all r ě 1 it holds that

cappG1
r q “ 1 ´

1
D1prq

,

cappG8
r q “ 1 ´

1
pr ` 1q2 .

Proof Sketch: For the graph G8
r , anticodes of diameter

r are simply squares of size pr ` 1q ˆ pr ` 1q, so DG8
r prq “

pr ` 1q2. The squares tile the graph, giving a perfect covering,
and thus

cappG8
r q “ 1 ´

1
pr ` 1q2 .

The result for the G1
r metric is obtained from perfect tiling

which exists for maximal anticodes in the Lee metric [8].
Now suppose that the recovery set is not symmetric, for
instance, a direct product of two non-symmetric segments.
The previous proposition yields the following result.
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Corollary 13. Let l, r, b, a be positive integers and consider the
recovery set R “ r´l, rs ˆ r´b, as where 0 ď r ă l and 0 ď

b ă a. Let XR be a two-dimensional R-recoverable system on
Z2. Then

cappGRq “ 1 ´
1

pr ` 1qpb ` 1q
. (8)

Proof Sketch: To show that the left-hand side in (8) is
less than the right-hand side we simply observe that

S “ tpipr ` 1q, jpb ` 1qq : i, j ě 0u

is a DAG set in the graph GR.
For the lower bound, let

S1 “

!

pi, jq P Z2 : i P rrs, j P ´rbs

)

.

For x, y ě 0, the subset of nodes pxpr ` 1q, ypb ` 1qq ` S1
forms a clique. Conclude by (3).

Another straightforward way to construct two-dimensional
systems is to use the axial product of two one-dimensional
systems. As before, for positive integers l, r, b, a let R1 “

r´l, rs and R2 “ r´b, as. Fix a finite alphabet Q and consider
one-dimensional recoverable systems Y1 “ YR1 and Y2 “ YR2 .
The axial product of Y1 and Y2 is a two-dimensional system
X “ Y1 ˆ Y2 over Q with the recovery set pR1 ˆ r0sq Y pr0s ˆ

R2q. In words, in the system X the symbol xi is a function
of the l symbols to its left, r symbols to its right, a symbols
above, and b symbols below it. The axial product construction
is different from the direct product r´l, rs ˆ r´b, as in that it
results in a cross-shaped rather than a rectangular recovery
region.

Theorem 14. For given positive integers l, r, b, a, let R1 “

r´l, rs and R2 “ r´b, as, and let X “ Y1 ˆ Y2 be the
axial product of the one-dimensional systems Y1 “ YR1 and
Y2 “ YR2 . Then the capacity

cappXq “
t

t ` 1

where t “ max tmin tl, ru , min ta, buu. Moreover, a system
X that attains this value can be obtained from the one dimen-
sional R-recoverable system with R “ tj : 0 ă |j| ă tu.

This theorem shows that for some recoverable systems, the
2D capacity is not increased from the 1D one: the maximally
sized system is obtained by stacking independent 1D systems
in the rows (or the columns). While the one-dimensional
components in the axial product provide an obvious lower
bound on the capacity of the 2D system, it is not clear whether
the equality holds in all cases. We could not find examples
of axial products with higher capacity by relying on both
dimensions, and we leave this question as an open problem.

B. The Finite Case

As noted above, the capacity bounds proved in Sec.III apply
for finite distance-regular graphs. Previously we employed
them to study recoverable systems on Z2 by looking at n ˆ n
squares and increasing n to find the capacity for various
recovery sets. Here we consider the graph given by the n ˆ n
square grid itself. To sidestep the boundary effects, we identify

the opposite sides and consider a discrete torus, i.e., a graph
Tn on the vertex set V “ rns ˆ rns with an edge between
pi1, j1q and pi2, j2q whenever pi1 ´ i2, j1 ´ j2q equals one of
p1, 0q, p0, 1q, p´1, 0q, p0, ´1q modulo n.

Consider storage codes on Tn based on the recovery sets
given by the entire rows and columns (circles) on the torus. In
other words, we take the recovery set in the form R :“ p0, ˚q Y

p˚, 0qzp0, 0q where the unspecified coordinates are allowed to
vary over the entire set Z{pnq. The graph pTnqR representing
the system is obtained from Tn by connecting all pairs of
vertices whose coordinates are identical in either the first or
the second position.

Theorem 15. For n ě 3 the storage capacity of the discrete
torus G :“ pTnqR is

cappGq “ 1 ´
1
n

. (9)

Proof: Notice first that for any two vertices pi1, j1q, pi2, j2q,
there is an edge between pi1, j1q and pi2, j2q if and only if
dH ppi1, j1q, pi2, j2qq “ 1, where dH denotes the Hamming
distance. Placing a parity constraint on every row of Tn yields
a code of rate 1 ´ 1{n, proving a lower bound in (9). In order
to show that it is also an upper bound, we recall that from
(7) it suffices to show that DGp1q “ n. In words, we want to
show that the largest anticode of diameter 1 in the graph G
under the Hamming metric is of size n, which is immediate.

IV. CONCLUSION

In this paper we studied the capacity of recoverable systems
on Z and Z2. Earlier results on this problem [7] relied on the
assumption of shift-invariant systems. Lifting this restriction
enables one to connect it to the line of research on storage
codes for finite graphs. Relying on the known results for the
finite case, we found capacity of several examples of recover-
able systems. We also pointed out that in the case of distance-
regular graphs one can employ Delsarte’s code-anticode bound
to find the capacity of recoverable sets defined by metric
balls under the l1 and l8 distance on the grid. Finally, we
established a link of the capacity problem to questions in
additive combinatorics related to difference-avoiding sets, and
found capacity values for some special recovery sets.

There are numerous open problems that we leave for future
research. To point out some of them, one may ask what is the
maximum capacity of a two dimensional system when only a
subset of neighbors can be used for recovery. Next, it appears
that the capacity of an axial product is always attained by
stacking 1D systems, although proving this has been elusive.
If not true, then what are the conditions under which it is
the case? Among other questions: How does the fact that the
order of the neighbors is known affect the capacity of the
system? And finally, is it possible to characterize the number
of recovery functions needed to obtain the maximum capacity?
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