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Abstract

For an Fr-measurable payoff of a European type contingent claim, the recursive
utility process/dynamic risk measure can be described by the adapted solution to a
backward stochastic differential equation (BSDE). However, for an F7-measurable
stochastic process (called a position process, not necessarily F-adapted), mimick-
ing BSDE’s approach will lead to a time-inconsistent recursive utility/dynamic risk
measure. It is found that a more proper approach is to use the adapted solution to a
backward stochastic Volterra integral equation (BSVIE). The corresponding notions
are called equilibrium recursive utility and equilibrium dynamic risk measure, respec-
tively. Motivated by this, the current paper is concerned with BSVIEs whose generators
are allowed to have quadratic growth (in Z(¢, s)). The existence and uniqueness for
both the so-called adapted solutions and adapted M-solutions are established. A com-
parison theorem for adapted solutions to the so-called Type-I BSVIEs is established
as well. As consequences of these results, some general continuous-time equilibrium
dynamic risk measures and equilibrium recursive utility processes are constructed.
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1 Introduction

Let (2, F, P) be a complete probability space on which a one-dimensional standard
Brownian motion W = {W(#); 0 <t < oo} is defined, with F = {F;};>0 being the
natural filtration of W augmented by all the P-null sets in F. Let £ be a (random)
payoff at some future time 7 of a certain European type contingent claim, and c(-) be
a consumption rate. Following [17], we let Y (-) solve the following equation:

T
Yo =Efs+ [ (7. Y0) +ATE)ZER)ds] 10,71 (1D
t

hereafter, ;[ - ] = E[ - | F;] is the conditional expectation operator, and f : R x R —
R is a given map, called the aggregator,

d
2 _
2@ = X)),

with t — (Y)(¢) being the quadratic variation process of Y (-), and A(Y (¢)) is called
the variance multiplier. Such defined Y (-) is called a recursive utility process (which
has also been called stochastic differential utility process) of the payoff & and the
consumption rate c(-). The main feature of such a process Y (-) is that the current value
Y (¢) depends on the future values Y (s), t < s < T of the process. This notion was
firstly introduced by Duffie and Epstein [17] in 1992. It is easy to see that (Y (-), Z(-))
solves (1.1) if and only if it is an adapted solution to the following backward stochastic
differential equation (BSDE, for short):

T T
Y(t)=¢& +/ g(s, Y(s), Z(s))ds —/ Z(s)dW(s), tel0,T], (1.2)
t t
with
g(s,,2) = fle(s), y) + A)z>. (1.3)

Thanks to the discovery of the relation between (1.1) and (1.2), recursive utility process
was later extended to the adapted solution of general BSDEs (see [18,27,28]).

Now, if instead of &, we have an F7-measurable process v (f), not necessarily F-
adapted, which is called a position process (see [36] for a study of discrete-time cases).
It could also be called an anticipated wealth flow process. For example, it could be
an anticipated received dividend process of a stock (which depends on the uncertain
performance of the company), anticipated received mortgage payments (for a bank,
say, with an uncertainty of default or prepayment), anticipated claim payments of an
insurance policy, the random maintenance costs of an owned facility, etc. The feature
of such kind of process is that at time ¢, the actually anticipated value of the process is
not F;-measurable. To “calculate” the recursive utility for such a process at the current
time ¢, mimicking (1.1), we might formally solve the following BSDE:
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T
Y(t:r) =) +[ g(s, Y (t;5), Z(t; 5))ds
T
—/ Z@t; )dW(s), relt,T], (1.4)

with the current time ¢ being a parameter. Intuitively, Y (¢; r) should represent the
utility of the process ¥ (-) at a future time r, estimated/predicted at the current time
t. Therefore, the utility at the current time ¢ should be given by Y (¢; ¢). However, by
taking r = ¢ in the above, we obtain

T
Y(t;t) = w(t)+/ g(s, Y(t;s), Z(t; 5))ds
t
T
—/ Z(@t;$)dW(s), te]l0,T], (1.5)
t

which is not an equation for the process ¢ — Y (¢; t) since Y (¢; s) appears on the right-
hand side of the above. A careful observation shows that Y (z; r) obtained through (1.4)
has some time-inconsistent nature, by which we mean the following: If everything is
ideal, the value Y (¢; r), which is supposed to be the utility of the process ¥ (-) at a
future time r estimated/predicted at the current time ¢ should be equal to Y (r; r), the
realistic utility at future time r. But this seems to have very little hope. In another
word, ¢t +— Y (¢; t) determined by a family of BSDEs as above seems not to be a good
description of the recursive utility process for the position process ¥ (-).
Suggested by (1.4)—(1.5), we propose the following modified equation:

T
Y()=v(@) +f g(s, Y(s), Z(t, s))ds
t
T
—f Z(t,)dW(s), tel0,T]. (1.6)
t

Note that the above modification is simply to force Y (¢; s) = Y (s; s) in (1.5), then
rename Y (¢; t) to be Y (¢). The advantage of such a modification is that as long as
a solution (Y (+), Z(-,-)) of (1.6) exists, Y (-) is time-consistent. Then, Y (-) could
serve as a good description of the recursive utility for the process ¥ (-) (by suitably
selecting the aggregator g(s, v, z)). However, a couple of natural questions arise: (i)
Is there any convincing mathematical justification for the model (1.6), and (ii) By
“brutally” forcing Y (t; s) = Y (s; s), is the resulting equation (1.6) well-posed? For
question (i), we will sketch a convincing argument in the appendix at the end of the
paper, justifying our modification. We will borrow some ideas from the study of time-
inconsistent optimal control problems [49]. For question (ii), it turns out that (1.6) is
nothing but a so-called backward stochastic Volterra integral equation (BSVIE, for
short), which has been studied since the early 2000 for various cases, and the current
paper is actually a continuation of those investigations. With the well-posedness of
(1.6) (see below for details), the map ¢t +— Y (¢) will be called an equilibrium recursive
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utility process of ¥ (-). Interestingly, our mathematical justification presented in the
appendix will perfectly justify the word “equilibrium”.

BSVIEs have been studied since 2002 [29]. Let us now elaborate a little more on
BSVIEs. Let

g:[O,T]ZxRxRxRXQaR, Y [0, T]xQ2— R

be two given random fields. We consider the following BSVIE:

T
Y(t) = 1//([)+/ g(t, 5, Y(5), Z(t, ), Z(s, 1))ds
t
T
—/ Z(t,5)dW(s), tel0,T]. (1.7)
t

By an adapted solution to BSVIE (1.7), we mean an (R x R)-valued random field
Y,Z2)={Y @), Z(t,s)); 0 < s,t < T} such that

(1) Y(-) is F-progressively measurable (not necessarily continuous),
(i1) foreachfixed0 <t < T, Z(t, -) is F-progressively measurable, and
(iii) Equation (1.7) is satisfied in the usual It6 sense for Lebesgue measure almost
every t € [0, T].

Condition (ii) implies that for any ¢+ € [0, T'), the random variable Z(t, s) is F;-
measurable for any s € [r, T]. In (1.7), g and ¢ are called the generator and the
free term, respectively. Let us point out that in this paper, we only study the BSVIEs
with Y (-) being one-dimensional. The case that Y (-) being higher dimensional will be
significantly different in general, and will be investigated in the near future. However,
the Brownian motion W (-) assumed to be one-dimensional is just for convenience of
our presentation.
When Z (s, t) is absent, (1.7) is reduced to the form

T
Y() = w<r)+/ o(t,5, Y(s), Z(t, $))ds
t
T
—/ Z(t,s)dW(s), tel0,T], (1.8)
t

which is a natural extension of BSDEs, and is a little more general than (1.6) since g
depends on both ¢ and s. BSVIEs of form (1.8), referred to as Type-I BSVIEs, were
firstly studied by Lin [29], followed by several other researchers: Aman and N’Zi [3],
Wang and Zhang [44], Djordjevi¢ and Jankovié¢ [15,16], Hu and @ksendal [20].
BSVIEs of the form (1.7) (containing Z(s, t)) were firstly introduced by Yong
[46,48], motivated by the study of optimal control for forward stochastic Volterra
integral equations (FSVIEs, for short). We call (1.7) a Type-1I BSVIE to distinguish it
from Type-I BSVIEs. Type-II BSVIE (1.7) has a remarkable feature that its adapted
solution, similarly defined as that for Type-I BSVIEs, might not be unique due to
lack of restriction on the term Z(s,#) (with 0 < ¢t < s < T). Suggested by the
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natural form of the adjoint equation in the Pontryagin type maximum principle, Yong
[48] introduced the notion of adapted M-solutions: A pair (Y (-), Z(-,-)) is called
an adapted M-solution to (1.7), if in addition to (i)—(iii) stated above, the following
condition is also satisfied:

t
Y(t) =E[Y(1)] -|-/ Z(t,s)dW(s), ae.tel[0,T], as. (1.9)
0

Under usual Lipschitz conditions, well-posedness was established in [48] for the
adapted M-solutions to Type-II BSVIEs of form (1.7). This important development
has triggered extensive research on BSVIEs and their applications. For instance, Anh,
Grecksch and Yong [4] investigated BSVIEs in Hilbert spaces; Shi et al. [37] stud-
ied well-posedness of BSVIEs containing mean-fields (of the unknowns); Ren [35],
Wang and Zhang [45] discussed BSVIEs with jumps; Overbeck and Roder [32] even
developed a theory of path-dependent BSVIEs; Numerical aspect was considered by
Bender and Pokalyuk [6]; relevant optimal control problems were studied by Shi et
al. [38], Agram and @ksendal [2], Wang and Zhang [43], and Wang [40]; Wang and
Yong [41] established various comparison theorems for both adapted solutions and
adapted M-solutions to BSVIEs in multi-dimensional Euclidean spaces.

Recently, inspired by the Four-Step Scheme in the theory of forward-backward
stochastic differential equations (FBSDEs, for short) [31] and the time-inconsistent
stochastic optimal control problems [49], Wang and Yong [42] established a repre-
sentation of adapted solutions to Type-I BSVIEs and adapted M-solutions to Type-II
BSVIEs in terms of the solution to a system of (non-classical) partial differential
equations and the solution to a (forward) stochastic differential equation.

We point out that in all the above-mentioned works on BSVIEs, the generator
g(t,s,y,z, 7)) of the BSVIE (1.7) satisfies a uniform Lipschitz condition in (y, z, z')
so that the generator has a linear growth in (z, z’). However, when the generator
g(s,y,z) of BSVIE (1.6) is given by (1.3), it has a quadratic growth in z. Hence, a
theory needs to be established for BSVIEs with the generators g(z, s, v, z, z') growing
quadratically in z, which are called quadratic BSVIEs (QBSVIEs, for short, if the
quadratic growth of the generator in z needs to be emphasized). We point out that at
the moment, we are not able to handle the case that 7’ — g(z, s, v, z, Z') is quadratic,
and it is also lack of motivation for that case.

Recall that for BSDE (1.2), when (y,z) — g(s,y, z) satisfies a uniform Lip-
schitz condition, with g(-, 0, 0) being L”-integrable (with some p > 1), for any
Fr-measurable LP-integrable random variable &, it admits a unique adapted solution
(Y (), Z(+)) [31,33,50] which could be called a recursive utility process for £. On the
other hand, when z — g(s, y, z) has an up to quadratic growth, the BSDE (1.2) is
called a quadratic BSDE (QBSDE, for short). In 2000, Kobylanski [24] established
the well-posedness of QBSDE with & being bounded. Since then, some efforts have
been made by researchers to relax the assumptions on the generator as well as on the
terminal value £. Among relevant works, we would like to mention Briand and Hu
[7,8], Hu and Tang [21], Briand and Richou [9], and Zhang [51, Chapter 7]. Further,
BSDEs with superquadratic growth was investigated by Delbaen et al. [10], where
some general negative results concerning the well-posedness can be found. Therefore,
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one can say that the theory of recursive utility for terminal payoff & has reached a
pretty mature stage.

The purpose of this paper is to establish the well-posedness of QBSVIEs under
certain conditions. The method introduced by Yong [48] and techniques found in
Briand-Hu [7,8] will be combined and further developed. In addition, a comparison
theorem for adapted solutions of Type-I QBSVIEs will be established. Consequently,
equilibrium recursive utility processes and continuous-time equilibrium dynamic risk
measures will be investigated. See Yong [47] and Wang—Yong [41], Agram [1] for
some earlier works. See also Di Persio [14] for stochastic differential utility, and
Kromer—Overbeck [26] for dynamical capital allocation by means of BSVIEs.

The rest of this paper is organized as follows. In Sect. 2, we introduce some prelim-
inary notations and definitions, and present some lemmas which are of frequent use
in the sequel. Section 3 is devoted to the study of existence and uniqueness of adapted
solutions for Type-I QBSVIEs, and Sect. 4 is devoted to the study of existence and
uniqueness of adapted M-solutions for Type-II QBSVIE. A comparison theorem for
adapted solutions to Type-I1 QBSVIEs (1.8) will be established in Sect. 5, and an appli-
cation of Type-I BSVIEs to continuous-time equilibrium dynamic risk measures will
be presented in Sect. 6. Some conclusion remarks will be collected in Sect. 7. Finally,
a mathematical justification of the BSVIE model is sketched in the appendix.

2 Preliminaries

For0 < a < b < T, we denote by B([a, b]) the Borel o-field on [a, b] and define the
following sets:

Ala, bl & {(t,5) | a<t<s<b}, Ala,b) 2 {(t,s) | a<s<t<b},
la,b* 2 {(t,5) |a<t,s <b}=Ala,b]U A°[a,b], A*[a, b]2Aa,b].

Note that A*[a, b] is a little different from the complement A¢[a, b] of Ala, b] in
[a, b]?, since both Ala, b] and A*[a, b] contain the diagonal line segment. In the
sequel we shall deal with various spaces of functions and processes, which we collect
here first for the convenience of the reader:

L'a, b)

- {h  [a, b] — R | h() is B([a, b])-measurable, [ |h(s)ds < oo},
LE @)

= {5 : Q — R | £ is Fp-measurable and bounded],
LE (a,b)

- {(p S la,b] x 2 — R | ¢(-) is B([a, b]) ® Fp-measurable and bounded},
LZ(a, b)

= {q) : [a, b] x @ — R | ¢(-) is F-progressively measurable, Efab lp(s)|?ds < oo},
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L (a, b)
= {(p(o) € L]zF(a, b) ’ o(-)is bounded],
L3(S; Cla, b))

= {(p : [a, b] x @ — R | ¢() is continuous, F-adapted, E[ sup |¢(s)|*] < oo},

a<s<b

L ($2; Cla, b))

= [o0) e 3@ Cla.bn | s lo] € L3 @),

ast=

LE (2 CY[a. b])
= {(p(o) € L‘}Oh (a, b) | there exists a modulus of continuity p : [0, c0) — [0, 00)
such that |¢(t) — @(s)| < p(It —s]), (t,s) € [a, b], a.s.},
Li(Ala, b))
= {(p :Ala, b]x Q— R | ¢(t, -) is F-progressively measurable on [, b], a.e. t €[a, b],
E[” Yo, 5)dsdt < oo},
Li([a, b1*)
= {ga a, bP*xQ—R | @(t, -) is F-progressively measurable on [a, b], a.e. t €[a, D],
E[” [P 1o, 5)dsdt < oo],
Hala, bl = Li(a, b) x L2(Ala, b)), H3[a,b] = L(a, b) x L2([a, b]?).

Now, we recall the definitions of adapted solutions and adapted M-solutions for Type-I
BSVIE (1.8) and Type-II BSVIE (1.7), respectively (see [48]).

Definition 2.1 (i) A pair of processes (Y (), Z(-, -)) € HzA [0, T'] is called an adapted
solution of BSVIE (1.8) if (1.8) is satisfied in the usual It6 sense for Lebesgue measure
almost every ¢ € [0, T'].

(ii) A pair of processes (Y (-), Z(-, -)) € H?[0, T]is called an adapted solution of
BSVIE (1.7) if (1.7) is satisfied in the usual 1t6 sense for Lebesgue measure almost
every t € [0, T]. Further, it is called an adapted M-solution of BSVIE (1.7) on [r, T']
if, in addition, the following holds:

A

Y(s) =E[Y(s)] + / Z(s,t)dW(t), ae.selr,T] 2.1

r

Here, we recall that E, = [- | F,].

@ Springer



152 Applied Mathematics & Optimization (2021) 84:145-190

Let M2[r, T] be the set of all ), z(, ) € H2[r, T] satisfying (2.1). Clearly,
M?2[r, T]isaclosed subspaceosz[r, T1. Further, for any (y(-), z(-, ) € M3[r, T1,
we have

Ely(s)|? :E]E,[y(s)]\zﬂf«:/ lz(s, 1)|?dt > IE/ lz(s, 0)|?dt, ae.s €[r,T].

It follows that

([[CYOTECHS M 2y

- T T /T
E/ Iy(s)lzds+/ / Iz(s,t)lzdtds]

_ rT rT rs T T
:E/ |y(s)|2ds+/ / |Z(S,l)|2dtds+/ / |Z(S,t)|2dtds]

_ T T T
<E 2/ ly(s)|?ds +2/ / |z(s,t)|2dtds]
r r N

=210, 26D WBgeg 1 < 201G, 26 D p, 19

which implies that || - [| p42[ 7} is an equivalent norm of || - |32, 7 on M2[r, T].
Next, we recall the following definition (see [23] for relevant details).

Definition 2.2 A uniformly integrable F-martingale M = {M(¢) : 0 < ¢t < T} with
M (0) = 01is called a BMO martingale on [0, T] if

IMOIRyoo.n 2 sup [ELM@) - M@P]|_ < oo,
1e710,T] o0

where 70, T1] is the set of all F-stopping times t valued in [0, T'].

Sometimes, the norm || - [[BMo(,7) is written as || - [[BMOp(0,7), indicating the
dependence on the probability P.
Next, let X = {X;, F;; 0 <t < T} be a measurable, adapted process satisfying

T
P[/ |X (s)|%ds < oo:| =1.
0

Recall the Doléan-Dade exponential of X:
E(X}, 2 el XOAW O =3 [y IX@Pds ¢ 10, 7], 2.2)
and define a probability measure P on Fr by
dP = E£{X},dP. (2.3)

Then, we have the following lemma which is a combination of the Girsanov’s theorem
(see Karatzas—Shreve [22] for a proof) and a result found in Kazamaki [23].
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Lemma23 Ift — fot X (s)dW (s) is a BMO martingale on [0, T], then E{X}, is a
uniformly integrable martingale and the process W = (W (1), F; | 0<t<T}
defined by

t
W) £ W) —/ X(s)ds, 0<t<T 2.4)
0

is a standard Brownian motion on (2, Fr, F).

Next, we introduce the following spaces. Let0 <a <b <c¢ < T, and
BMO(a, b)
={¢:1a.b1x 2> R[ () € Li@. b),

b
e OBy 2 s | [/ loias || < o],
BMO@.b) 7 la.b) ‘L 00

BMO(Ala, b))
={o: Ala.b1 x 2 > R| (. ) € L3(Ala, b)),

le(, )|| b])—esssup sup HE /|g0(t s)|2ds]H <oo},

BMO (Al tela,b] 1€ Tt,b]

BMO([a, b] x [b, c])
= {go [a, bl x [b,c] x 2 — R | ¢, ) € Lx(la, b] x [b, c]),

)E[f o 9Pas]|

o

£ esssup  sup

ot )”BMO([“ bIxib.ch tela,b] 1€ T[b,c]

We note that for ¢(-) € BMO(a, b), if we let ¢(s) = 0, s € [0,a), then
f(f o(r)dW(r); 0 <s < bis a BMO martingale on [0, b]. Similarly, for ¢(-,-) €
BMO(Ala, b)), if we let ¢(t,s) = 0, s € [0,1), then [ o(t,r)dW(r); 0 <
s < b is a BMO martingale on [0, b] for almost all # € [a, b). The situation for
BMO([a, b] x [b, c]) is also similar. The following lemma plays a basic role in our
subsequent arguments. we refer the reader to [23, Theorem 3.3] for the proof and
details.

Lemma 2.4 For K > 0, there are constants cy, c2 > 0 depending only on K such that
for any BMO martingale M(-), we have for any one-dimensional BMO martingale
N (-) such that |N () lsmo,1) < K,

c1IM ) lIBMOp,7) < ||M(‘)||BMO§(O,T) < c2IM()IIBMOp(,T)>
where M(-) 2 M(-) — (M, N)(-) and dP = E{N ()}, dP.
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We now consider the following BSDE:

T T
Yt)=¢& +/ f(s,Y(s), Z(s))ds —/ Z(s)dW(s), te€][0,T]. (2.5
t t

Let us introduce the following hypothesis.

(A0) Let the generator f : [0, T] x Rx R x Q2 — Rbe B(0, 7] x R x R) ® Fr-
measurable such that s — f(s, y, z) is F-progressively measurable for all (y, z) €
R x R. There exist constants 8, ¥, L and a function A(-) € Ll(O, T) such that

[f(s,y, 2| < h(s)+ Blyl + %IZ|2, (s,v,2) [0, T] xR xR; (2.6)
[f(s,y1,21) — f(s,y2,22)| < Lyt — y2l + L + |z1| + [z2D]z1 — z2],
(5,i,2) €0, TIxRxR, i =1,2. (2.7)

Lemma 2.5 Let (AO) hold. Then, for any & € L}’,_-OT (2), BSDE (2.5) admits a unique
adapted solution (Y (-), Z(-)) € LI"F"(Q; C[0, T]) x BMO(O0, T). Moreover,

/Ol < E, [eVW*’)IE v S 'h<-‘)'eﬂ(ﬁ)ds]. 2.8)

Proof By [51, Theorem 7.3.3], BSDE (2.5) admits a unique adapted solution
(Y(), Z(")) € L (2:; C[0, T]) x L%(O, T). Then, by [51, Theorem 7.2.1], we see
that the adapted solution (Y (-), Z(-)) € L(; C[0, T1) x BMO(O, T). Further, by
[8, Proposition 1], we have inequality (2.8). O

3 Adapted Solution to Type-1 QBSVIE
In this section, we will establish the existence and uniqueness of the adapted solution
to Type-I QBSVIE. Keep in mind that we may just use “BSVIE”, instead of “Type-I

QBSVIE”, for convenience. First, let us look at the following simple example.

Example 3.1 Consider the one-dimensional BSVIE:

T 7(t,s)>
2

T
Y() =y() —i—/ ds — / Z(t,s)dW(s), 3.1
t t

where ¥ () € L;_-OT (0, T), and W(-) is a one-dimensional standard Brownian motion.
In order to solve Eq. (3.1), we introduce a family of BSDEs parameterized by t €
[0, T]:

¢(t,r)?
2

T T
n(t,s) =) +/ dr —/ ¢, r)dwW(r), selt,T). (3.2)
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By Lemma 2.5, BSDE (3.2) admits a unique adapted solution (5(¢,-), {(t,-)) €
Ly (R2; C[t, T]) x BMO(z, T). Let

Y(@) =n(t,t)and Z(t,s) = ¢(t,s), (t,5) € A0, T],
then

Z(t, s)>
2

T T
Y(t) =vy(@) +/ ds —/ Z(t,s)dW(s), tel0,T],
t t

which implies that (Y (-), Z(-, -)) is an adapted solution to BSVIE (3.1). The unique-
ness of the solutions to BSVIE (3.1) can be obtained by the following Theorem 3.2.

Moreover, the first term Y () of the unique solution to BSVIE (3.1) could be solved
explicitly:

Y(t) = In{E[e’ D |F]), 1 el0,T]. (3.3)

Clearly, from the expression (3.3), we see that as long as

sup E[ewt)] < o0,
tel0,T]

by a usual approximation technique, one could find that BSVIE (3.1) will still have the
adapted solution with Y (-) given by (3.3). Some general exploration in this direction
will be carried out elsewhere.

From the above example, we see that BSVIE (3.1) can be fully characterized by
a family of BSDEs (3.2). The main reason is that the generator of equation (3.1) is
independent of y. This suggests us first consider a special case of Type-I QBSVIE
(1.8).

3.1 A Special Case

Consider the following BSVIE:

T T
Y() =y () +/ g(t, s, Z(t, 5))ds —[ Z(t, s)dW(s), 34
t t

where the generator g : A[0, T] x R x 2 — R and the free term ¢ : [0, T] x 2 —
R are given maps. We adopt the following assumption concerning g(-), which is
comparable with (A0).

(A1) Let the generator g : A[0,7T] x R x @ — R be B(A[0,T] x R) ® Fr-
measurable such that s — g(¢, s, z) is F-progressively measurable on [z, T'], for all
(t, z) € [0, T) x R. There exist two constants y, L and a function i (-) € LY0,T:R)
such that
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19(t. 5. 2)| < h(s) + %mz, (t.5.2) € A[0, T] x R;

lg(t,s,z1) —g(t,s.z2)l < LI+ |z1| + |z2D]z1 — 22|,
(t,5,72,) e A[0, T] xR, i =1,2.

Now, we state the following existence and uniqueness result of BSVIE (3.4).

Theorem 3.2 Let (A1) hold. Then for any () € L;_-OT (0, T), BSVIE (3.4) admits a
unique adapted solution (Y (-), Z(-, ")) € L]‘E’-O(O, T) x BMO(A[O, T)).

Proof We first show the existence of the adapted solution to BSVIE (3.4). Consider
the following BSDEs parameterized by ¢ € [0, T']:

T

T
n(t,s) =) +/ g(t,r,c(t,r))dr —/ ¢, r)ydw(r), selt,T]. (3.5)

For almost all # € [0, T], by Lemma 2.5, under (A1), BSDE (3.5) admits a unique
adapted solution (n(¢, -), ¢(t, ) € L%O(Q; Clt, T]) x BMO(¢t, T). Let

Y(t) =n(t,t), Z(t,s)=2¢(,s), (,5)eA0,T]

then (Y (), Z(-,-)) € L (0, T) x BMO(A[O, T']) and

T T
Y() =y () +/ g(t,s, Z(t,s))ds — / Z(t,s)dW(s), te]l0,T],
t t

which implies that (Y (-), Z(, -)) is an adapted solution for BSVIE (3.4).
The uniqueness is followed from the next theorem. O

Consider the following BSVIEs: Fori = 1, 2,

T T
Yi(1) = i (1) +/ gi(t,s, Zi(t,s))ds —/ Zi(t,s)dW(s), t€[0,T]. (3.6)
t t

We have the following comparison theorem.

Theorem 3.3 Let gi(-) and gy(-) satisfy (Al), ¥i(), ¥2(-) € L;?T(O, T). Let

(Yi(-), Zi(-,-)) € Lg°(0, T) x BMO(A[O, T']) be the adapted solution of correspond-
ing BSVIE (3.6). Suppose

Y1) <vat), gi1(t,s,2) < g(t,5,2),
a.s., a.e. (t,5,7) € A[0, T] x R, (3.7

then we have

Yi(t) < Yr(), as., aetel0,T]. (3.8)
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In particular, if g1(-) = g2(-) and Y1 (-) = Y2 (-), the comparison implies the unique-
ness of adapted solution to BSVIEs (3.4).

Proof We note that
T
Yi(t) — Y2(t) = Y (1) — ¥2(1) +/ [g1(2, s, Z1(t,8)) — g2(t, s, Zo(t, 5))]ds
t
T
—/ [Z1(t,s) — Zr(t,s)]dW(s). (3.9)
t

Define the process (-, -) such that

6(t,s) =0, (t,5)€ A*[0,T]; (3.10)
0, s)] < C(A+|Z1(t,s)| + |22z, )]), (t,5) € A[O, TT; (3.11)
g1, s, Z1(t,5)) — g1(t, s, Za(t, 5))

=[Zi(t,5) = Za(t,9)]0(t,5), (t,5) € A[O, T]. (3.12)

Hereafter, C > 0 stands for a generic constant which could be different from line to
line. Then, for almost all t € [0, T'], W(¢; -) defined by

N

W(t;s) 2 W(s) —/ o(t,rydr, sel0,T] (3.13)
0

is a Brownian motion on [0, 7] under the equivalent probability measure P, defined
by

dP, £ £{6(t, )}, dP.
The corresponding expectation is denoted by EP Thus, by (3.9) and (3.13), we have
T
Yi(1) = Yo(t) = ¥1(t) — Y2 (1) +/ (817, 5, Za(2,5)) — 82(t, 5, Z>(t, 5))]ds
t

T
—/ (211, $) — Zo(t, )] AW (1 ).
t

Taking the conditional expectation with respect to IP; on the both sides of the above
equation and then by (3.7), we have

. T
Yi(6) — Ya(t) = ;" [rm(t) — () + / (81,5, Za(t, 5))
t
—ga(t.s. Za(t, s))]ds] <0, as.

Hence, (3.8) follows. O
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Remark 3.4 Theorems 3.2 and 3.3 are both concerned with the BSVIE (3.4), a very
special case of Type-I BSVIE (1.8), in which, the generator g(-) is independent of
the variable y. This makes the BSVIE (3.4) much easier to handle. Even though,
Theorems 3.2 and 3.3 serve as a crucial bridge to the proof of the results for general
Type-I BSVIEs.

3.2 The General Case

In this subsection, we will consider the following Type-I BSVIE:

T
Y()=¢(@) +/ g(t,s, Y(s), Z(t,s))ds
t

T
—/ Z(t,s)dW(s), tel0,T] (3.14)
t

We first introduce the following assumption, which is comparable to (A0).

(A2) Let the generator g : A[0, T]x Rx R x Q — Rbe B(A[0, T] xR x R) ® Fr-
measurable such that s — g(¢, s, y, z) is F-progressively measurable on [z, T'] for all
(t,y,2) € [0,T] x R x R. There exist two constants L and y such that:

gt 5. y. )| < L(1+ |y]) + §|z|2, V(t,5.y.2) € A0, T] x R x R;

lg(t, s, y1,21) — g(t, s, y2,22)| < L{ly1 = yal + (1 + 21| + |z2)|z1 — 22},
V(t,s,yi,zi) € A[0, T] xR xR, i =1,2.

At the same time, we introduce the following additional assumption which will be
used to establish a better regularity for the adapted solutions.

(A3)Let g : [0, T]*> x R x R x © — R be measurable such that for every (7, y, z) €
[0,T] x R x R, s — g(t,s,y,z) is F-progressively measurable. There exists a
modulus of continuity p : [0, 00) — [0, 00) (a continuous and monotone increasing
function with o (0) = 0) such that

lg(t,s,y,2) —g(t',s,y, 2| < p(t — 'L+ |y] + [z,
Vi, t',s €0, T], (y,2) e R xR.

Note thatin (A3), the generator g(¢, s, y, z) is defined for (¢, s) in the square domain
[0, T]? instead of the triangle domain A[0, 7'], and the uniform continuity of the map
t+— f(t,y,z) (uniform for (y, z) in any bounded set) is assumed. Now, we state the
main result of this subsection.

Theorem 3.5 Let (A2) hold. Then for any ¥ (-) € L;-OT (0, T), BSVIE (3.14) admits a
unique adapted solution (Y (-), Z(-, ")) € L]%O(O, T) x BMO(A[O, T]).
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We will prove Theorem 3.5 by means of contraction mapping theorem. For any
UE), V() e Ly (0, T) x BMO(A[O, T]), consider the following BSVIE:

T T
Y(@)=y(@) —l—/ g(t,s,U(s), Z(t,s))ds — / Z(t,s)dW(s). (3.15)
t t

By Theorem 3.2, BSVIE (3.15) admits a unique adapted solution (Y (-), Z(-,-)) €
Lg°(0, T) x BMO (A[0, T]). Thus, the map

FTUE,VENE X, ZG0), (U, V() e LF0,T) x BMO(A[O, T)
(3.16)

is well-defined. In order to prove Theorem 3.5, we present the following lemma.

Lemma 3.6 Let (A2) hold and e € (0, ﬁ]. Then for any ¥ (-) € L;-OT (0, T), the map
I'(-, -) defined by (3.16) satisfies the following:

['(B;) € Be, (3.17)
where Bg is defined by the following:
B 2 {0, V(. ) € LP(T — &, T) x BMO(AIT — &, 7)) |

10O —er <2000l + 1 1VE s ar—m = Al
(3.18)

with

A= 2Ol 4 L2000ty 42,
v? 1

Proof For any (U(-), V(-,-)) € Be, consider a family of BSDEs (parameterized by
tel0,T):

T
n(t,s) = 1/f(t)+/ g(t,r,U(r), ¢(t, r))dr
T
—[ c,rdw ), selt, Tl (3.19)

Note that U(-) is bounded. For almost all t € [T — ¢, T], by Lemma 2.5, the
above BSDE admits a unique adapted solution (n(t, -), ¢ (¢, -)) € Ly’ (2; C[t, T]) x
BMO(¢, T). Let

Y(0)=n@, 0, Z(&,s)=1¢4,s), (@,s)e€eA[T —¢ T (3.20)
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Then by Theorem 3.2, (Y(-), Z(-,-)) € Lz (0, T) x BMO(A[O, T]) is the unique
adapted solution to BSVIE (3.15). The rest of the proof is divided into two steps.

Step 1 Estimate of |Y ()]l oo-
For BSDE (3.19), by (A2), we have

18, 1, UM, O] < L(1+ 1UM)) + gmz.

Thus, note that ¢ € (0, ﬁ], by Lemma 2.5 with A(s) = L(1 + |U(s)|), y = y and
B = 0, we have

a2 I:ey(lllf(t)|+L ff(1+|U(r)|)dr)] < ey[Hx/x(-)Hoo+Ls(1+HU(~)HLIoFo(T_E,T))]
< @VOIH) T oy < <T, 3.21)
which is equivalent to
@, <2M1Yy(llec+1, T—e<t<s=<T. (3.22)
Consequently, noting Y () = n(¢, t), one has
1Y Ollger—e, 1) < 21 (lloo + 1.

. 2
Step 2 Estimate of | Z(-, .)HM(A[T—S,T])'
Define

p() =y 2P —ylyl—1); yeR. (3.23)

Then, we have

o' () =y e’ — 1Isgn(y), ¢"(y) ="V, (3.24)

which leads to ¢”(y) = y|¢'(y)| + 1. Applying Ito’s formula to s — ¢ (n(z, 5)), we
have

¢ (1) —d(n(z,s))

T 1 T
=—/ ¢ (n(t,r)g(t,r, U(r),;(t,r))dr—i—E/ ¢"(n(t. r)g (e, r)|dr
(3.25)

T
+/ & (t,rNCt, rdW(r), selt, Tl
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Taking conditional expectation on the both sides of (3.25) and by (A2), we have

1 T
sntt.sn + 3B [ ¢ e micanfar]

T
< SOl + LE [ 190 i1 + 100 ]

N

T
+ZB[ [ 0 aeiice.niar],

N

Combining this with (3.24), one obtains

1 T
P(n(t, ) + EEU lZ(t, r)|2dr}

T
=oUY(lleo) + L]Es[f " (n(t, r)I(1 + IU(r)I)dr}- (3.26)
Then, noting that ¢ (n(¢, s)) > 0, we simply drop it to get

T T
Es[/ IZ(t,r)Izdr] =261 o) +2LES[/ |¢"(n(t, r)I(1 + IU(r)I)dr}

%eynw(»)noo 4 2L QI Ot 1) 20 Ol 1)

14 14
< 2 o0l 4 Lo +nivoletr2,
v? v
Hence,
126 )2 < 2 Ol 4 L 20 0ivOletr 12 _ 4 307)
* JIBMOA[T—e.T) = 32 Y -
This proves our claim. O

The next result is concerned with the local solution of BSVIE (3.14).

Proposition 3.7 Let (A2) hold and the map T (-, -) be defined by (3.16). Then there
is & > 0 such that T'(-, ) is a contraction on B, where Bg is defined by (3.18). This
implies that BSVIE (3.14) admits a unique adapted solution on [T — ¢, T].

Proof Lete € (0, 5-1. Forany (U(-), V(-,-)), (U(-), V(. ) € B, set
(Y(), Z( ) =W, V(-,)) and (Y(),Z()=TU), V(,-)): (3.28)
that is,

T T
n(t,s) =) —I—/ g, r,U(r), s, r))ds — / c(t, rydw(r), (3.29)
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T T
n(t,s) = y() +/ g, r,u(r), c(t,r))dr — c(t, r)dw(r), (3.30)
and

Y() =nt, 1), Y@O) =5, 1), ZE,r)=¢c@,r), Z(t,r) =2, r). (331

By Lemma 3.6, (Y(-), Z(-, ) and (Y (-), Z(-, )) € B,. By (A2), for almost all ¢ €
[T — ¢, T], we can define the process 6 (¢, -) in an obvious way such that:

0(,s)=0, (t,5)el|[T —¢e,T]x]|[O0,t], (3.32)
161, 5)] < L(1+ (¢, )| + 1, 9)),  (1,5) € A[T —&, T, (3.33)
g(t, s, U(s),¢(t,5) — gt,s,U(s),C(t,8) = [£(t,s) — C(1,9)]0(,5).  (3.34)

Note that (Y (+), ¢(-, -)), Y (), E(~ ,*)) € Be. Thus, by (3.32)—(3.33),

<3L°T 4+ 3L2||¢(,

+3L%IZ (., )HBMO(A T—e.T))
<3L>T +6L%A. (3.35)

1e¢, )”BMO(A[T e T — )”BMO(A[T &,T])

Thus, for almostallt € [T —¢, T], fos O0(t,r)dW(r); 0 <s < T isa BMO martingale
and

. 2
H/ 0(t, r)dW(r) <3L’T +6L*A. (3.36)
0 BMO(0,T)
By Lemma 2.3, W(¢; -) defined by
N
W(t;s) = W(s) —/ O, r)dr, sel0,T] (3.37)
0

is a Brownian motion on [0, T'] under the equivalent probability measure P;, which is
defined by

dP, £ £{0(t, )}, dP. (3.38)

Denote the expectation in P, by EP, Combining (3.29), (3.30), and (3.34)—(3.37), we
have

T
0t s) — 7, 5) +[ [£(t.r) — S, AWt )

T
= / [g(t, r,U@),c(t,r)) —gt,r,U),¢(t, r))] dr. (3.39)
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Taking square and then taking conditional expectation with respect to P, on the both
sides of the above equation, we have (noting 7 —¢ <t <s <T)

_ T
s =P+ EF[ [ icen - FunPar]

= E?’{[/ST (s.r.U). cr) — gt r. Ty ca.r)ar] )

_ T - 2
<eF{[ [ (two -Ton)a]) (3.40)
< LT =D’ = U e
< L’IUO) = TOW ey
Lets = ¢, by (3.31) and (3.40), we have
YO = YOl ooy < LENUO = TO g e 1)- (3.41)

Also, by (3.31), (3.40), (3.36), and Lemma 2.4, there is a constant C (which is depend-
ing on || ¥ (+)|ls and is independent of ¢) such that

T » T -
sup IEIS[/ |Z(t,r)—Z(t,r)|2dr]= sup IES[/ |§(t,r)—g“(t,r)|2dr]

selt,T] se(t,T] K

_ T
=c sw EY| / £, = £ Pdr] < CL2 UG = TOR o
se(t,T] s F

(3.42)
Thus,

1Z(¢\ ) = Z(, ) A

2.2 72
sonr—ery = CLENUO =UONLeq ey (3:43)

Combining (3.41)-(3.43), we see that for some small ¢ > 0, the map I'(-, ) is a
contraction on the set 5,. Hence, BSVIE (3.14) admits a unique adapted solution on
[T — e, T]. |

Let us make some comments on the above local existence of the unique adapted
solution.
We have seen that (Y (s), Z(¢, s)) is defined for (z,s) € A[T — &, T], the region
marked (D) in the Fig. 1. Now, forany ¢ € [0, T — €], we can rewrite our Type-I BSVIE
as follows:

T—¢
Y1) =y () +/ g(t,s,Y(s), Z(1,5))ds
t
T—¢
—/ Z(t,s)dW(s), tel0, T —¢], (3.44)
t
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Fig.1 Type-1 S
T
@ @
T—¢
A[0,T—¢]
A*[0,T—€]
T—e T ¢
where
T
Y ) = w<r>+/ g(t.5.Y(s), Z(t,5))ds
T—¢
T
—/ Z(t,5)dW(s), te[0, T —c¢] (3.45)
T—¢

If 1//T_8(-) € L?_-OFS (0, T —é¢), then (3.44)isa BSVIE on [0, T — ¢]. However, unlike
BSDEs, having (Y (s), Z(¢, s)) defined on A[T — ¢, T], I/JT’S(t);t e [0, T — ¢]
has still not been defined yet. Since, on the right-hand side of (3.45), although Y (s)
with s € [T — ¢, T] has already been determined, Z(, s) has not been defined for
(t,s) € [0, T — €] x [T — ¢, T, the region marked (2 in the Fig. 1, which is needed
to define 7 ~¢(r). Moreover, we need that 7 ~#(t) is Fr_.-measurable (not just
Fr-measurable). Hence, (3.45) is actually a stochastic Fredholm integral equation
(SFIE, for short) to be solved to determine ¥ —4(¢): ¢ € [0, T — ¢].
Now, we are at the position to prove Theorem 3.5.

Proof of Theorem 3.5 The proof will be divided into three steps.

Step 1 Estimate of |Y (-)|?. B B
For given ¥ () € L;_-OT (0, T), we can find a constant C > 0 such that ||1p(~)||go <C
and (by (A2))

~

12xg(t,s,y,0) < C + Clx|*>+ Cly|>, V(s x,y) € Al0,T] x R x R. (3.46)

Let us consider the following (integral form of) ordinary differential equation:

T T
a(z):5+/ éa(s)ds+f Cla(s) + 11ds, te[0,T]. (3.47)
t

t
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It is easy to see that the unique solution to the above ordinary differential equation is
given by

~ 1\ -z 1
alt) = (C + —)e2C(T—’> 2, tel0,T],
2 2
which is a (continuous) decreasing function. Thus,
Iy OI% < C = a(T) < a(0).

By Proposition 3.7, there exists an ¢ > 0 (depending on || (+)||co) such that I'(-, -)
defined by (3.16) is a contraction on B,. Therefore, a Picard iteration sequence con-
verges to the unique adapted solution (Y (-), Z(-, -)) of the BSVIE on [T — ¢, T].
Namely, if we define:

0 0 _
{(Y (), Z2°C¢,)) =0, (3.48)

(YKL, ZMEL ) = T (YR G), ZR L)), k=0
that is,
%0, 2%, ) =0,

T T
P s) = v + / gt YR, & 0 P)dr — f L AW (),

N

Y @ =, 200 = @), @s) € AIT -6, T,
then
Jim 0O, 256 0) = (VOL Z6 D (e ryBmoarr—e.ry = 0 (349)

Next, for almost all t € [T — &, T'], similar to (3.33), (3.34), (3.37), and (3.38), there
exists a process Ok*1(t, -) such that

g, r, Y5, I, r)) — g, r, YR, 0) = 5P @, 1okt e, r), (3.50)

and
Wkt (¢, 5) 2 W(s)—/ "L, rdr, sel0,T] (3.51)
0

is a Brownian motion on [0, 7'] under the corresponding equivalent probability mea-
sure ]P’i“'l defined by

P = g% (1, ), dP.
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For simplicity, we denote ]P’],‘+1 by PK*! here, suppressing the subscript 7. The corre-
sponding expectation is denoted by EX*!. It follows that

T T
e, s) = vt + / gt r, YE@), 5@, rydr — / e, raw ),
T T
=1//(t)+f g(t,r,Yk(r),O)dr—/ KN Hawk @ ). (3.52)

Applying the Ito formula to the map s — |n*T1(¢, s)|?> and taking conditional expec-
tation EX+1 = B¥F1[.| F, ] forany t € [T — ¢, 5], by (3.46), we have

k k k ’ k
B 1 6P+ B [ 1 nPar

N

T
=]E’;+1[|1p(t)|2] +E’;+1[/ 205 (1, gt 7, Yk(r),O)dr] (3.53)

N
T T
<C+ C/ B 10 ) P Jar + C/ [EE IR ] + 1)ar.
N N
We now prove the following inequality by induction:
Y*®"))?? <at), tellT —e T], foranyk > 0. (3.54)

In fact, by (3.48), it is obvious to see |Y°(r)|?> = 0 < «(t). Suppose |Y*(1)|> < a(t)
forany t € [T — ¢, T], then

E’;+l|:|7]k+l(t, S)|2]
- - T - T
< C+C/ E§+1[|nk+1(t,r)|2]dr+cf [a(r) + 1]dr.  (3.55)
S S

In light of (3.47), by the comparison theorem of ordinary differential equations, we
have

E’é“[ln"“(t, s)lz] < a(s). (3.56)
Let T = s and s = ¢, we have
Y 0 <a@r), tell —e Tl (3.57)
Thus, by induction, (3.54) holds. Then by (3.49), we have
YO <a@), 1€[T—¢TI. (3.58)
Step 2 A related stochastic Fredholm integral equation is solvable on [0, T — ¢].
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We now solve SFIE (3.45) on [0, T — ¢]. Let us introduce a family of BSDEs
parameterized by r € [0, T — ¢]:

T
n(t,s) = y() +f g, r, Y(r), ¢(t, r))dr
T
—/ ¢, rydw(r), sell —e,T]. (3.59)

By Lemma 2.5, the above BSDE admits a unique adapted solution (n(z, -), ¢ (¢, -)) on
[T — ¢, T]. Note that (3.58), similar to (3.56), we have

I, $)> <a(s), sell —eT]. (3.60)
Similar to (3.27), we have

esssup |¢(¢, ~)||2— < 00. (3.61)
1[0.T—s] BMO([T—¢,T])

Let yT=¢(t) = n(t, T —¢) and Z(t,s) = ¢(t,s), we have (YT =¢(), Z(-, ")) €

L% (0,T —¢&) x BMO(0, T — ¢l x [T —&, T1) and (%" (), Z(-, -)) is a solution

to SFIE (3.45). Moreover, by (3.60), we have
WO =InG, T — o) <a(T —¢) <a0), 1[0, T —¢]. (3.62)
Next, we will prove the solution to SFIE (3.45) is unique. Let

W), 20, T, Z(, )
€LE (0, —&) x BMO(0, T —¢] x [T —¢, T]).
be two solutions to SFIE (3.45). Then

T

YTE @) — 5T (1) =f [0, 5. 7). 2050 = 01,5, Y (), Z2,5) ] ds

T—¢

T
—/ [Z(z,s)—Z(t,s)]dW(s), tel0, T —¢].  (3.63)
T

—&

For almost all 7 € [0, T — ¢], similar to (3.33), (3.34), (3.37), and (3.38), there is a
process 6(t, -) such that:

g(t, s, Y(s), Z(t,5)) — g(t, 5, Y(s), Z(t, ) = [Z(t,s) — Z(t,$)10(t, 5), (3.64)

and
W(t;s) & W(s) — /S 6(t,r)dr, sel0,T] (3.65)
0
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is a Brownian motion on [0, 7'] under the corresponding equivalent probability mea-

sure E. The corresponding expectation is denoted by EP:, Combining (3.63)—(3.65),
we have

A OB ()
T
= —/ [Z(t, 5) — 7, s)]dW(z; 5), 1€l0, T —el (3.66)
T

—&

Taking conditional expectation E?’f L1 = EI@’ [-| Fr—e] on the both sides of the
equation (3.66), we have

B [wT_S(t) - {ET—S(t)] —0, 1e€[0,T —¢l. (3.67)

Note that wT—g (t) is Fr—_c-adapted for any ¢ € [0, T — ¢]. It follows that
vty =921, as.,te[0, T —e¢l. (3.68)

By (3.66)—(3.68), we have

T
/ [Z(t,5) = Z(t,9)]dW(t;5) =0, 1€[0,T —el, (3.69)
T

—&

which implies
Z(t,s) = 2(t, s), as., (t,5) € [0, T —¢e]lx [T —¢,T]. (3.70)

Combining (3.68)—(3.70), SFIE (3.45) admits a unique solution.

Step 3 Complete the proof by induction.
Combining Steps 1 and 2, we have uniquely determined

Y(@), tellT —e¢T],

(3.71)
Z(t,5), (t.s) € AT —&,T1|J ([0, T —¢e]x [T —e, T]).
Now, we consider BSVIE (3.44) on [0, T — ¢]. By (3.62), we see that the above
procedure can be repeated. We point out that the introduction of «(-) is to uniformly
control the terminal state ¥ (T — ¢), ¥ (T — 2¢), etc. Then we can use induction to
finish the proof of the existence and uniqueness of adapted solution to BSVIE (3.14).0

Remark 3.8 When the terminal condition v (-) is bounded, the well-posedness of
QBSVIE (3.14) is established by Theorem 3.5. If ¥/ (-) is unbounded, the unbound-
edness of v (-) will bring some essential difficulties in establishing the solvability of
QBSVIE (3.14). At the moment, we are not able to overcome the difficulties. We hope
to come back in our future publications.

@ Springer



Applied Mathematics & Optimization (2021) 84:145-190 169

We now would like to look at some better regularity for the adapted solution of
BSVIEs under additional conditions. More precisely, we introduce the following
assumption.

Theorem 3.9 Let (A2)—(A3) hold. Then for any ¥(-) € L;_-OT (€; cY[0,T)), BSVIE
(3.14) admits a unique adapted solution (Y(-), Z(-,-)) € Lg(;C[0,T]) x
BMO(A[O, T).

Proof Without loss of generality, let us assume that
[y (') =@ <p(r =1, Vi, €[0,T],
with the same modulus of continuity p(-) given in (A3).
By Theorem 3.5, BSVIE (3.14) admits a unique adapted solution (Y (-), Z(, -)) €
Lz (0,T) x BMO(A[O, T]). We just need to prove that Y(-) € L°(R2; C[0, T]),

i.e., Y (-) is continuous. Consider the following family of BSDEs (parameterized by
t [0, T]:

T
n(t,s) =y +/ g, r, Y(r), ¢(t, r))dr
T
—/ ¢, rydw(r), sel0,T]. (3.72)

By Lemma 2.5, for any # € [0, T], BSDE (3.72) admits a unique adapted solution
(n(t, ), £(t, ) € L¥(; C[0, T1) x BMO(0, T). By Theorem 3.5, we have Y (r) =
n(t, 1), Z(t,s) = ¢(t, s) forany (¢,s) € A[0, T]. Now, let 0 < ¢t < ¢/ < T. Similar
to (3.33), (3.34), (3.37), and (3.38), there is a process 6 (¢, t'; -) such that

gt s, Y(5),¢(t,8) — g(t',5,Y(s),5(t, )
=[(t,5) — ¢/, )10, 15 5), (3.73)

and
W(t, t';s) & W(s) —f o, t';r)dr, sel0,T] (3.74)
0

is a Brownian motion on [0, T'] under the corresponding equivalent probability mea-
sure P; . The corresponding expectation is denoted by EFwr . Combining (3.72),
(3.73), and (3.74), we have

T
n(t,s) =0, s) =) — @) - / [C(t,r) = 1AW (e, 1 r)

T
+/ [t r Y(). £t 1)) — gt Y (). £t P)dr.
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P, P,
Taking conditional expectation E;"" [ -] = E,"" [ - | F5] on the both sides of the above
equation, we have

T
s

0 ) =0 $) =By [W) — ¥ () +f (st.r Y@, 5.

— gt r,Y(r), ¢, r)))dr}.

Combining this with (A3), by Lemma 2.4, we have

In(t,s) = (', )|

T
<EX [0 v @)1+ [ s Y0 e ~ g Y0) cr)dr]

N

P, T
< ol =1+ ol = DB [+ ¥ 6)1 + 12, rpar

T
< CA+IYOlgomple =)+ ot = D[ [ 1eriar]

N

< CA+ YOl —1'D + Coplt —1'Dllg(, ')Ilmﬂp[ @7

< CU+1YOllze.r)plr = 1)+ Collt = DIE. ) gs,0.r)
< CA+1YOllzo.r) + 16 ) Ignopar.r)e = 1D
= CA+ YOl + 126 ) om0t — 1D,

where C > 0 is a generic constant (which could be different from line to line). This
leads to

lim [ sup [n(t,s) —n(t, s)|] =0, as.
[t—t'|—0 s€[0,T]

On the other hand, since n(z, -) € L%O(Q; C[0, T]) for any ¢ € [0, T], one has

lim |n(t,s) —n(t,s)| =0, Viel0,T], as. (3.75)

|[s—s’|—0
It follows that (¢, s) — n(t, s) is continuous, i.e.,

lim  |n(,s)) —n(t, )| =0, Y@,s)el0, T as.

(t',8")—>(t,5)
Consequently, ¢ — n(t,t) = Y (t) is continuous. O
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4 Adapted M-Solution to Type-Il QBSVIE

We now consider the following one-dimensional Type-II QBSVIE:

T T
Y(t):tp(t)-i—/ g(t,s, Y(s),Z(t,s),Z(s,t))ds—/ Z(t,s)dW(s), t€[0,T]. (4.1)
t t

Since Z(s,t) is presented in the generator g(-), we shall consider the adapted M-
solution. Let us first introduce the following assumption:

(A4) Let the generator g : A[0, T] X Rx R xR x Q — Rbe B(A[0, T] xR x R x
R) ® Fr-measurable such that s > g(z, s, y, z, z’) is F-progressively measurable on
[, T]forall (z,y,z,7") € [0,T] x R x R x R. There exist two constants L and y
such that:

lg(t,5,y,2,2) < LA+ |yD) + %IZI% V(t,s,,2,7) € A[0, TTx R x R x R;

|g(ts S, y17 21, le) - g(ts S, )727 32y s Z/2)|
< L(Iyi = ol + (1 +larl + oaDlan — 22l +1f = 2h1)),
Y(t,s, i 2i,2) € A0, TIxRxR xR, i=1,2.

Note that in (A4), we have assumed that 7/ — g(z, s, y, z, ') is bounded. This
will allow us to use the results for Type-I QBSVIEs. Therefore, the following result
can be regarded as a byproduct of the results for Type-I QBSVIEs from the previous
section. The case that allowing 7/ — g(z, s, v, z, Z') to be unbounded seems to be

more difficult and might be treated in our future investigations. Now, here is the main
result of this section.

Theorem 4.1 Let (A4) hold. Then for any ¥ (-) € L_OFOT (0, T), Type-1I QBSVIE (4.1)
admits a unique adapted M-solution (Y(-), Z(-,-)) € M?[0,T] N (LIOFO(O, T)x
BMO(A[0, TY)).

Proof For any (y(-), z(-, -)) € M?[0, T, consider the following BSVIE:
T
Y(@) = y(r) +/ g(t,s, Y(s), Z(t,s), z(s, t))ds
t
T
—/ Z(t,s)dW(s), te]l0,T]. “4.2)
t

In light of (A4), by Theorem 3.5, BSVIE (4.2) admits a unique adapted solution
(Y(), Z(-,-)) € Lg°(0, T) x BMO(A[O, T]). Determine Z (s, 1); (¢, s) € A[0, T]by
martingale representation theorem, i.e.,

Y(s) = E[Y(s)] + /S Z(s,t)ydW (@), se€l0,T].
0
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This means that BSVIE (4.2) admits a unique adapted M-solution (Y (:), Z(-, -)) €
M?[0, T1. Thus the map

TGO 26N 2T, 26, G0, 2(,)) € MP(0,T) (4.3)

is well-defined. In order to prove BSVIE (4.1) admits a unique adapted M-solution,
we need to prove that I'(-, -) has a fixed point in M?2[0, T]. The proof is divided into
two steps.

Step 1 There is an ¢ > 0 such that F(~, -) is a contraction on M3[T — &, T] and hence
BSVIE (4.1) admits a unique adapted M-solution on [T — ¢, T].

For any (y(-), z(-, ), (7(),Z(-,-)) € M?[T — ¢, T], with ¢ > 0 undetermined,
set

Y, Z(¢ ) =T, 26, ), Y, Z(, ) =TF,26,0);  (4.4)

that is, fort € [T — ¢, T],
T T
Y@)=v(@) +/ g(t,s,Y(s), Z(t,s), z(s,t))ds — / Z(t,)dW(s), (4.5
t t

T T
?(t):¢(t)+/ g(t,s,?(s),i(t,s),E(s,t))ds—/ Z(t, )dW(s), (4.6)
t

t

and

Y(s) = E[Y (s)| Fr_el + / Z(s,0)dW (), s € [T —¢, T, (4.7)
T—¢
Y(s) = E[Y (5)|Fr—e] +/ Z(s,0)dW (), s € [T —e, T1. 4.8)

T—¢

Similar t0~Lemma 3.6, noting that z’ +— g(¢, s, y, z, z') is bounded, there is an & > 0
such that T (y(-), z(-, -)) € Be for any (y(-), z(-,-)) € M*(T — ¢, T), where B, is
defined by (3.18). Thus, we have

(Y (), Z(, ), (Y(), Z(-, ) € Be. (4.9)

By (A4), forany ¢ € [T — ¢, T], there is a process 6 (¢, -) such that:

0(t,) =0, te[T—¢&T] sel01], (4.10)
0(t, )| < L+ |Z(t, )| + 1 Z(t, 9)]), (t,5) € A[T —¢, T], 4.11)
g(t,s,Y(s), Z(t,5),%(s, 1) — g(t, s, Y(s), Z(t, 5),Z(s, 1))

=[Z(t,s) — Z(t,)0(t,s), (t,s) € A[T —e,T]. (4.12)

Similar to (3.36), we have

2 2 2
16 ¢, Igsoar—e.rp < 3L°T +6L7A. (4.13)
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For almost all t € [T — ¢, T], by Lemma 2.3, W(¢; -) defined by
N
W(t;s) 2 W(s) —f O, rydr, se€l[0,T] (4.14)
0

is a Brownian motion on [0, T'] under the equivalent probability measure PP;, which is
defined by

dP, £ £{0(t, )}, dP. (4.15)

The corresponding expectation is denoted by EP:. Combining (4.5)—(4.6) and (4.12)—
(4.14), we have

T
Y(t) =Y () +/ [Z(t,s) — Z(t,$)]dW(t, s)
t

T
=/ [g(t. s, Y (), Z(t,5), 2(s. 1)) — g(t, 5, Y (5), Z(t,5),%(s,1))] ds. (4.16)
t

Taking square and then taking the conditional expectation IEED’ [-1= EP: [-]F:], we
have

_ T
Y() — YOI + E?’[/ \Z(t,5) — Z(t, s)|2ds]

13
Bl = ~ 2
B[ [ (50005 700, 20090, 26.1) = g00,5.T0), 20,9, 75,1 ) s

_ T - )
< LZEF’”[/ (1Y) = @)l + I26s.0) = Zs. 01 )ds | 4.17)
t

By (Y("), Z(-,)), (Y (), Z(-,)) € B and Lemma 2.4, there is a constant C > 0
(which is depending on ||/ (-)||co and is independent of 7) such that

T
Y() — T + Et[/ \Z(t.s) — Z(t, s)|2ds]

t
< CE,[/tT <|Y(s) — V) + 1205, 1) — 3, t)|>ds]2

T ~
< (T — t)]El[/ (|Y(s) — VP + 126, 1) — 2, t)|2)ds]. (4.18)
t

Thus, integrating the above on [T" — ¢, T'], we obtain

T N T T -
]E/ Y (1) — Y(1))>dt + IE/ / |Z(t,5) — Z(t, s)|>dsdt
T T—e Jt

—&
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Fig.2 Type-II S
T
@ )
®
T—¢
A[0,T—¢]
)
A*[0,T—€]
T—e¢ T t
T T ~
< CSE/ / [IY(s) — V)P + 1265, 1) —Z(s,t)lz] dsdt, (4.19)
T—e Jt

with a possible different constant C > 0. By the variation of constants formula, we
obtain

T T T
]E/ Y (1) — Y(t)|2dt~|—]E/ / |Z(t,s) — Z(t, 5)|*dsdt
T—¢ T—e Jt
T

T T
< Cs¢E / / lz(s, 1) — Z(s, 1)|*dsdt < CeE / ly(t) — 5(@)|*dr.  (4.20)
T—e Jt T

—&

The constant appears above is generic (only depends on the constants L, y, T, and
1% () |lco, and is independent of ¢ > 0). Therefore, when ¢ is small enough, F(~, -)is
a contraction on M?(T — g, T'). Consequently, BSVIE (4.1) admits a unique adapted
solution on [T — ¢, T]. Further, by (4.9), the unique adapted M-solution (Y (-), Z(, -))
also belongs to L°(T — ¢, T) x BMO(A[T — ¢, T)).

The above determined Y (¢) forr € [T — ¢, T] and determined Z(t, s) for (¢, s) €
A[T — &, T] (the region marked (D in the Fig. 2) by using Type-1 BSVIEs, and for
(t,s) € A*[T — &, T] (the region marked @ in the Fig. 2) by using martingale
representation.

Step 2 BSVIE (4.1) admits a unique adapted M-solution on [0, T'].
By Step 1, BSVIE (4.1) admits a unique solution on [7T" — &, T']. For almost every
se[T—e T, Er_.[Y(s)] € Lé‘rﬂ; (£2), by martingale representation theorem, there

is a unique Z (-, -) € LT —¢, T; L]ZF(O, T — ¢)) such that:

T—¢
Er_.[Y(s)] = E[Y (s)] +/ Z(s,)dW(t), se[l —e T]. (421)
0
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Hence, we have uniquely determined (Y (¢), Z(¢, s)) for (t,s) € [T —¢,T] x [0, T]
(the region marked (D), @ and @) and the following is well-defined:

gT_S(t,s,z)=g(t,s,Y(s),z, Z(s,1), (t,5)€[0, T —e]x[T—e, T]. (4.22)

Note that [0, T — €] x [T — ¢, T'] is the region marked (2) in the above Fig. 2. Now,
consider the following SFIE:

T
W) = w(r>+/ o7 5, Z(t, 5))ds
T—¢
T
—/ Z(t,s)dW(s), tel0, T —e¢]. (4.23)
T—c¢

Similar to the Step 2 of the proof of Theorem 3.5, SFIE (4.23) admits a unique solution
(1//T_5(~), Z(,-))on[0,T —¢] x [T — ¢, T] and the following estimate holds:

Wt <a0), 1€[0,T —¢l, (4.24)
where «(-) solves an equation similar to (3.47). The above uniquely determined

Y(@), tellT —¢,T],

4.25
Z(t,s), (t,s) € ([T — &, T x [0, T]) U ([o, T — ] x [T —e, T]). (4:29)
Now, we consider
T—c¢
Y®) = v ~5() + / g(t,s,Y(s), Z(t,s), Z(s, 1))ds
t
T—¢
—/ Z(t,s)dW(s) (4.26)
t

on [0, T — ¢]. Since ¥ ~¢(.) e LO}-OT_ (0, T —¢),(4.26)isa BSVIE on [0, T — ¢].
Then the above procedure can be repeated. Since the step-length € > 0 can be fixed,
we then could use induction to complete the proof. O

5 A Comparison Theorem for Type-1 BSVIEs

Consider the following BSVIEs: Fori = 1, 2,

T
Yi(r) = w"(r)+/ .5, Y (), Z' (1, 5))ds
t

T
—/ Zit, )dW(s), tel0,T]. (5.1)

t
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We assume that the generators g'(-), i = 1,2 of BSVIEs (5.1) satisfy (A2). Then
by Theorem 3.5, BSVIE (5.1) admits a unique adapted solution (Y (), Z/(-,)) €
L0, T) x BMO(A[O, T1) for any ¥/ () € L% (0, T). In order to study the com-
parison theorem of the solutions to BSVIE (5.1), we introduce the following BSVIE:

T
Y(t) = «ﬁ(;)+/ g(t, s, Y(s), Z(t,5))ds
t
T
—/ Z(t,s)dW(s), tel0,T], (5.2)
t

with the generator g(-) also satisfies (A2). Further, we adopt the following assumption.

(C) Let the generator g : A[0, T] x R x R x Q — R satisfy that y — g(t, s, y, 2)
is nondecreasing for any (¢, s, z) € A[0, T] x R.
We present the comparison theorem for BSVIE (5.1) now.

Theorem 5.1 Let g'(-), g2(-) and g(-) satisfy (A2) and let §(-) satisfy (C). Suppose

gl(t.s.y.2) < 8(t.s.y.2) < g%(t.s..2).
V(y,z) e R xR, as., ae (t,s) € A[O, T]. (5.3)

Then for any ¥'(-), ¥2()) € LE (0, T) satisfying
vit) < 20, as., aet €[0,T), (5.4)

the corresponding unique adapted solutions (Y'(-), Z'(-,-)), i = 1,2 of BSVIEs (5.1)
satisfy

Y'(t) < Y2(t), as., aet€(0,T]. (5.5)
If, in addition, the generators gl ), gz(-) and g(-) satisfy (A3), and

gt s, y,2) < gt s, y,2) < g°(t,5,y.2),
Y(t,y,2) € [0, T] xR xR, as., ae s €[0,T]. (5.6)

Then for any ¥'(-), ¥2 () € L?_-OT (2; CY[0, T)) satisfying

i) <y* @), t€l0,T], as., (5.7)

the corresponding unique adapted solutions Yo, Zi¢, ), i =1,2 of BSVIEs (5.1)
satisfy

Y'o) < Y*(t), t€[0,T], as. (5.8)
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Proof Let y/(-) € L% (0, T) such that

vl < v @) <v* @), as., ae.te[0,T]. (5.9)

Without loss of generality, let
Yl < L, (5.10)
where ¥() = ¥'(-), ¥*(), ¥(-). By Theorem 3.5, BSVIE (5.1) admits a unique

adapted solution (Y'!(-), Z!(-, -)) € L (0, T) xBMO(A[0, T1) fori = 1.Set Yo(-) =
Y!(-) and consider

~ - T ~ ~
Yi() =¥ (@) +/ 8(t, s, Yo(s), Z1(1, 5))ds
t

T
—f Zi(t, $)dW(s), tel0,T]. (5.11)

t

By Theorem 3.2, there is a unique adapted solution (?1(-), 21(-, ) € L (0, T) x
BMO(A[O, T]) to the above BSVIE. By (5.3), we have

gl(t, s, Yo(s),2) < &(t,s,Yo(s),2), VzeR, as., ae. (t,s5) € Al0,T]. (5.12)

Combining this and (5.9), by Theorem 3.3, for almost all ¢ € [0, T], there exists a
measurable set Q! C § satisfying P(Q2}) = 0 such that

Yo) =Y'(t) < Y1(t), w e Q\Q}, ae.r €0, T]. (5.13)

Next, we consider the following BSVIE

T
B2) = ) + / 30,5, T1(s), Za(t, $))ds
t

T
—/ Z>(t,s)dW(s), tel0,T]. (5.14)

t

Let ()~’2(~), 22(~, -)) be the unique solution to the above equation. Since y >
g(t,s,y, z) is nondecreasing, by (5.13), we have

3,5, Yo(s),2) < g(t.s,Y1(s),2), Vz€R, as., ae. (t,5) € A[0, T]. (5.15)

Similar to the above, for almost everywhere ¢ € [0, T'], there exists a measurable set
Q? C Q satisfying P(Q?) = 0 such that

Y1) < (1), w € Q\Q2, ae.r €[0, T]. (5.16)
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By induction, we can construct a sequence (?k(-), Zk(~, -)) and Qf satisfying P(Qf ) =
0 such that

T
Yer1(t) = ¥ (1) +/ g(t, s, Yi(s), Zks1(t, s))ds
t
T
—/ Zes1(t, 9)AW(s), 1 €[0,T], (5.17)
t

and

Yl =Yoo < Vi) <o) < -+,
we sz\( U szf), ae.te[0,T]. (5.18)

k>1
Note that IP{Q\(UkZl Q’;)] = 0. We may assume that
[y (@) <a0), re[0,T], (5.19)

where () = 1//1(-), 1//2(-), lﬁ(~) andg(~) solves an ODE of form (3.47). By Propo-
sition 3.7, there is an & > 0 such that Yy (-) is Cauchy in Lg°(T — &, T) and

lim [|Ye() — Y(~)||L§;°<T_8,T) =0. (5.20)
k—o00
Combining (5.18) and (5.20), we have
Yi() <Y(@®), as., ae.te[T —¢ T (5.21)

Next, consider the following SFIEs:

T

WLLWﬂ=wWﬂ+£;gWhLW®LZ%JDM

—/TT ZY(t,5)dW(s), t€[0,T —¢l; (5.22)
&f‘%n==¢a>+lﬂfggaw,imxza,wﬁu

—/TT Z(t,s)dW(s), te[0, T —z¢l. (5.23)

Similar to the Step 2 in Theorem_3.5, the at_)ove SFIEs (5.22) and (5.23) admit unique
solutions (774 (), Z'(-, )), (W74 (), Z(-,)) € LE, (0, T —&) xBMO([0, T —
el x [T — ¢, T]), respectively. Similar to (3.62), we have ‘

|1//1’T_8(t)| < a(0), |1ZT_8(1‘)| <w(0), te[0, T —c¢l (5.24)
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For almost all t € [0, T — &], similar to (3.33)—(3.34) and (3.37)—(3.38), there is a
process 6(t, -) such that:

gl s, YY), Z 1, 5) — g (¢, 5, Y (5), Z(z, 5))
=[z'(t,5) = Z(t, )]0, 5), (5.25)

and
W(t;s) & W(s) — / O, r)dr, sel0,T] (5.26)
0

is a Brownian motion on [0, 7'] under the corresponding equivalent probability mea-

sure E. The corresponding expectation is denoted by EF:, Combining (5.22)—(5.23)
and (5.25)—(5.26), we have

A O VAR ()
T
=yl — V@) +f [¢'(t.5. Y (). Z(t, ) — §(t. 5. Y (5), Z(t. ) ]ds

T—¢

T
—/ [Z'(t,5) = Z(t,)]dW(t;5), 1 €0, T —el. (5.27)
T

—&

Since y — g(t, s, v, z) is nondecreasing for any (¢, s, z) € A[0, T'] x R, by (5.21),
we have

g, s, Y (s),2) < g(t,5,Y(s),2), (t.5,2) €[0,T]1x [T —¢,T] xR. (528)

Taking conditional expectation E?’[-] = EPf[- | -1, on the both sides of (5.27), by
(5.3), (5.28) and (5.21), we have

A O TR AR ()
S HLACEoN |

T—¢
T

T
[g'(t, s, Y (), Z(t,5)) — &(t, 5, Y (5), Z(t, s))]ds]

<E[v'o-d0+ fT (815, Y (), Z(0,9) = 81,5, V' (5), 21, 5))Jds |

<0, te[0, T—c¢] (5.29)
Now, we consider the following BSVIEs:
T—¢
o = T () +/ gty (). 2 (1. $))ds
t
T—c¢
- / 2N, 5)dW(s), t€[0,T —¢l; (5.30)
!
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T—¢
HOESA0 +/ g(t, s, y(s),z(t, s))ds
t

T—¢
—/ 2(t, $)dW(s), tel0,T —e. (5.31)
t

By Theorem 3.5, the above Egs. (5.30), (5.31) admit unique solutions (y1 ), 21, ),
(), z2(, ) € L0, T — &) x BMO(A[O, T — ¢]), respectively. By the Step 3 in
the proof of Theorem 3.5, we have

v =Yt@), M, s) =z, s), (t,s) € A0, T —¢l; (5.32)
() =Y (1), z2(t,s) = Z(t,s), (t,s) € A[0,T —¢]. (5.33)

Hence, by induction, we have

Y <Y(@0), as, ae.tel0,T] (5.34)
Similarly, we can prove that

Y1) < Y1), as., ae.te(0,T] (5.35)

Thus, the inequality (5.5) holds.
Next, by what we have proved,

Y'@) < Y?(t), as., tel0,T]. (5.36)

Let {tx}k>1 € [0, T'] be all the rational numbers in [0, 7']. For any fixed f, by (5.36),
there is a 2; C Q2 satisfying P(€2;) = O such that:

Yi(e) < (), o € Q\Qy. (5.37)
Let @ = J;o; Q. then P(Q) = 0. By (5.37), we have
Yi(6) < Va(0), 1€ {tihs1, @ € Q\. (5.38)

By Theorem 3.9, there is a_§2 C Q satisfying ]P’(Q) = 0 s_uch Yi((,w),i = 1,2 are
continuous for any w € Q\Q. For any fixed w € Q\ (2 U ), by (5.38), we have

Yi(t,w) < Yo(t,w), t € {tili>1. (5.39)

Since Y; (-, w), i = 1,2 are continuous on [0, 7] and {#};>1 € [0, T'] is dense on
[0, T'], we have

Yit,w) < Yo(t,w), te][0,T]. (5.40)
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Note that P(Q\ (S U ©)) = 0, we have
Yi(t) < Ya(r), t€[0,T], as. (5.41)

This completes the proof. O

6 Continuous-Time Equilibrium Dynamic Risk Measures

We have seen the so-called equilibrium recursive utility process in the introduction
section, which serves as a very important motivation of studying BSVIEs. In this
section, we will look another closely related application of BSVIEs.

Static risk measures have been studied by many researchers. Among many of them,
we mention Artzner—-Delbaen—Eber—Heath [5], Follmer—Schied [19], and the refer-
ences cited therein. For discrete-time dynamic risk measures, we mention Riedel [36]
and Detlefsen—Scandolo [13], and the references cited therein.

We now look at continuous-time dynamic risk measures. Any & € L;__OT (2) rep-
resents the payoff of certain European type contingent claim at the maturity time 7.
According to El Karoui-Peng—Quenez [18], we introduce the following definition.

Definition 6.1 A map p : [0, T] X L;?T () — Ris called a dynamic risk measure if
the following are satisfied:

(i) (Adaptiveness) For any & € L;_?T(Q), t — p(t; &) is F-adapted;
(ii) (Monotonicity) For any &, £ € LE (@) with & > £, one has p(t; &) < p(t; &),
forallt € [0, T];
(iii) (Translation Invariant) Forany & € LO}-OT (RQ)andc € R, p(t; E+c) = p(t; §) —c.

Further, p is said to be convex if the following holds:
(iv) (Convexity): & — p(t; &) is convex;
and p is said to be coherent if the following are satisfied:
(v) (Positive Homogeneity): For any § € L;_-OT (Q)and A >0, p(t; AE) = Ap(t; &);
(vi) (Subadditivity): For any &, & € L;_-OT(Q), pt;E+E)<p(t;&)+ p(t; §).

Eachitem in the above definition can be naturally explained. For example, (ii) means
that between two gains, the one dominantly larger one has a smaller risk; (vi) means
that combining two investments will have smaller risk. The following is a combination
of the results from [18] and [24] (see also [7-9]).

Proposition 6.2 Ler g : [0, T] x R — R be measurable such that z — g(t, z) is

convex and grow at most quadratically. Then for any & € L;_-OT (R2), the following
BSDE:

T T
Y(1) =& —I—/ g(s, Z(s))ds —/ Z(s)dW(s), tel0,T], 6.1)
t t
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admits a unique adapted solution (Y (), Z(-)) = (Y(-; &), Z(-;&)). Let p : [0, T] x
L;_-OT (2) = R be defined by the following:

pt, &) =Y(t:8), (t,§) €[0,T]x LE ().

Then p is a dynamic convex risk measure.

One of the most interesting examples is the following.

T T
Y(t)=—-¢& —i—/ $|Z(s)|2ds —/ Z(s)dW(s), te[0,T]
t

t

The above admits a unique adapted solution (Y (-), Z(-)), and

p(t,6) =Y (1) = ylnE[e—§

Fi]2epn®. 1el0.7]),

is called a dynamic entropic risk measure for &.

Now, if we have an Fr-measurable wealth flow process () instead of just a
terminal payoff &, then formally, the corresponding dynamic risk should be measured
via the following parameterized BSDE:

T
Y, r)=—vy(t) +/ g(s, Y(t,s), Z(t,s))ds
T
—/ Z(t,s)dW(s)), (r,t) e A[0,T],

and the current dynamic risk should be Y (¢; ¢). But, similar to the introduction section,
simply taking r = ¢ in the above leads to the following:

T T
Y(,t) = —y(@) +/ g(s,Y(t,s), Z(t,s))ds — / Z(t,s)dW(s)), tel0,T],
t t

which is not a closed form equation for the pair (Y (¢, t), Z(¢, s)) of processes. As
we indicated in the introduction, Y (¢, r) above has some hidden time-inconsistency
nature. One expects that the dynamic risk measure should be time-consistent. Namely,
the value of the risk today (for a process 1 (-)) should match the one that one expected
yesterday. Therefore, it is natural to use BSVIEs to describe/measure the dynamic risk
of the process ¥ (-). We now make this precise.

We call ¥ (+) € L;—OT (0, T) a position process (a name borrowed from [36]), and
Y (t) could represent the total (nominal) value of certain portfolio process which might
be a combination of certain (say, European type) contingent claims (which are mature
at time 7', thus they are usually only Fr-measurable), some current cash flows (such
as dividends to be received, premia to be paid), positions of stocks, mutual funds,
and bonds, and so on, at time the current time ¢. Thus, the position process 1 (-) is
merely Fr-measurable (not necessarily F-adapted). Now, mimicking Definition 6.1,
we introduce the following.
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Definition 6.3 A map p : [0, T] X L;_-OT (0,T) — L(0,T) is called an equilibrium
dynamic risk measure if the following hold:
(i) (Past Independence) For any 1 (), ¥»(-) € L;_?T 0, T7),if
Yi(s) = Pa(s), as., ae.set,T],
for some ¢t € [0, T), then
oY1) = p(t; ¥2()), as.
(i1) (Monotonicity) For any 1 (), ¥2(-) € L%OT 0, T), if
Yi(s) < ya(s), as., ae.se[t,T],
for some ¢t € [0, T), then
p(s:¥1() = p(si (), as., selr,T]

(iii) (Translation Invariance) There exists a deterministic integrable function 7 (-)
such that for any ¥ (-) € L°]_-°T 0, T),

P () +¢) = p(t: () —celi TOB a5 10, T].

Further, p is said to be convex if the following holds:
(iv) (Convexity) For any 1 (-), ¥2(-) € L;-OT (0, T)and X € [0, 1],

Pt A1 () + (1 =Y () = 2o 1 () + A =D ¥2(), as., 1 €[0,T]

And p is said to be coherent if the following are satisfied:
(v) (Positive Homogeneity) For any ¢ (-) € L;—"T (0, T)and A > 0,

Pt Ay () = rp(t; ¥ (), as., t€[0,T].
(vi) (Subadditivity) For any vr1(-), ¥2(-) € L;-OT 0,7),
Pt Y1 () +v2() = pt: Y1 () + o ¥2(), as., 1 €[0,T].
The word “equilibrium” indicates the time-consistency of the risk measure p which
is some kind of modification of the naive one. Similar situation has happened in the
study of time-inconsistent optimal control problems (see [49]). The meaning of each

item is similar to the static case. In (iii), the function r(-) is the riskless interest rate.
Let us now look at the following Type-I BSVIE:

T
Y()=—¢(@) +/ g(t,s, Y(s), Z(t,s))ds
t
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T
—/ Z(t, $)dW(s), tel0,T]. 6.2)
1t

We have the following result.

Proposition 6.4 Let the generator be given by
g, s,y,2) =r(s)y +go(t,s,2); (,5,y,2) € A0, T] x R x R,

satisfying (A2), where r (-) is a non-negative deterministic function. Then the following
are true:

(1) The map ¥ (-) — p(t; ¥ (-)) is translation invariant.
(1) Suppose z — go(t, s, 2) is convex, so is Yy (-) — p(t; ¥ (-)).
(iii) Suppose z +— gol(t, s, z) is positively homogeneous and sub-additive, so is

V()= e ().

By Theorem 5.1, the proof of Proposition 6.4 is very similar to [47, Corollary 3.4,
Proposition 3.5], we omit them here. By Proposition 6.4, we can construct a large class
of equilibrium dynamic risk measures by choosing suitable generator g(-) of BSVIE
(6.2). More precisely, we have the following result.

Theorem 6.5 Let the generator g(t, s, y,z) =r(s)y + go(t,s,2); (t,5,y,2) € A X
R x R satisfy (A2), where r(-) is a non-negative deterministic function and 7 +>
go(t, s, 2) is convex, then ¥ (-) — p(t; ¥ (-)) is an equilibrium dynamic convex risk
measure. If 7 — go(t, s, 2) is positively homogeneous and sub-additive, then V¥ (-) —
p(t; ¥ () is an equilibrium dynamic coherent risk measure.

From Proposition 6.4, the proof of the above result is obvious. According to the
above results, we can have some examples of equilibrium dynamic risk measures by
the choices of go(t, s, z): If

go(t,s,z2) =g, s)lzl,  g(t,5) =0,

then, it is sub-additive and positively homogeneous in z. The corresponding equilib-
rium dynamic risk measure is coherent. If

go(t,s,2) = g(t,s)V1+z]2,  g(t,s) >0,

then, it is convex in z. The corresponding equilibrium dynamic risk measure is convex.
If

go(t,5,2) =8(t.9)lz’,  §(t.5) =0,
then one has an entropy type equilibrium dynamic risk measure.
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7 Concluding Remarks

Recursive utility process (or stochastic differential utility process) and dynamic risk
measures for terminal payoff can be described by the adapted solutions to proper
BSDE:s. For Fr-measurable position process ¥ (-), instead of the terminal payoff &,
one could also try to find its recursive utility process and/or dynamic risk. One possibil-
ity is again to use BSDEs. However, one immediately finds that the resulting processes
(recursive utility or dynamic risk measure) are kind of time-inconsistent nature. Type-I
BSVIEs turn out to be a proper tool for describing them. This serves one of major
motivations of studying BSVIEs. Recall from [46,48], we know that mathematical
extension of BSDEs and optimal control of forward stochastic Volterra integral equa-
tions are other two motivations. To meet the needs for the equilibrium recursive utility
processes and equilibrium dynamic risk measures, we have to allow the generator of
the BSVIE to have a quadratic growth in Z(z, s). We have developed a theory of Type-I
QBSVIEs, including the well-posedness, regularity and a comparison theorem, etc.
in this paper. As a byproduct, we also have obtained the well-posedness of Type-II
QBSVIEs. Then a theory of equilibrium recursive utility and equilibrium dynamic
risk measures are successfully established with the results of Type-I QBSVIEs.

Acknowledgements The authors would like to thank two anonymous referees for their suggestive comments
which leads to the current version of the paper.

8 Appendix

In this appendix, we will sketch an argument supporting the BSVIE model for the

equilibrium recursive utility process/equilibrium dynamic risk measure of a position

process ¥ (). The idea is adopted from [49]. Let v/ (-) be a continuous F7-measurable

process. Let IT = {# | 0 < k < N} be a partition of [0, T]withO =1 <1] < --- <

ty—1 < ty = T. The mesh size of IT is denoted by || IT|| £ 0<I_IE\)]( 1 [tiy1 — t;|. Let
i<N—

N
AROES TS AT

k=1
with
Ve =v@) € Ly (UR),  k=12...N.
We assume that

lim  sup E|y"(t) -y (@) =0.
ITHI—0¢¢[0,7]

We first try to specify the time-consistent recursive utility process for v (-), making

use of BSDEs. Then let | IT|] — 0 to get our BSVIE time-consistent recursive utility
process model for ¥ (-).
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For {wn(t) |t € (tn—1,tn]1} = {¥n}, its recursive utility att € [ry—1, tx]is given
by YN (¢), where (YN (-), ZN(-)) is the adapted solution to the following BSDE:

T
YN = Y+ f g(s. YN (), 2V ())ds
t

T
—f ZN (AW (s),  teltn_1, In]. 8.1)

t

Here, g : [0, T] x R x R — R is an aggregator. Next, for {wn(t) |t € (ty—2,tn]},
the recursive utility at ¢t € (fy—_2, fy—1] is denoted by Y N=1(¢) and we should have

YN 1)
T IN—
e / ¢G5 YV (), ZV N (5))ds + / s, YV (s), 2V ()ds
IN—1 t
T
—[ ZN=N)YdW(s), 1€ (ty_a, ty_1]. (8.2)
t

Note that due to the time-consistent requirement, we have to use the already determined
YN () in the drift term over [fy_1, T']. On the other hand, since vy _1 is still merely
JFr-measurable, (8.2) has to be solved in [¢, T'] although t € (fy_2, fy—1]. Hence, in
the martingale term, Z N-1 (+) has to be free to choose over the entire [y _», T] and the
already determined Z% (-) cannot be forced to use there (on [ty_1, T']). Whereas, in
the drift term over [ty _1, T], it seems to be fine to either use already determined Z N
or to freely choose Z¥~1(.), since the time-inconsistent requirement is not required
for Z part. However, we use ZV~!(.) in the drift, which will enable us to avoid a
technical difficulty for BSVIESs later.
Similarly, the recursive utility on (fy_3, txy—2] should be

T
— Yna / 205, YV (5), ZV"2(s))ds + /
13

N-1 IN-2

IN—

1 g(s, YN=U(s), ZN72(s))ds

IN— T
+/ 2g(s,Y’V*Z(s),Z’H(s))ds—/ ZN=2()dW(s), 1€ (ty_3, tn_2].
t

t

This procedure can be continued inductively. In general, we have
t; . 174
gs, Y'(s), Z*(s))ds + / g(s, Y¥(s), Z8(s))ds

1 13

N
ro=w+ Yy [

i=k+17h

T
—/ ZKs)YdW (s), t € (1, tx].

t
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Let us denote

N N
YU =3 Yot @, 20 s) =) 2K, 0.

k=1 k=1
Then
T T
Y() =w“(r)+/ (s, Y“(s),z“(z,s))ds—/ ZW @, $)dw(s), tel0,T).
t t

Let ||TT]] — O, by the stability of adapted solutions to BSVIEs [48], we obtain

T T
Y(l)ZW(l)vL/ g(s,Y(S),Z(t,S))dS—/ Z(t,5)dW(s), t€[0,T], (8.3)
1 13

which is the BSVIE that we expected. Moreover, it is found that if Y (-) is a utility
process for ¥ (-), the current utility Y (#) depends on the (realistic) future utilities
Y(r); t <r < T, which is the main character of recursive utility process. Finally, we
note that if we restrict ZV ! () on [ty—1, T]in (8.2), etc., then we will end up with
the following BSVIE:

T T
Y(1) =y @) +/ 8(s, Y(s), Z(s, 5))ds —/ Z(t,s)dW(s), te€[0,T],
t 13

which is technically difficult since in general, s — Z(s, s) is not easy to define.
Finally, we would like to point out a fact about BSVIEs and BSDEs. Let us first
look at the following general BSDE:

T T
Y(t)=§ +/ g(s, Y(s), Z(s))ds — / Z(s)dW (s), tel0,T]. (84)
t t

Under standard conditions, for any & in a proper space, the above BSDE admits a
unique solution (Y (+), Z(:)) = (Y (-; T, &), Z(-; T, §)). By the uniqueness of adapted
solutions of BSDEs, we have

Y&;T,§) =Y 1, Y(1;T,8)),

VO<r<t<T.
Z(t; T, &) =Z(t;7,Y(r;T,8)),

This can be referred to as a (backward) semi-group property of BSDEs [34]. However,
there is no way to talk about the (backward) semi-group property for BSVIEs. To
illustrate this point, let us look at the following simple BSVIE:

T
Y(t) =tW(T) —/ Z(t,s)dW(s), tel0,T].
t
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We can directly check that the adapted solution is given by

Y(@)=tW(), Z(t,s)=t, (t,s) € A[0, T].

We see that the above Y (+) really could not be related to any (backward) semi-group
property. The point that we want to make is that time-consistency and semi-group
property are irrelevant.
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