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Energy-efficient bitcoin mining cores have gained significant
attention since the energy cost for computing dominates the mining
expenses [1]. Ultra-low-voltage (ULV) digital circuits have emerged
as an attractive approach to improve the energy-efficiency. However,
they demand a large timing margin for the worst-case process,
voltage, and temperature (PVT) variations, undermining a significant
portion of energy savings. Recent works, including multi-phase latch
pipeline [1], tunable replica circuits [2-3], in-situ error detection and
correction (EDAC) [4-6], and dynamic timing enhancement [7], can
reduce the pessimistic margin. However, it is not straightforward to
adopt those techniques in mining cores due to their deeply-pipelined
architecture (up to 128 stages [1]). For example, to adopt EDAC, the
deep pipeline requires inserting many bulky error detectors as it has
many critical paths. Our experiment with a 0.3V 28-nm mining core
shows >18.9% registers need to be replaced with error detectors,
considering 60 local process variation only. Also, multiple stages can
have timing errors simultaneously, making an error correction
process (e.g., clock gating [5], VDD boosting [6]) complex and costly.

To address those challenges, we propose a new technique that can
infer a pipeline's timing slack (tsiack) and adaptively set clock
frequency to minimize the margin over time. Specifically, it employs
a latch-based pipeline and counts how many cycle borrowings the
latches did during an observation window (tob). This cycle borrowing
count (Ncs) decreases monotonically with tsiack. Therefore, we can
infer tsiack by Ncs, and using the inferred tsiack we can dynamically set
the clock frequency such that it has only a minimal amount of margin.
Furthermore, it does not need error correction since we can keep
tsiack positive, eliminating the overhead associated with the correction.
Also, by leveraging the error tolerance of the mining core, we can
configure it to operate under a target error rate (1E-6% to 5%) for
additional throughput or energy-efficiency gains. Existing EDAC
cannot do this because it can only detect timing errors but cannot
infer the magnitude and sign of tsiack it has from timing errors. The
latter, however, is necessary for creating feedback control.

With this proposed timing slack inference and clock frequency
adaption technique, we prototyped TICA, a variation-resilient bitcoin
mining core. Fig. 1 shows TICA's microarchitecture consisting of a
SHA256 engine and a TICA controller. The engine implements a
fully-unrolled 64-stage SHA256 datapath with 3-phase latches to
better balance the path delay. Also, the 3-phase latch pipeline helps
to eliminate min-delay buffers [1]. In TICA, we replace 288 latches
(out of 49,152 latches, 0.59%) with cycle borrowing detectors. The
detector is based on the double sampling latch pair with an XOR gate,
which can assert CB if it does cycle borrowing in a cycle.

Based on the CB signals, TICA controller can infer tsiack. Fig. 2 shows
the block diagram of the TICA controller. It consists of a timing slack
inference block and an adaptive clocking block. The inference block
employs a CB accumulator to count how many CB signals are high
within an observation window (tob), producing a value called Ncs. Ncs
decreases monotonically with tsiack. Therefore, we set up feedback to
regulate tsiack by constraining Ncs within a set-point zone. If Ncs is
between Ncareip and Ncsrein (i.€., Ncarem<Nce<Ncs refp), the current
tsiack is considered moderate, where no clock frequency tuning is
performed/required; if Ncs is smaller (larger) than Ncsrefn (NcB refp),
the current tsiack is considered loose (tight).

Based on the tsiack inference, the adaptive clocking block generates
ClKelastic While minimizing the timing margin over time. It consists of (i)
a local ring-oscillator (RO) and (ii) a clock stretch/compress unit. The
RO, which shares the same voltage domain with the SHA256 engine,
produces clkref to track fast voltage variations. On the other hand, the
clock stretch/compress unit generates 64 phase-modulated clocks
from clkref and synthesizes clkelastic, whose frequency can be set
between 0.75X to 1.5X of clkref [4] to minimize the redundant timing
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margin adatively. At last, from
ClKelastc, the  3-phase  clock
generator produces clk1, clk2, and
clk3 for the engine.

We have verified the monotonic
relationship between Ncs and tsiack.
We developed an analytical model
for a simple case where only one
receiver detector/latch is considered (Fig. 3 top) and later extended
it to a more complex case (Fig. 3 bottom). For the simple case, tsiack
can be formulated as tsack=teow—(terit-tcik), where teow is the cycle
borrowing window of a latch, teit is the delay of the critical path that
leads to the detector, and tck is the clock period. If we define Atcrit as
a random variable representing critical path delay variation, we can
formulate terit=teik+Aterit and thus tsiack=teow—Aterit. Then, suppose f(x) is
the delay probability function of the paths leading to the detector,
which depends on the circuit implementation and input data. We can
model f(x) with a lognormal function since a digital pipeline typically
has many critical and near-critical paths after delay/power
optimization (Fig. 1 top right). Then, if we assume PVT variations
affect every path delay uniformly by Ateit, the post-variation delay
probability function fpv(x) becomes fov(x)=f(x-Aterit). Furthermore, the
integration of fou(x) from tek to (tekt+Aterit) is equal to the expected
value of CB, E(CB). By solving this equality, we can get the simplified
solution of tsiack=tcow-tcikkE(CB)?, where k and a are parameters that
depend on the mean and standard deviation of the lognormal f(x).
Then we extended the tsiack equation for the SHA256 engine, which
has Nget detectors in it. We did it by substituting E(CB) with
Nce/Naet/tob, Which finally gives tsiack= tebwteik-k-(Nce/Ndet/tob)°.

We verified the above tsiack analytical model through simulation and
measurement. Fig. 4 top shows that the model matches with the
simulation results of the SHA256 engine. We considered four cases
each having different numbers of detectors. While we need to slightly
modify the parameters (k, a) for different cases, the inference error
is small, only 1-3%. The model also matches the measurement
results with the similar 1-3% tsiack inference error (Fig. 4 bottom).

The number of detectors (Ndet) (or insertion rate, i.r.) poses a trade-
off between tsiack inference accuracy and area and power overhead.
Thus, we optimized Ndet. We posit that we do not need detectors in
every critical path since the cycle borrowing ability of a latch-based
pipeline can self-heal the delay increase of a critical path in one stage
with non-critical paths in the following stages [6]. Therefore, we tried
to insert detectors roughly every several stages and not to insert
detectors into some critical paths that have a high chance of self-
healing. We decided to insert a total of 288 detectors (i.r.=0.59%) as
it incurs only ~3% inference error which can be easily compensated
by adding ~3% margin to the clock frequency.

On the other hand, we need to set the observation window (tob) for
different target error rates (ERs). For a small target ER, the pipeline
performs only a few cycle-borrowings, which makes Ncs generally
small. To capture a statistically stable Ncg value, therefore, we have
to observe the CB signals for a more extended period. We have
found that tor of ~5,000 cycles is necessary for a target ER of 0%.
Meanwhile, if we target a large ER, we can use a small ton. We
summarize the optimal to» across different target ERs (Fig.4 bottom).

Based on the proposed technique, we prototyped TICA in a 28nm.
We measured our chip at different VDDs from 0.21V to 0.9V (Fig. 5).
Compared with the baseline margined for 10% VDD drop, TICA
achieves 4.2X clock frequency gain or 19.3% energy savings at 0.3V,
with ER=0% while executing 232 cycles. We also measured 17 dies
and observed a similar level of energy savings, confirming the
robustness of our technique over process variations. By setting the
target ER to 1%, TICA achieves additional throughput gain of 35.7%
or energy savings of 10.6%. Compared to prior works, TICA achieves
a similar level of energy savings yet at the smallest area overhead of
only 1.4%, thanks to the relible tsiack inference with ultra-low detector
insertion rate and no requirement on correction hardware. Also,
uniquely from the prior EDAC works, TICA can be configured to
operate under a target ER for additional throughput/energy gains.
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JSSC, 2015.[7] T. Jia et al., ISSCC, 2020.
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Fig. 1. The microarchitecture of TICA. The feedback loop between
SHA256 engine and TICA controller anchors the core's runtime
timing slack within a small level across PVT variations adaptively by
dynamic clock frequency tuning.
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Model verification with simulation results
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Fig. 4. Verification of the timing slack inference model. Simulations
and chip measurements confirm i.r.=0.59% with ~3% timing margin
ensures robust inference accuracy under a 10% VDD variation.
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(1) Includlng error detectors min-delay buffers, and the VDD boosting circuits.

s and clock control circuits.

(3) Includlng cycle borrowing detectors, timing slack inference block and adaptive clocking block.

(4) The baseline of [6] and [7] are margined for 10% VDD drop, temperature and SS process corner; the
baseline of this works are margined for 10% VDD drop.
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Fig. 6. Comparison with prior works, area breakdown of TICA, and
the measurement setup.
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