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ABSTRACT

We present the first data release of the ALMA-IMF Large Program, which covers the 12m-array continuum calibration and imaging. The ALMA-
IMF Large Program is a survey of fifteen dense molecular cloud regions spanning a range of evolutionary stages that aims to measure the core mass
function. We describe the data acquisition and calibration done by the Atacama Large Millimeter/submillimeter Array (ALMA) observatory and
the subsequent calibration and imaging we performed. The image products are combinations of multiple 12 m array configurations created from a
selection of the observed bandwidth using multi-term, multi-frequency synthesis imaging and deconvolution. The data products are self-calibrated
and exhibit substantial noise improvements over the images produced from the delivered data. We compare different choices of continuum se-
lection, calibration parameters, and image weighting parameters, demonstrating the utility and necessity of our additional processing work. Two
variants of continuum selection are used and will be distributed: the “best-sensitivity” (bsens) data, which include the full bandwidth, including
bright emission lines that contaminate the continuum, and “cleanest” (cleanest), which select portions of the spectrum that are unaffected by
line emission. We present a preliminary analysis of the spectral indices of the continuum data, showing that the ALMA products are able to
clearly distinguish free-free emission from dust emission, and that in some cases we are able to identify optically thick emission sources. The data
products are made public with this release.

Key words. instrumentation: interferometers – stars: luminosity function, mass function – ISM: structure – submillimeter: ISM –
stars: protostars – HII regions

1. Introduction

In our Galaxy, stars form out of dense, dust-rich gas that has
its peak emission in the far-infrared and is bright at millime-
ter wavelengths. Observations of the thermal continuum emis-
sion from dust grains have become the most important tool
for determining the mass of the pre-stellar material that col-
lapses under self-gravity to form stars (e.g., Motte et al. 1998;
Enoch et al. 2008). While star formation within the local kilo-
parsec is well-observed with single-dish instruments and small
interferometers, the Atacama Large Millimeter/submillimeter
Array (ALMA) has opened new opportunities to study star for-
mation at solar system scale resolution throughout the Galaxy
(e.g., Ginsburg et al. 2017; Motte et al. 2018; Csengeri et al.
2018; Sanhueza et al. 2019).

We have therefore undertaken a large observing program
to take advantage of these new capabilities. ALMA-IMF is an

⋆ Data are only available at the CDS via anonymous ftp to
cdsarc.u-strasbg.fr (130.79.128.5) or via http://cdsarc.
u-strasbg.fr/viz-bin/cat/J/A+A/662/A9

ALMA Large Program1 to survey fifteen high-mass star-forming
regions in the Galactic plane. The survey overview is given in
Motte et al. (2022, hereafter Paper I).

The primary goal of ALMA-IMF is to measure the gas-
phase precursor to the stellar initial mass function (IMF), the
core mass function (CMF). This distribution function has previ-
ously been observed, in local clouds, to share a shape with the
IMF (e.g., Motte et al. 1998; Alves et al. 2007; Könyves et al.
2015), leading to the suggestion that the origin of stellar masses
is in this gas phase, though other interpretations of this similarity
are possible (Offner et al. 2014). The local-cloud observations
were limited both in the upper mass limit (Mcore,max . 10 M⊙)
and in the range of physical conditions probed, especially in
terms of feedback from high-mass stars and protostars. The pre-
cursor works that motivated ALMA-IMF (Ginsburg et al. 2017;
Motte et al. 2018; Sanhueza et al. 2019) have shown that a range
of CMF shapes exist in high-mass star-forming regions (e.g.,
Beuther & Schilke 2004; Zhang et al. 2015; Ohashi et al. 2016;
Lu et al. 2020), driving the need to observe a larger sample.

1 Program ID 2017.1.01355.L; PIs: Motte, Ginsburg, Louvet,
Sanhueza, https://www.almaimf.com
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The ALMA-IMF sample has been selected to probe the
full range of evolutionary stages and a wide range of Galactic
environmental conditions. The selection, described in the com-
panion overview paper (Paper I), is based on the ATLASGAL
survey (Schuller et al. 2009; Csengeri et al. 2014) and ancillary
multi-wavelength data. It consists of 15 regions in the process
of forming star clusters at different evolutionary stages: young
regions, with no signs of high-mass stars having ignited HII
regions; intermediate, with only ultracompact or hypercompact
HII regions present and feedback effects confined to a small
region, and evolved, in which HII regions coexist with ongoing
star formation.

In this paper, we present the data reduction, imaging, and
characterization to obtain continuum maps in ALMA’s Band 3
centered at 99.66 GHz, and Band 6 centered at 230.6 GHz.
Paper I describes the sample selection and early results.
Paper III; Louvet et al (in prep.) describes the core catalog
extracted from the data presented here.

Section 2 describes the observations and data acquisition.
Section 3 describes the processing performed to produce the
delivered data products. Section 4 describes the data products.
Section 5 demonstrates some preliminary science applications
of the data, focusing on the spectral index measurements. We
summarize the result in Sect. 6.

There are several appendices discussing self-calibration
comparison (Appendix A), self-calibration parameter details
(Appendix B), data processing and handling (Appendix C), list-
ing central frequencies (Appendix D), describing different data
releases (Appendix E), describing the W43-MM1 B6 archival
data (Appendix F), describing additional data products produced
excluding CO and N2H+ (Appendix G), and listing the supple-
mental figure sets and additional overview figures (Appendix H).

The data are released on Zenodo2.

2. Observations

We report a summary of the observations taken by ALMA and a
brief description of the target selection. Table I.1 lists the details
and the observing setup for the targeted fields.

The observing strategy for the ALMA-IMF program was to
take a homogeneous approach to imaging 15 of the most extreme
Galactic massive clumps covering a distance range between 2
and 5.5 kpc (Figs. 1 and H.2). The mosaics in ALMA’s band 3
(B3; 91–106 GHz) and band 6 (B6; 216–234 GHz) were set up
to map a &1× 1 pc area covering the highest column density
region of each protocluster as determined from ATLASGAL and
Hi-GAL imaging (Csengeri et al. 2018; Molinari et al. 2010).
The angular resolution for each individual protocluster was cho-
sen to achieve a physical resolution .2000 au for all regions.
All target fields were observed with two 12m array configura-
tions in band 3 to achieve both high spatial resolution and high
dynamic range. In band 6, the more distant regions (d > 3.9 kpc),
W43, W51, G338.93, G337.92, G333.60, and G010.62 required
two 12m configurations, while the more nearby used only one.
The long- and short-baseline observations are denoted TM1 and
TM2, respectively, in the ALMA-delivered data products. Full
details of the array configurations are given in Table I.1. The
resulting angular resolution is between 0.3′′ and 1.5′′ using a
robust weighting of 0 (see more details in Sect. 3.1.6).

The mosaics have varying fields of view (FOVs) to accom-
modate different clouds. Generally, the Band 3 FOV is larger
than that of Band 6 because of the intrinsically larger primary

2 https://zenodo.org/record/5598066

beam at Band 3. The fields of view are shown overlaid
on Spitzer GLIMPSE (Benjamin et al. 2003; Churchwell et al.
2009) images in Appendix H, Fig. H.3.

All fields also included 7m array and total power observa-
tions in the same spectral setup. The total power observations
cannot be used to create images of the continuum and there-
fore are not discussed here. Although the data products presented
here make no use of the 7m array data, the properties of the short
spacing information are discussed in Sect. 3.4.

The program data were originally retrieved from the ALMA
archive shortly after passing the quality assessment by the obser-
vatory, and were further inspected by our data reduction team.
We examined the pipeline-produced calibration web logs in
detail, noting any clear problems in the data. In several cases,
this process enabled reports back to the observatory that data
quality failed to meet standards and triggered additional obser-
vations. Weblog examination and initial tests were distributed
over the whole data reduction team.

The data presented in this paper were later retrieved from
the ALMA archive using astroquery (Ginsburg et al. 2019b)
between June 2019 and June 2020. These data were restored to
measurement sets using the scriptForPI.py files provided by
the ALMA archive, and further batch processed with the custom
scripts and imaging parameters determined from the individual
tests discussed below.

All of these measurement sets have been subsequently taken
back to the ALMA observatory for QA3 reprocessing, and there-
fore their latest archival versions may show differences com-
pared to the version used for this work. Members of the FAUST
Large Program (Project code: 2018.1.01205.L) reported that
the system calibration temperature approach adopted by ALMA
sometimes results in artificial suppression of bright lines3. The
issues amount to a combination of spectral normalisation and
system temperature calibration problems. The ALMA-IMF data
were affected by these issues and returned to the Joint ALMA
Observatory for further QA3 processing in November 2020.
Reprocessing was completed in March 2021. Because contin-
uum data are minimally affected (the expected effect is propor-
tional to the affected bandwidth, and the bright lines affected are
generally excluded in this work), the data presented here did not
undergo this QA3 reprocessing. However, we will also release
the reprocessed data; see Appendix E.

The W43-MM1 B6 data were taken as part of the pilot
program, 2013.1.01365.S (Motte et al. 2018). These data were
also reprocessed following the same QA3 procedure as the
2017.1.01355.L data.

3. Data

We present the data obtained from the ALMA-IMF Large
Program (2017.1.01355.L, plus W43-MM1 data from
2013.1.01365.S) and discuss the data reduction process
followed to obtain images of the continuum emission.

3.1. ALMA-IMF data pipeline

We describe the ALMA-IMF data pipeline and the subsequent
data quality assessment steps we performed in this section. The
pipeline can be found on the github repository4.

3 ALMA ticket: https://help.almascience.org/kb/articles/
607, https://almascience.nao.ac.jp/news/public-announce
ment-of-casa-imaging-issues-affecting-some-alma-

products
4 https://github.com/ALMA-IMF/reduction
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Our custom pipeline is used to perform several essential
steps on the continuum data:
1. Combination of different array configurations (the ALMA-

IMF data include up to two 12m array configurations for
each field).

2. Masked deep cleaning of the images.
3. Self-calibration of the mosaic data.

The main advantages of our processing are the masked deep
cleaning with parameters optimized for each field and the self-
calibration that greatly (by up to a factor of 5) increases the
signal-to-noise ratio in several fields.

The ALMA-IMF data pipeline starts from the ALMA
pipeline-calibrated data and restores the archival data products
to measurement sets using the standard ALMA pipeline proce-
dures. We verified the observatory’s quality assessment analy-
sis by examining the weblogs. While several issues of potential
concern were noted, such as high phase variations in the calibra-
tors in some execution blocks, all pipeline products were good
enough for initial imaging, and we determined that further cor-
rection via self-calibration was the best approach for improving
the images.

To enable continuum selection, faster cleaning, and self-
calibration, the science target data were split out from the
original pipeline-processed data sets. The continuum selection
process is described in Sect. 3.1.3, and the subsequent spectral
averaging is described in Sect. 3.1.5.

3.1.1. Implementation details

The ALMA-IMF data pipeline is designed to run in the CASA
(McMullin et al. 2007) environment, and is implemented as a
suite of python scripts. The workflow is as follows:
1. Retrieve and extract the data from the ALMA archive.
2. Run scriptForPI.py to restore the measurement sets.
3. Run the pipeline script split_windows.py to create the

separate continuum and line measurement sets.
4. Run the continuum_imaging_selfcal.py script to per-

form the imaging and self calibration.
The pipeline relies on astroquery (Ginsburg et al. 2019b) to
retrieve the data. Several of the analysis routines use astropy
(Astropy Collaboration 2013, 2018), spectral-cube5, and
radio-beam6. The usual suite of python numerical tools,
numpy, scipy, and matplotlib, serve as the base of these other
packages (Hunter 2007; Harris et al. 2020; van der Walt et al.
2011; Virtanen et al. 2020).

The pipeline contains many other support files included
beyond those described above. Most important is the
imaging_parameters.py file, which contains the complete
listing of the user-specified parameters used both for imaging
and self-calibration.

3.1.2. Processing and data Storage

The data processing was done in several stages. In the first, dis-
tributed stage, each member of the data reduction team down-
loaded a small number of target fields (one to four) and pro-
cessed them locally. They delivered processed products and the
corresponding imaging parameters to a central repository.

In a second stage, all of the data were collected on
one machine, the University of Florida’s hipergator super-
computer, and the pipeline was re-run following all steps in

5 https://spectral-cube.readthedocs.io/en/latest/
6 https://radio-beam.readthedocs.io/

Sect. 3.1.1. Each complete run of the continuum pipeline takes
up to about a week, though the majority of fields complete pro-
cessing, self-calibration, and final imaging in less than a day.
The largest fields, W43-MM2, W51-IRS2, and W51-E B3, take
much longer because they are >4000 pixels on a side, and both
the minor and major clean cycles are slow.

The data products during pipeline running can require up to
250 TB of storage space. The raw data are ∼30 TB, but they
are duplicated many times over when creating additional mea-
surement sets and line cubes. The continuum image release is
much smaller, totaling <100 GB. Further details of the comput-
ing setup and data processing are given in Appendix C.

3.1.3. Continuum selection process

The continuum channels were selected from subsections of the
observed bandpass. We lay out the spectral coverage in Table 1.
The total bandwidth covered in B3 is 2.93 GHz and B6 is
3.75 GHz. We created two different groups of measurement sets
for continuum imaging:
1. In the default (labeled cleanest throughout this text, to

indicate that it is the less line-contaminated of the two),
we used the ALMA pipeline find_continuum tool devel-
oped by Todd Hunter to reject line-contaminated chan-
nels. find_continuum was run independently on each of
the array configurations (7M-only, 12M-long, 12M-short),
resulting in three cont.dat files that describe which parts
of the spectrum are contaminated by lines and which are
continuum-only.
(a) We merged these continuum selections by union, count-

ing a spectral region as continuum if it was identified as
continuum in either of the 12m configuration observa-
tions.

(b) We plotted the continuum selection over a variety of
spectra extracted from the measurement set (the uv-
averaged spectrum) and from an early version of the
imaged full cubes (spatially averaged spectra).

(c) Based on the resulting plots, we removed several spec-
tral regions that clearly contained line emission but were
identified as continuum by the original script.

2. In a second approach to averaging, we used all bandwidth
whether or not it was line-contaminated (labeled bsens,
short for “best sensitivity”; Sect. 3.2). This data product
should give the best continuum sensitivity in regions with-
out line emission. These images are optimized for detection
of faint sources.

We explain in more detail the cleanest approach. In the ALMA
pipeline approach, described in Section 10.28 of the ALMA
pipeline users guide for CASA 5.6.17, a dirty cube is created,
then the brightest region from the peak intensity map is spatially
selected. The region selection is done by applying a threshold
to the moment-0 (integrated intensity) and another threshold on
the peak intensity maps. The thresholds are determined based on
automatic noise determination and a preselected set of heuristics.
The two masks are combined by union. A more detailed descrip-
tion is expected in a forthcoming paper led by Todd Hunter. That
region is averaged over to create a representative spectrum; this
spectrum is dominated by the emission of the brightest regions,
which in our data typically correspond to hot cores. The line-
containing regions are then automatically identified based on
a threshold and excluded. There are several additional steps in

7 https://almascience.nrao.edu/documents-and-tools/

alma-science-pipeline-users-guide-casa-5-6.1
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Table 2. Selfcal summary.

Region Band nsc θmaj θmin BPA θreq Ω
1/2
syn/Ω

1/2
req S peak σMAD σreq σMAD/σreq DRpre DRpost DRpost/DRpre

(′′) (′′) (′′) (mJy beam−1) (mJy beam−1) (mJy beam−1)

G008.67 B3 5 0.62 0.43 58 0.67 0.77 99 0.14 0.09 1.6 300 700 2.3
G008.67 B6 5 0.73 0.60 −84 0.67 0.99 210 0.37 0.3 1.2 440 520 1.2
G010.62 B3 9a 0.40 0.33 −78 0.37 0.98 290 0.059 0.03 2.0 860 4700 5.4
G010.62 B6 5 0.53 0.41 −78 0.37 1.3 380 0.084 0.1 0.84 2600 3200 1.2
G012.80 B3 7a 1.4 1.2 88 0.95 1.4 830 0.24 0.18 1.3 1300 3400 2.6
G012.80 B6 6a 1.1 0.70 75 0.95 0.92 400 0.35 0.6 0.58 690 720 1.0
G327.29 B3 2 0.43 0.37 70 0.67 0.59 24 0.13 0.09 1.5 170 170 1.0
G327.29 B6 5 0.69 0.63 −41 0.67 0.99 830 0.36 0.3 1.2 1200 1800 1.4
G328.25 B3 4 0.60 0.43 −82 0.67 0.76 12 0.091 0.09 1.0 110 130 1.2
G328.25 B6 4 0.62 0.47 −11 0.67 0.81 150 0.37 0.3 1.2 330 400 1.2
G333.60 B3 6a 0.47 0.45 39 0.51 0.89 220 0.090 0.06 1.5 920 1700 1.8
G333.60 B6 6a 0.59 0.52 −33 0.51 1.1 240 0.11 0.2 0.57 1300 1300 1.1
G337.92 B3 4 0.39 0.35 75 0.51 0.73 17 0.056 0.06 0.94 220 240 1.1
G337.92 B6 4 0.61 0.48 −56 0.51 1.1 280 0.22 0.2 1.1 1200 1400 1.2
G338.93 B3 3 0.43 0.42 17 0.51 0.83 11 0.071 0.06 1.2 140 150 1.0
G338.93 B6 6 0.56 0.51 −85 0.51 1.1 150 0.17 0.2 0.87 490 670 1.4
G351.77 B3 4 1.5 1.3 89 0.95 1.5 86 0.25 0.18 1.4 330 340 1.0
G351.77 B6 4 0.89 0.67 87 0.95 0.81 540 0.42 0.6 0.69 1000 1100 1.1
G353.41 B3 6 1.3 1.1 76 0.95 1.3 170 0.16 0.18 0.89 860 910 1.1
G353.41 B6 6 0.94 0.67 85 0.95 0.83 110 0.32 0.6 0.54 270 280 1.0
W43-MM1 B3 4 0.53 0.31 −74 0.37 1.1 14 0.044 0.03 1.5 220 310 1.4
W43-MM1 B6 4 0.51 0.36 −77 0.37 1.1 360 0.10 0.1 1.0 2300 2700 1.2
W43-MM2 B3 4 0.30 0.24 −73 0.37 0.74 3.6 0.037 0.03 1.2 110 94 0.82
W43-MM2 B6 5 0.52 0.41 −75 0.37 1.3 150 0.12 0.1 1.2 1000 1100 1.1
W43-MM3 B3 5 0.43 0.29 −85 0.37 0.95 6.0 0.032 0.03 1.1 180 190 1.0
W43-MM3 B6 5 0.53 0.45 89 0.37 1.3 56 0.072 0.1 0.72 630 650 1.0
W51-E B3 7 0.29 0.26 70 0.37 0.74 400 0.061 0.03 2.0 1200 4800 4.0
W51-E B6 7 0.34 0.27 26 0.37 0.82 400 0.19 0.1 1.9 740 1500 2.0
W51-IRS2 B3 4 0.29 0.27 −60 0.37 0.75 79 0.062 0.03 2.1 560 1000 1.9
W51-IRS2 B6 9a 0.51 0.44 −26 0.37 1.3 880 0.095 0.1 0.95 2800 4500 1.6

Notes. nsc is the number of self-calibration iterations adopted. Those with a final iteration of amplitude self-calibration are denoted with the
‘a’ suffix. θmaj, θmin, and BPA give the major and minor full-width-half-maxima (FWHM) of the synthesized beams. θreq is the requested beam
size, and Ω1/2

syn/Ω
1/2
req gives the ratio of the synthesized to the requested beam area; larger numbers imply poorer resolution. σMAD and σreq are the

measured and requested RMS sensitivity, respectively, and σMAD/σreq is the excess noise in the image over that requested. σMAD is measured on
the cleanest images. DRpre and DRpost are the dynamic range, S peak/σMAD, for the pre- and post-self-calibration data; DRpost/DRpre gives the
improvement factor.

The image size is set to cover the full area of the mosaic.
The extrema of the image are found in RA and Dec by identi-
fying the pointing centers of each of the mosaic pointings, then
going out further from the phase center by one primary beam
full width half maximum (FWHM), which provides padding
around the image edge. The CASA synthesisutils tool
getOptimumSize is then used to round the image size up to
a value that is best suited to FFTs (i.e., a number whose prime
factors are 2, 3, and 5). The code used to obtain these heuristics
was based on Todd Hunter’s analysisUtils package12.

Masking. We created custom clean masks for each field and
each band. Two types of clean mask were used: hand-drawn
polygonal regions and local-threshold-based regions.

The local-threshold regions are created in the following
process:
1. A first-pass image is created; in the first pass, this is a dirty

image, in later passes, it is a cleaned image.

12 https://safe.nrao.edu/wiki/bin/view/Main/

CasaExtensions

2. A hand-drawn ds9 region, generally a circle, rectangle, or
other polygon, is placed on the image encompassing a region
containing emission that is to be included in the cleaning.

3. A threshold in Janskys per beam is selected for that region
by the user. This threshold is specified in the text attribute
of the ds9 region file.

4. A boolean mask image is created including only pixels above
the threshold in the hand-drawn region.

5. The steps above are repeated for each hand-drawn region.
6. The individual masks are combined by union; that is, any

pixel included in any of the masks is included in the final
mask.

The hand-drawn polygonal “clean boxes” were made simply
using CASA CRTF regions. The choice of threshold-based or
hand-drawn regions was left to the individual team member per-
forming the data processing. No differences in the final product
are expected from choosing one approach over the other, as both
approaches are adequate to ensure that clean model components
are only added to regions expected to contain signal during the
self-calibration process.

For each target field and each observing band, at least one,
but sometimes several, masks were created in this fashion. In the
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The delivery includes a subset of the products output from
tclean. We deliver the tt0 and tt1 images of the model, resid-
ual, image, and psf, where tt0 and tt1 correspond to the first
and second term of the multi-frequency synthesis. The approx-
imate monochromatic flux is given by the tt0 data product.
We also provide the masks used in the different steps for the
data reduction. The image.tt0 and primary-beam-corrected
image.tt0.pbcor images are provided as FITS files. Each of
the above file types is produced for both the cleanest and
bsens data. We provide only the final, self-calibrated images.

The image.tt0 files contain in their headers a list of the
parameters used to create them in tclean. All of these parame-
ters are listed as key-value pairs in the HISTORY header entries.
They also include the version number of the pipeline encoded
as a git commit tag; the images were produced with differ-
ent versions of the pipeline by necessity, so the commit tag
should be used to track down the exact code used to produce the
images.

5. Analysis

5.1. Spectral indices and HII regions

Since we used the multi-scale, multi-frequency synthesis method
with two Taylor terms, we have produced images of the spectral
index α (tt1 = α tt0). While most of the images we obtain
are well-represented by a constant value with respect to fre-
quency (i.e., there is little significant signal in the tt1 image),
the brighter sources, and especially the bright extended objects,
contain enough emission in tt1 to recover the intra-band spec-
tral index α.

Several examples of high-signal regions where the spectral
index α could be accurately measured are shown in Figs. H.11
and H.12 (W51-E), H.13 (G327), and Figs. H.14, H.15 (W51-
IRS2). These images highlight several salient features: first,
while the α images clearly contain signal, they are noisy and,
in general, not trivial to evaluate. Measured α values frequently
have uncertainties that cover the entire physically plausible
range. Second, there are clear differences in the spectral indices
of known HII regions (detected at lower frequencies with the
VLA, for example) and in evidently dust-dominated sources.
This information can be used, with appropriate caution, to infer
the emission properties of individual sources.

We specifically explore the brightest sources in the W51-E
field in Fig. H.12 because these sources proved to be some of
the most surprisingly problematic for deconvolution. While the
deconvolution of extended structures throughout these mosaics
was expected to be difficult, point-like sources should not
pose a problem for deconvolution and self-calibration. In W51-
E, however, substantial residual PSF-like artifacts remained
after self-calibration and deep cleaning despite an overall very
good improvement in the noise level and dynamic range. In
Sect. 3.3.3, we explored and ruled out the possibility that one
of the central sources was varying. By examining the spectral
index, we see that the continuum in these sources is structured
and complex; there is modest evidence for a change in spec-
tral index from B3 to B6 (93–100 to 217–233 GHz). The pair
of sources, seen in the two middle panels in Fig. H.12, separated
by only .0.5′′, have dramatically different spectral indices in B3,
and have much shallower indices than the surrounding material
in B6, highlighting the importance of the multi-term modeling
approach. There are hints of spectral structure detected within
B3 toward e2w, but we were unable to obtain a reliable determi-
nation of α in the low (∼92.5 GHz) and high (∼103.8 GHz) sub-

bands independently, so we cannot provide detailed estimates of
the spectral curvature within B3.

In stark contrast to the complicated W51 e2 region, W51
IRS2 has clean, self-consistent spectral shape across B3 and
between B3 and B6 (Fig. H.15). The figures show substantial
noise on the spectral index where physically none is expected,
suggesting caution in interpretation of variations of the spectral
index, but qualitative interpretation of α maps should be use-
ful for distinguishing physical emission processes. These two
fields are adjacent on the sky and therefore have similar uv cov-
erage, so they are a fair comparison for assessing image quality
properties.

While the in-band spectral indices highlight the quality of the
ALMA data and the performance of our data reduction pipeline,
the inter-band spectral indices have a much greater frequency
lever arm and therefore much greater signal to noise. The bottom
row of Fig. H.15 highlights this improvement, showing that the
IRS2 region splits into a free-free dominated (α ∼ 0) extended
area and a dust-dominated ridge much larger than can be seen in
the single-window α maps. Interpretation of the spectral indices
is further discussed in Paper I.

5.2. Hot cores and outflows

The difference images between the bsens and cleanest data
products contain, in many cases, substantial structure. These
structures come from excess emission in the line data that are
averaged into the continuum created by bsens. The bsens -
cleanest difference images therefore represent integrals of the
total line intensity in the resulting images. Most fields show a net
excess of emission.

The emission comes from two primary origins: hot cores
and outflows. Detailed analysis and cataloging of these objects is
deferred to a later paper, but we highlight some example cases.
In G351.77 (Fig. H.16), the excesses surrounding the central hot
core come primarily from broad linewidth emission features that
track the bow shocks of material flows from the central region. In
W51-IRS2 (Fig. H.17), excess emission is visible from hot cores
toward the center. However, a deficit of emission is also seen
toward the HII region because of molecular absorption against
the bright continuum.

The excess features in the bsens-cleanest difference
images highlight the wide variety of spectral features we antici-
pate mapping with the ALMA-IMF data.

6. Conclusions

We present the ALMA-IMF continuum image mosaics in Band 3
and Band 6, produced with a custom data reduction pipeline.
This pipeline, with input parameters fine-tuned by the ALMA-
IMF data team for each field, produced self-calibrated contin-
uum images from multi-configuration ALMA data. The data
underwent several stages of quality assessment.

The final products exhibit noise levels within a factor of two
of those requested from ALMA, and synthesized beam linear
sizes within 40% of the expected range, except for one field.
The self-calibration process improved the dynamic range by up
to a factor of five for most of the fields. Only those fields with
the weakest continuum sources show small improvement by the
self-calibration.

We performed a preliminary analysis of the spectral indices
of the mosaics calculated both in-band and between bands. This
analysis serves both as a demonstration of the data quality and
as a preliminary science demonstration. The spectral index maps
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directly identify regions of interest: HII regions stand out as low-
α regions (α ∼ 0), and dust-dominated areas have high index
(α > 2).

These data will serve as the basis of several ongoing and
planned studies on the development of the stellar initial mass
function via the core mass function as outlined in Paper I.
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Appendix A: Self-calibration & bsens comparison

We show comparisons between the self-calibrated and un-self-
calibrated data as in Figure 10 for the rest of the target fields.
These are distributed as an online-only supplemental figure set.

We show comparisons between the bsens and cleanest
data for each field in Figure H.16 and the corresponding online-
only figure set.

Appendix B: Self-calibration details

The details of how each individual field was self-calibrated is
included in the header of the released file. In the HISTORY key-
words of the released FITS files, there are entries that look
like: HISTORY 1: {‘solint’: ‘30s’, ‘gaintype’: ‘T’,
‘calmode’: ‘p’, ‘combine’: ‘scan’, ‘solnorm’:

False} . These encode the relevant parameters used in the
CASA command gaincal, where the 1: in this example indi-
cates that this was the first iteration of self-calibration. We also
give a table overview of the used parameters in Table B.1.

Table B.1. Selfcal Details

Field Band Niter Gaintypes Cal. Modes Solution Intervals

G008.67 B3 5 T,T,T,T,T p,p,p,p,p inf,1200s,600s,300s,200s
G008.67 B6 5 T,T,T,T,T p,p,p,p,p inf,1200s,600s,300s,200s
G010.62 B3 9 T,T,T,T,T,T,T,T,T p,p,p,p,p,p,p,ap,p inf,40s,25s,10s,10s,10s,inf,inf,inf
G010.62 B6 5 T,T,T,T,T p,p,p,p,p inf,40s,25s,10s,inf
G012.80 B3 7 T,T,T,T,T,T,T p,p,p,p,p,p,a inf,1200s,300s,300s,inf,inf,inf
G012.80 B6 6 G,G,G,G,G,G p,p,p,p,p,ap inf,inf,1200s,600s,inf,inf
G327.29 B3 2 G,T p,p inf,60s
G327.29 B6 5 G,G,G,G,G p,p,p,p,p inf,60s,20s,10s,5s
G328.25 B3 4 T,T,T,T p,p,p,p inf,inf,inf,inf
G328.25 B6 4 T,T,T,T p,p,p,p inf,300s,90s,60s
G333.60 B3 6 T,T,T,T,T,T p,p,p,p,p,a inf,15s,5s,int,inf,inf
G333.60 B6 6 T,T,T,T,T,T p,p,p,p,p,a inf,15s,5s,int,inf,inf
G337.92 B3 4 T,T,T,T p,p,p,p inf,300s,60s,30s
G337.92 B6 4 T,T,T,T p,p,p,p inf,300s,60s,30s
G338.93 B3 3 T,T,T p,p,p inf,inf,60s
G338.93 B6 6 G,G,G,G,G,G p,p,p,p,p,p inf,60s,30s,20s,10s,5s
G351.77 B3 4 T,T,T,T p,p,p,p inf,90s,60s,30s
G351.77 B6 4 T,T,T,T p,p,p,p inf,150s,60s,30s
G353.41 B3 6 T,T,T,T,T,T p,p,p,p,p,p inf,inf,inf,inf,inf,inf
G353.41 B6 6 T,T,T,T,G,G p,p,p,p,p,p inf,inf,inf,inf,inf,inf
W43-MM1 B3 4 T,T,T,T p,p,p,p inf,inf,300s,int
W43-MM1 B6 4 T,T,T,T p,p,p,p inf,inf,inf,inf
W43-MM2 B3 4 T,T,T,T p,p,p,p inf,inf,inf,inf
W43-MM2 B6 5 G,G,G,G,G p,p,p,p,p inf,1200s,600s,300s,int
W43-MM3 B3 5 G,T,T,T,T p,p,p,p,p inf,inf,200s,int,inf
W43-MM3 B6 5 G,G,G,G,G p,p,p,p,p inf,1200s,600s,300s,int
W51-E B3 7 G,T,T,T,T,T,T p,p,p,p,p,p,p inf,inf,inf,inf,int,int,inf
W51-E B6 7 T,T,T,T,T,T,T p,p,p,p,p,p,p inf,inf,inf,inf,inf,int,int
W51-IRS2 B3 4 T,T,T,T p,p,p,p inf,inf,inf,inf
W51-IRS2 B6 9 T,T,T,T,T,T,T,T,T p,p,p,p,p,p,p,p,a 60s,60s,60s,60s,60s,60s,60s,inf,inf

The comma-separated lists give the parameters, in order, for each iteration of self-calibration.
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Appendix C: Data handling

We briefly describe some of the challenges we encountered han-
dling the ALMA-IMF data set and solutions we reached, as these
problems and solutions may be used to guide resource planning
for future programs. While the raw data products were relatively
modest (∼ 40 TB), the data set exploded to ∼ 200 TB after
intermediate data products were created. Initially, the large size
of individual data sets (∼5-20 TB per band, per field) prevented
us from performing data reduction in a centralized manner, and
first-pass quality assessment and reduction work was performed
independently on different machines by individual researchers.
Members of the data reduction team used the common pipeline to
self-calibrate and image the data, and they uploaded the selected
imaging and calibration parameters to the ALMA-IMF github
repository. This process was effective, but rather slow.

In 2019, we gained access to substantial resources on the
Hipergator supercomputer at the University of Florida, includ-
ing enough storage to process all of the ALMA-IMF data. At this
point, we re-processed all of the measurement sets using the same
machine and using the team-developed imaging parameters. We
were then able to perform both image and visibility quality assess-
ment more uniformly. Analysis of the full uv data or cube data
were not practical prior to this centralization effort. The fully-
processed visibility data, after needed calibration and splitting,
ranged from ∼ 0.5 to ∼ 4 TB per science goal, where a sci-
ence goal encompassed all data for a single band for a single field
(including 7m, 12m, and TP data). The visibility data total to 41
TB fully unpacked. The imaging data, including the cubes, were
much larger, while the continuum data products total to < 100
GB.

To distribute data among the team, we used the Globus
data distribution service, which allows controlled access to the
data on the supercomputer system. The ALMA data reduction
pipeline weblogs and other images were hosted on the same
machine via a web hosting service running an Apache web
server.

The data processing for the continuum data alone generally
took from several hours for the smallest fields to several days for
the largest. The supercomputer system allowed us to parallelize
imaging across different fields and bands, so the full continuum
data sets can be imaged in < 1 week. We iterated many times
internally to produce the final products, each time performing
additional quality assessment tasks.

The data analysis and visualization work was done
with a variety of tools, including the CASA viewer
(McMullin et al. 2007), CARTA (Comrie et al. 2021), ds9
(Joye & Mandel 2003), GILDAS-CLASS (https://www.
iram.fr/IRAMFR/GILDAS/), glue (Robitaille et al. 2017),
and Jupyter notebooks (Kluyver et al. 2016). Images shown
in the paper were mostly produced with python analysis
scripts and jupyter notebooks stored in the ALMA-IMF
github repository, though some were produced with GILDAS-
CLASS. The python scripts used numpy (van der Walt et al.
2011; Harris et al. 2020), scipy (Virtanen et al. 2020),
astropy (Astropy Collaboration 2013, 2018), spectral-cube
(Ginsburg et al. 2019a), radio-beam (Koch et al. 2018), and
CASA-6 (https://casa.nrao.edu/casadocs/casa-5.6.
0/introduction/casa6-installation-and-usage). The
plots were made with matplotlib and tools built on matplotlib
(Hunter 2007).
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Appendix D: Central Frequencies

We report the central frequencies computed for each of the
observed bands, for each field, given a set of assumed spectral
indices α in Table D.1.

Table D.1. Central Frequencies

bsens

B3 B6
Field 0 2 3 3.5 4 0 2 3 3.5 4

G333.60 99.680 100.301 100.594 100.735 100.873 228.444 228.773 228.930 229.006 229.081
G012.80 99.655 100.275 100.568 100.710 100.848 228.379 228.708 228.865 228.941 229.016
G010.62 99.661 100.282 100.574 100.716 100.854 228.408 228.738 228.894 228.971 229.046
G353.41 99.672 100.293 100.586 100.727 100.866 228.437 228.767 228.924 229.000 229.075
G351.77 99.669 100.289 100.582 100.723 100.862 228.419 228.749 228.905 228.982 229.057
W51-E 99.651 100.272 100.565 100.706 100.845 228.357 228.686 228.843 228.919 228.994
W43-MM1 99.632 100.252 100.545 100.686 100.824 228.866 229.234 229.409 229.494 229.577
G328.25 99.675 100.295 100.588 100.730 100.868 228.431 228.761 228.918 228.995 229.070
G338.93 99.677 100.298 100.591 100.732 100.871 228.456 228.786 228.943 229.019 229.094
G327.29 99.678 100.298 100.591 100.733 100.871 228.433 228.763 228.920 228.997 229.072
G008.67 99.650 100.270 100.563 100.704 100.843 228.388 228.718 228.875 228.951 229.026
G337.92 99.673 100.294 100.587 100.729 100.867 228.439 228.769 228.926 229.002 229.077
W51-IRS2 99.650 100.270 100.563 100.704 100.842 228.368 228.698 228.855 228.931 229.006
W43-MM3 99.628 100.248 100.541 100.682 100.820 228.339 228.669 228.826 228.902 228.977
W43-MM2 99.628 100.248 100.540 100.682 100.820 228.338 228.668 228.825 228.901 228.976

cleanest

B3 B6
Field 0 2 3 3.5 4 0 2 3 3.5 4
G333.60 99.717 100.328 100.617 100.756 100.892 228.468 228.816 228.981 229.062 229.141
G012.80 99.635 100.249 100.540 100.680 100.817 228.497 228.839 229.001 229.080 229.158
G010.62 99.682 100.283 100.567 100.704 100.837 228.717 229.035 229.185 229.258 229.330
G353.41 100.662 101.188 101.431 101.547 101.660 228.901 229.212 229.359 229.431 229.500
G351.77 99.165 99.786 100.083 100.228 100.370 227.337 227.718 227.901 227.991 228.079
W51-E 100.583 101.085 101.315 101.426 101.533 228.346 228.682 228.841 228.918 228.995
W43-MM1 98.679 99.307 99.611 99.759 99.906 229.060 229.424 229.596 229.680 229.762
G328.25 100.595 101.133 101.381 101.500 101.615 226.890 227.288 227.480 227.575 227.668
G338.93 99.701 100.394 100.723 100.882 101.037 228.682 229.001 229.153 229.226 229.298
G327.29 100.822 101.389 101.651 101.776 101.898 229.023 229.308 229.442 229.507 229.571
G008.67 99.491 100.098 100.386 100.525 100.661 228.113 228.475 228.648 228.732 228.815
G337.92 100.837 101.361 101.602 101.717 101.828 226.849 227.229 227.413 227.503 227.592
W51-IRS2 100.295 100.869 101.135 101.263 101.387 227.922 228.278 228.448 228.530 228.612
W43-MM3 99.908 100.500 100.777 100.911 101.041 228.347 228.689 228.852 228.931 229.008
W43-MM2 99.994 100.597 100.881 101.017 101.150 226.903 227.307 227.502 227.597 227.692

All frequencies given in GHz. Headings give the spectral index α.
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Appendix E: Data releases

There are several internal data releases. We publicly release two,
and we describe the differences here. The February 2021 data
release was used for the core catalog. The June 2021 data also
include the re-calibration performed by the ALMA observatory
in QA3.

The data products included in the release are the CASA
tclean-produced multi-term multi-frequency synthesis prod-
ucts (as described in Section 3.1.6; Rau & Cornwell 2011).

For the February 2021 release, we include only the robust=0
files, but we include four different stages: the dirty images, cre-
ated prior to self-calibration (suffix dirty_preselfcal), the
pre-self-calibrated images using the final, post-self-calibration
model as a startmodel (suffix preselfcal_finalmodel,
the pre-self-calibrated images cleaned with tclean (suf-
fix preselfcal, and the final self-calibrated images (suffix
selfcaln_finaliter). Only the latter of these, the final itera-
tion of self-calibration, should be used for further analysis, but
the other can be important tools for validation of the data. We
include the same set of files for both the cleanest and bsens
data.

The June 2021 release have overall properties quite similar to
the February data. There are no systematic or significant changes
between the continuum data from the pre- and post-QA3 imag-
ing, though our internal QA process did catch some additional
re-calibration steps that were needed prior to final acceptance of
the data products by ALMA.

Appendix F: W43-MM1 B6 data

Observations of W43-MM1 in Band 6 were carried out in Cycle
2 between July 2014 and June 2015 (project #2013.1.01365.S).
A first continuum map and core extraction were presented by
Motte et al. (2018) in an article that helped motivate the ALMA-
IMF Large Program. The spatial and spectral setup presented
here are similar to that of this Cycle 2 pilot project, with the
exception of the largest spectral window, which was centered on
233.450 GHz instead of 232.450 GHz.

The W43-MM1 B6 data shown here have been re-reduced
using the ALMA-IMF data pipeline. There are some minor dif-
ferences compared to the process described in Sect. 3. First, no
cont.dat produced by the find_continuum procedure was
available. Therefore, the continuum selection for the cleanest
map has been done manually, guided by that of the nearby and
evolutionary similar W43-MM2 region. This continuum selec-
tion was been based on a single EB and directly applied to the
whole 12m data. For the cleaning and self-calibration steps, opti-
mum parameters determined by the ALMA-IMF team have been
applied. The resulting cleanest image shows a slight improve-
ment in the RMS, about 30 % lower, compared to the contin-
uum map presented by Motte et al. (2018). There is also a sig-
nificant reduction of sidelobes around the central region. Further
analysis of these data, including a comparison between the two

continuum images, will be described in a paper in preparation by
Nony et al.

Appendix G: bsens without CO and N2H+

As noted in Section 3.2, the bsens images of some fields exhib-
ited extended emission correlated with a single bright line, either
CO or N2H+. We therefore have produced a third variant of con-
tinuum image in addition to the cleanest and bsens images
that we call bsens-nobright. These images use all of the avail-
able bandwidth, but exclude the CO (in band 6) and the N2H+ (in
band 3) windows entirely. The resulting bandwidth is less than
the bsens but greater than the cleanest data. These images
were otherwise produced in the same manner as the bsens data
as described in Section 3.2.

Appendix H: Supplemental figure sets

We distribute several supplemental figure sets reproducing Fig-
ures 4, 7, and 11 for each field. As noted in the main text, these
are distributed as the PDF files combined_uvhistograms.pdf,
combined_noise_and_beams_vs_robust.pdf, and
combined_flux_histograms.pdf, respectively. We show
additional figures to highlight where the ALMA-IMF pointings
are in the context of Spitzer data (Fig. H.3; Fig. H.5 shows
a single contour from the ALMA-IMF data overlaid) and
ATLASGAL data (Fig. H.4).

The fields not shown in the main text from the overview
figure (1) are also included in this Appendix.

H.1. Overflow figures

There was insufficient space in the body of the text for several
figures that further describe the data. We include these figures
here.

From §3.3.3, Figure H.6 shows the excess noise compare to
that requested. From §3.3.4, Figures H.7 and H.8 show images
of the PSFs in B3 and B6, respectively. Figure H.9 compares the
achieved to the requested beam sizes. From §3.4, Figure H.10
shows the effect of jointly imaging 7m + 12m data for one field.

The figures from Section 5.1 are also included in this
appendix Figure H.11 shows inset enlarged images of W51-E.
Figure H.12 shows spectral index images of different parts of
W51E. Figure H.13 shows the G327 region, highlighting the dif-
ference between the extended HII region and the compact dust
emission. Figures H.14 and show the zoom-in and spectral index
images for W51-IRS2.

Finally, from Section 5.2, the bsens-vs-cleanest com-
parison for G351.77 is shown in Figure H.16. The remaining
fields have the same diagnostic images in Appendix A. Figure
H.17 shows the difference between the bsens and cleanest
fields for two images where spectral absorption is an important
effect.
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Fig. H.4. Overview plot showing individual pointings overlaid on ATLASGAL continuum emission maps. In order, they are: G008, G010, G012,
G327, G328, G333, G337, G338, G351, G353, W43-MM1, W43-MM2, W43-MM3, W51-E, and W51-IRS2.
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Appendix I: Observation Table

We include Table I.1 here.
Table I.1. Summary of observations.

Region Band D Type Nptg FOV(2) Config. tint Obs. Dates
(1) (12m only)

[kpc] [′′ × ′′] [hr]

G008.67 B3 3.4 I 7 190×125 TM1;C43-6 0.27 2018-01-07
7 TM2;C43-2 0.12 2018-05-08
3 7M 1.20 2017-11-28,2017-12-14

G008.67 B6 3.4 I 37 132×87 TM1;C43-4,2 0.78 2018-03-31, 2019-03-28
13 7M 3.49 2017-12-16, 2018-01-09

2018-01-17
2018-03-13,2018-03-27

G010.62 B3 4.95 E 7 150 × 160 TM1;C43-6 1.89 2017-12-28†,2017-12-31
7 TM2;C43-3 0.90 2018-04-23
3 7M 3.54 2017-12-16, 2017-12-20

2017-12-21†,2017-12-26
G010.62 B6 4.95 E 27 98 × 90 TM1;C43-4,3 1.71 2018-03-27†, 2018-08-31†

27 TM2;C43-1 0.67 2018-07-07
10 7M 10.93 2018-03-29, 2018-03-31†

2018-04-09, 2018-04-13
2018-04-15†, 2018-05-05
2018-05-06, 2018-05-07
2018-05-15†, 2018-05-16

G012.80 B3 2.4 E 13 190 × 180 TM1;C43-4 0.10 2018-03-17
13 TM2;C43-1 0.10 2018-07-12
5 7M 0.53 2017-12-07, 2018-03-17

G012.80 B6 2.4 E 67 132 × 132 TM1;C43-2 0.27 2018-05-07
27 7M 1.85 2017-10-19, 2017-12-03

G327.29 B3 2.5 Y 7 160 × 152 TM1;C43-6 0.22 2017-12-30
7 TM2;C43-2 0.10 2018-05-09
3 7M 1.05 2017-10-17, 2017-10-29

G327.29 B6 2.5 Y 39 105 × 109 TM1; C43-4,3 0.67 2018-03-31, 2018-04-29
14 7M 1.88 2017-11-09, 2017-11-18

G328.25 B3 2.5 Y 10 160 × 180 TM1;C43-5 0.31 2018-01-10
10 TM2;C43-1 0.14 2018-07-01
3 7M 1.50 2017-11-14, 2017-11-12

G328.25 B6 2.5 Y 52 120 × 120 TM1;C43-4 0.43 2018-03-31
17 7M 3.80 2017-11-22, 2017-12-12

2017-12-13, 2017-12-17
G333.60 B3 4.2 E 14 190 × 180 TM1;C43-5 0.86 2018-01-09

14 TM2;C43-2 0.50 2018-05-08
7 7M 3.88 2017-11-19, 2017-11-28†

2017-12-05, 2017-12-07
G333.60 B6 4.2 E 85 143 × 143 TM1;C43-4 1.78 2018-03-13, 2018-03-22

85 TM2;C43-1 0.71 2018-06-09
33 7M 6.56 2017-12-28, 2018-01-01

2018-01-06, 2018-01-09†

2018-03-06, 2018-03-07‡

G337.92 B3 2.7 Y(1) 7 160 × 152 TM1;C43-5 0.42 2018-01-01
7 TM2;C43-2 0.27 2018-05-08
3 7M 1.92 2017-11-14, 2017-11-16†

G337.92 B6 2.7 Y(1) 27 92 × 86 TM1;C43-4 0.46 2018-03-22
27 TM2;C43-1 0.18 2018-07-01
7 7M 1.67 2017-11-26, 2017-12-09

G338.93 B3 3.9 Y 7 152 × 160 TM1;C43-5 0.50 2018-01-01
7 TM2;C43-2 0.28 2018-05-08
3 7M 1.92 2017-12-14†,2017-12-21

G338.93 B6 3.9 Y 27 86 × 92 TM1;C43-4 0.48 2018-03-13
27 TM2;C43-1 0.18 2018-06-28
7 7M 1.67 2017-12-17,2017-12-23

G351.77 B3 2 I 14 190 × 180 TM1;C43-4 0.1 2018-03-17
14 TM2;C43-1 0.1 2017-07-12
5 7M 0.43 2017-11-14

G351.77 B6 2 I 67 132 × 132 TM1;C43-3 0.25 2018-05-02
27 7M 1.38 2018-01-04, 2018-03-12

G353.41 B3 2.0 I(1) 14 190 × 180 TM1;C43-4 0.10 2018-03-17
14 TM2;C43-1 0.10 2018-07-12
5 7M 0.43 2017-11-14†

G353.41 B6 2.0 I(1) 67 131 × 131 TM1;C43-3 0.25 2018-05-02
27 7M 1.38 2018-01-17,2018-03-25
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Table I.1. continued.

Region Band D Type Nptg FOV(2) Config. tint Obs. Dates
(1) (12m only)

[kpc] [′′ × ′′] [hr]

W43-MM1 B3 5.5 Y 11 190 × 150 TM1;C43-6 2.66 2017-12-24‡

11 TM2;C43-3 2.00 2018-08-20†, 2019-04-03
2019-04-10

5 7M 7.54 2018-01-09,2018-01-13
2018-01-14, 2018-01-16
2018-01-20,2018-01-24†

2018-03-06
W43-MM1 B6∗ 5.5 Y 33 117 × 53 TM1;C34-6, C34-5 3.0 2014-09-02,2015-06-04

2015-06-05
33 TM2;C34-1 1.28 2015-04-05†

11 7M 1.17 2014-06-06,2014-06-07†

2014-06-11‡, 2014-06-12
2015-04-05, 2015-04-28
2015-04-29

W43-MM2 B3 5.5 Y 11 190 × 150 TM1;C43-6,C43-7 3.01 2017-12-07, 2017-12-12
2017-12-14

11 TM2;C43-3 1.32 2018-04-26†

3 7M 5.73 2017-11-28,2017-12-14
2017-12-17†,2017-12-19
2017-12-21,2017-12-26

W43-MM2 B6 5.5 Y 27 90 × 98 TM1;C43-4 3.34 2018-09-06,2018-09-07
2018-11-29,2018-12-11

27 TM2;C43-1 0.67 2018-06-29
10 7M 6.4 2017-10-26,2017-11-10

2017-12-24,2018-01-20
2018-03-25,2018-03-27
2018-04-01,2018-04-06

W43-MM3 B3 5.5 I 11 190 × 150 TM1;C43-6 3.02 2017-12-17†,2017-12-21
11 TM2;C43-3 1.38 2018-04-23,2018-04-26
3 7M 6.06 2017-12-31 †,2018-01-01

2018-01-04†, 2018-01-07
2018-01-14, 2018-01-16

W43-MM3 B6 5.5 I 27 100 × 90 TM1;C43-4 1.42 2018-03-23†

27 TM2;C43-1 0.58 2018-06-27
10 7M 6.42 2017-10-17, 2017-10-23

2017-10-28, 2017-11-05
2017-12-24, 2018-01-18
2018-03-22, 2018-03-23

W51-E B3 5.4 I 7 150 × 160 TM1;C43-6,C43-7 3.58 2017-11-30, 2017-12-03
2017-12-12
2017-12-14, 2017-12-26†

7 TM2;C43-3 0.86 2018-04-23
3 7M 4.09 2017-11-14, 2017-11-16

2017-11-20, 2017-12-05
2017-12-07

W51-E B6 5.4 I 27 100 × 90 TM1;C43-5 1.76 2018-01-20, 2018-01-21
27 TM2;C43-1 0.71 2018-06-27
10 7M 7.83 2017-11-24, 2017-12-01

2018-03-10, 2018-04-10†

2018-04-11, 2018-04-16
2018-04-19, 2018-05-02†

W51-IRS2 B3 5.4 E 7 160 × 150 TM1;C43-6,C43-7 2.09 2017-12-21†, 2019-08-31
7 TM2;C43-3 0.86 2018-04-26
3 7M 4.09 2017-11-21, 2017-11-23

2017-12-07, 2017-12-14
2017-12-24

W51-IRS2 B6 5.4 E 27 92 × 98 TM1;C43-4 1.76 2018-09-07†

27 TM2;C43-1 0.71 2018-06-29
10 7M 8.03 2018-05-04, 2018-05-05†

2018-05-06, 2018-05-07
2018-05-08, 2018-05-09†

2018-05-11, 2018-05-12

(1): Types are ‘young’ (Y), ‘intermediate’ (I), and ‘evolved’ (E); the evolutionary status of each region is defined in Paper I; Motte et al. (2022)
based on global 1mm/3mm spectral index (Section 5.1), free-free intensity, and H41α morphology. (2): The field of view listed is the box size
encompassing the ALMA footprint; the actual field of view is a subset of this rectangular region. †: 2 EBs executed on the same day. ‡: 3 EBs
executed on the same day. ∗ The W43-MM1 B6 data come from program 2013.1.01365.S (Motte et al. 2018)
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