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In materials that undergo martensitic phase transformation, distinct elastic phases often
form layered microstructures – a phenomenon known as twinning. In some settings the

volume fractions of the phases vary macroscopically; this has been seen, in particular, in
experiments involving the bending of a bar. We study a 2D model problem of this type,
involving two geometrically nonlinear phases with a single rank-one connection. We adopt
a variational perspective, focusing on the minimization of elastic plus surface energy. To
get started, we show that twinning with variable volume fraction must occur when bend-
ing is imposed by a Dirichlet-type boundary condition. We then turn to paper’s main
goal, which is to determine how the minimum energy scales with respect to the surface
energy density and the transformation strain. Our analysis combines ansatz-based up-
per bounds with ansatz-free lower bounds. For the upper bounds we consider two very
different candidates for the microstructure: one that involves self-similar refinement of
its length scale near the boundary, and another based on piecewise-linear approximation

with a single length scale. Our lower bounds adapt methods previously introduced by
Chan and Conti to address a problem involving twinning with constant volume fraction.
The energy minimization problem considered in this paper is not intended to model
twinning with variable volume fraction involving two martensite variants; rather, it pro-
vides a convenient starting point for the development of a mathematical toolkit for the
study of twinning with variable volume fraction.
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1. Introduction

Martensitic phase transformation of a crystalline solid leads to the formation of

elastic domains. The associated pattern formation problems have been studied by

many authors, using a variety of methods including the crystallographic theory

of martensite, phase-field-type numerical algorithms, and variational approaches

involving minimization of elastic energy or elastic plus surface energy. This paper

is motivated by the variational perspective.

It often occurs that two phases form a layered microstructure – a phenomenon

known as twinning (see for example Refs. 1, 4, 19, 29). Problems involving twinning

with constant volume fraction have received a lot of attention over the years. The

length scale of twinning near an austenite interface has been a particular focus of

research (see Ref. 12 for some recent developments and references to prior work).

Interestingly, in that setting the length scale of twinning can be very nonuniform

– small where the twins meet the austenite, but much larger at points far from

this interface. The change of length scale is accomplished by branching, which is

predicted (at least by one model11) to be self-similar.

In this paper we study a similar yet different microstructure – one we like to

call “twinning with variable volume fraction” – which has thus far received much

less attention. As we shall see, the situation is quite different from – though it has

connections to – twinning at constant volume fraction.

Why might the volume fraction vary macroscopically? We focus in this paper on

a simple two-dimensional thought-experiment involving the bending of a bar (see

Figure 1). We introduce it informally here, then more mathematically in Section 2.1.

The bar is initially rectangular (with long direction parallel to the y axis), occupied

entirely by one of our two elastic phases. Suppose the transformation strain taking

this phase to the other one expands the y direction but leaves the x direction invari-

ant. Then bending the bar should create a two-phase mixture to accommodate the

required expansion without substantial elastic energy, as shown on the right hand

side of Figure 1. While this thought-experiment is somewhat stylized, it captures

many features of some real-world examples, as we shall explain in Section 2.6.

This paper studies the minimization of elastic plus surface energy, for a math-

ematical model of this thought-experiment. The bending is imposed not by forces,

but rather by a suitable Dirichlet-type boundary condition. Since the variational

problem being considered is highly nonconvex, it is unreasonable to expect to iden-

tify the exact energy minimizer either analytically or numerically. Instead, we focus

on understanding the energy scaling law – that is, how the minimum energy scales

with respect to the surface energy coefficient and the transformation strain. Upper

bounds come from specific test functions, which are built around candidate two-

phase geometries. One of our upper bounds is built around the geometry shown

in Figure 1; another uses self-similar branching to make the length scale of the

microstructure near the curved boundaries much smaller than in the center. To

identify the energy scaling law, one must prove an ansatz-free lower bound that
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Fig. 1. Explanation why bending of a bar leads to twinning with variable volume fraction. The two
phases are dark (B) and light (A) respectively. Left: the unbent bar (short in the x direction and
long in the y direction) is entirely in the dark phase (though an unbent bar could also be a mixture
of the two phases, in twins parallel to the x axis). Right: if transformation from the dark phase
to the light phase expands the material in the y direction, then the bent bar can keep its elastic

energy small by using a piecewise affine mixture of the two phases with one phase dominating on
the left and the other dominating on the right. The sequence of pictures shows how refinement

of the microstructure leads to a better approximation of the relaxed solution u∗ in (1.3) and of
the chosen boundary conditions, at the expense of higher surface energy. The optimal length scale
depends on the cost of interfaces and is therefore material dependent. The construction used to
prove Lemma 3.1 is based on this picture. Since the deformation associated with this picture is
piecewise affine, the bent structure it achieves has a polygonal boundary. To make the left and
right boundaries exactly pieces of circles a somewhat different construction is needed, in which
the length scale of the twinning approaches zero near the left and right edges. Lemma 3.5 uses a
branching pattern to achieve this.

scales the same way as the upper bound. When this program is successful – as hap-

pens here – the impact of the lower bound is two-fold: on the one hand it confirms

the near-optimality of a configuration achieving the upper bound; and on the other

hand, the proof of the lower bound provides an explanation why no configuration

can do much better.

The preceding paragraph and Figure 1 provide an equation-free summary of

our goals. Section 2.1 explains in detail the variational problem we consider. An

impatient (and sufficiently expert) reader might, however, appreciate the following

summary of our setting. Working in two spatial dimensions, we assume that there

are two variants of martensite, characterized by the eigenstrains

A :=

(

1 0

0 1 + α

)

and B :=

(

1 0

0 1− α

)

, (1.1)

where α ∈ (0, 12 ] is a parameter. Obviously 1
2 (A + B) = Id. The elastic energy

measures the distance of the deformation gradient from the set K = SO(2)A ∪
SO(2)B, see (2.1)–(2.5) for details. The matrices A and B are rank-one connected,

with rank(A − QB) = 1 having a single solution at Q = Id. The quasiconvex
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envelope of K turns out to be

Kqc = {Q(tA+ (1− t)B) : t ∈ [0, 1], Q ∈ SO(2)} (1.2)

(see Lemma 2.1). It is natural to interpret the parameter t in (1.2) as the local

volume fraction of the variant A, with 1− t being the local volume fraction of the

variant B. We choose a prototypical deformation u∗ with Du∗ ∈ Kqc, and with

volume fraction depending on position, of the form

u∗(x, y) :=
1 + αx

α

(

cos(αy)

sin(αy)

)

(1.3)

for (x, y) ∈ (−1, 1)×R. One can check that the deformations illustrated in Figure 1

would converge, as the microstructure becomes finer, to u∗ (weakly inW 1,2
loc ((−1, 1)×

R;R2)). A short computation shows that

Du∗(x, y) = Qαy

(

1 + x

2
A+

1− x

2
B

)

∈ Kqc (1.4)

pointwise, showing that the local volume fraction of the A variant is 1+x
2 . Here

Qαy ∈ SO(2) is a rotation, defined in (3.4) below. It turns out that u∗ is the only

minimizer of the relaxed problem if we prescribe Dirichlet boundary conditions on

the vertical sides, x = ±1, see Lemma 2.2. Therefore approximate solutions of the

unrelaxed problem with these boundary conditions converge to u∗, and the volume

fraction of the two phases converges to the ones obtained for u∗.

The variational problem we consider is then to minimize an unrelaxed elastic

energy, of the form dist2(Du,K), plus a singular perturbation proportional to the

total variation of Du, subject to the condition that u = u∗ for x = ±1, see (2.8)–

(2.9). In the limit of small surface energy ε, minimizers uε converge to u∗, and

therefore locally the volume fraction of the A phase approximates 1+x
2 . With ref-

erence to the deformations shown in Figure 1, we remark that for any finite length

scale h > 0 the A/B interfaces are not parallel to the B/A interfaces. Indeed, this

is a necessary consequence of the fact that the volume fractions depend on x. Since

the interfaces deviate from the rank-one direction, the elastic energy cannot van-

ish, even if the boundary conditions are satisfied only approximately. However, the

slope of the interfaces depends on h, which in turn relates to the surface energy.

We refer to Remark 2.2 for a brief discussion of the relevant scalings, and to the

upper bounds in Section 3 for a detailed computation. Therefore in the current

problem a competition between elastic and surface energy is present for any map

that approximates u∗, and does not depend on the detailed boundary conditions.

Our main results are stated in Section 2.5, but let us summarize them informally

here:

(a) We evaluate the energy scaling obtained using a piecewise linear test function

with the phase geometry shown in Figure 1. We also evaluate the energy scal-

ing obtained using a construction involving self-similar branching of the elas-

tic domains. The two constructions achieve the same energy scaling law. Their
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boundary behavior is slightly different: the self-similar construction achieves our

“bending boundary condition” exactly (the deformed rectangle occupies a sector

of an annulus) while the unrefined piecewise linear construction achieves it only

approximately (the deformed rectangle occupies a piecewise linear approxmation

of an annulus).

(b) We prove an ansatz-free lower bound, showing that the energy scaling law

achieved by these two constructions is optimal.

(c) We consider whether a construction similar to Figure 1 can be adapted to achieve

our bending boundary condition exactly (mapping the deformed rectangle to a

sector of an annulus) without changing its energy scaling law. The answer is no.

In fact, the obvious adaptation – an interpolation near the edges – achieves a

different scaling law. Moreover we prove a lower bound showing that this different

scaling law is optimal among constructions whose local length scale near the

boundary is similar to that in the interior. Thus, while the details of our self-

similar construction are surely not unique, achievement of the exact bending

boundary condition seems to require something of this sort.

Item (a) summarizes the upper-bound parts of Theorems 2.1 and 2.2; (b) summa-

rizes the lower-bound parts of the same theorems; and (c) summarizes Theorem 2.3.

It might seem surprising that the unrefined construction and the one with self-

similar branching lead to the same scaling of the energy. This is quite different from

situation for twinning with constant volume fraction, as considered for example

in Refs. 21, 22, 23. To explain why branching doesn’t change our energy scaling

law, it is useful to point out that in the branching construction the total energy

is estimated (much as in the papers just cited and other work on similar patterns

discussed in Section 2.6 below) by a converging geometric series (see (3.47)). The

scaling behavior is therefore controlled by the first term of the series, which decribes

the bulk behavior. In our setting, the behavior in the bulk involves both elastic and

surface energy. (The elastic energy is inescapable since the volume fractions are

position-dependent – a feature that’s present whether or not one uses branching.)

This is quite different from the situation with constant volume fraction, where the

unrefined construction has zero elastic energy in the bulk. This is, we believe, the

essential reason why the two constructions lead to the same scaling.

As we have just summarized, our paper presents two rather different construc-

tions with the same energy scaling law. One may wonder which is more likely to be

observed in practice. Within the variational setting, one would have to compare the

energy of the two constructions, which would require understanding the prefactor

in the energy scaling, and is beyond the scope of the present paper. It seems natural

to expect that the simplest pattern will have a smaller prefactor, but one should

keep in mind that many other patterns are also possible, for example with partial

branching. However, energy minimization alone cannot predict what is observed in

nature, and indeed it is known that experiments in the presence of highly nonconvex

energies are typically not fully described by energy minimization. In practice, devel-
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opment of microstructure strongly depends on nucleation phenomena. Whereas it

seems natural to think that the simpler, unrefined structure might be preferred, the

precise answer may depend on other details of the problem not modeled here, and

be history-dependent. We stress that the advantage of branching obtained in item

(c) above stems from the idealized rigid boundary conditions. Although the fact

that the volume fraction depends on position seems robust in this setting, the ap-

pearance of branching might be due to the specific Dirichlet boundary data chosen

here.

Concerning methods: in the limit as the surface energy density tends to zero,

the energy minimizer must converge (weakly in H1) to the minimizer of a suitable

“relaxed problem” involving the quasiconvexification of the elastic energy. Therefore

our analysis begins with a discussion of the relaxed problem (Lemmas 2.1 and 2.2).

We then turn, in Section 3, to the constructions that give our upper bounds. The

piecewise linear test function motivated by Figure 1 resembles one that was briefly

discussed in an analogous scalar setting in Ref. 25. The test function involving self-

similar branching is conceptually similar to those previously used to model twinning

with constant volume fraction near an austenite interface; we draw ideas especially

from the work of Chan and Conti5,6, which uses geometrically nonlinear elasticity (as

we do here). However the details are quite different in the present variable-volume-

fraction setting; therefore we present the self-similarly branched construction in full

detail. Our lower bounds are presented in Section 4. The bounds mentioned in item

(b) above are proved by adapting arguments from Refs. 5, 6 to our variable-volume-

fraction setting. For those mentioned in item (c) above, even the statement of the

theorem requires a new idea. Indeed, we need to formalize what it means for a

test function to “have no microstructure near the boundary” (that is, to have its

local length scale near the boundary similar to that in the interior). This is done

by defining what it means to “have no microstructure on a set ω with constant m”

(Definition 2.1), then using it to define a class of deformations S
(m)
onescale that have, in

a very precise sense, no microstructure near the boundary (Definition 2.2). Besides

the definitions just discussed, the proof of the lower bound summarized by item (c)

uses the Friesecke-James-Müller rigidity theorem, and a straightforward estimate

of how well our bending boundary condition can be approximated by a piecewise

linear function.

Two papers closely related to this work are in preparation. The paper in Ref. 24

considers twinning with variable volume fraction in the context of the scalar model

briefly discussed in Ref. 25 (a variant of the scalar model introduced by Kohn

and Müller21,22,23 to study the length scale of twinning near an austenite-twinned-

martensite interface). The analysis in Ref. 24 goes beyond the energy scaling law,

using well-chosen comparison functions to draw conclusions about the geometrical

character of an energy minimizer. In a different direction, the paper in Ref. 13 ex-

amines a 3D linear elastic model of the bending of a bar consisting of two martensite

variants. The model considered there is basically a quantitative version of those in

Refs. 7, 31; in particular, the transformation strain considered there is appropriate



May 10, 2022 13:4 WSPC/INSTRUCTION FILE ContiKohnMisiats-
revised

Energy minimizing twinning with variable volume fraction 7

for variants created by a cubic–tetragonal phase transformation. (Subsequent exper-

imental work8 by the authors of Ref. 7 reported that their bars had microstructures

more complex than anticipated by the models in Refs. 7, 13, 31; in fact bending

produced “polydomain phases,” specifically a type of microstructure known in the

mathematical literature as a “order-two laminate.” Such microstructures have also

recently been observed in another system.9 It remains an interesting open prob-

lem to understand these bending-induced order-two laminates as minimizers of an

appropriate energy functional.)

2. Mathematical formulation, main results, and scientific context

2.1. Our variational problem

The spatial arrangements of phases in systems undergoing coherent phase trans-

formation have long been studied using the minimization of elastic energy, with

or without surface energy; see e.g. Refs. 19, 29 for early work using geometrically

linear elasticity, Refs. 1, 2 for early work using geometrically nonlinear elasticity,

and Ref. 21 for early work about the effect of surface energy. In this paper we use

a geometrically nonlinear elastic energy, and a formulation permitting sharp inter-

faces for the surface energy. Our variational problem is among the ones studied in

Refs. 5, 6, though our boundary condition is different. Here and throughout the

paper (except for Section 2.2), we discuss the problem in its nondimensional form.

(The nondimensionalization is briefly discussed in Section 2.2.)

Our elastic energy: In a geometrically nonlinear theory, the elastic energy

should have the form
∫

Ω

W (Du) dLn, (2.1)

where W is frame-indifferent in the sense that W (F ) = W (RF ) for every

orientation-preserving rotation R. Here we work in space dimension two, with a

special “two-well” elastic energy density of the form

W (F ) = dist2(F,K) = inf{|F −G|2, G ∈ K}. (2.2)

The set K (which represents the material’s stress-free states) has the form

K = SO(2)A ∪ SO(2)B (2.3)

with

A :=

(

1 0

0 1 + α

)

, B :=

(

1 0

0 1− α

)

, (2.4)

where α is a parameter satisfying

0 < α ≤ 1/2. (2.5)

(The upper bound serves to keep us away from the singular case α = 1.)
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As usual in nonlinear elasticity, the elastic deformation u takes a reference do-

main Ω to a deformed configuration u(Ω). We shall focus on the reference domain

Ω = (−1, 1)× (−1, 1) (2.6)

though we briefly comment on rectangular domains in Section 2.2.

Our elastic energy density (2.2) describes a two-phase elastic material. The

stress-free strains of the two phases are A and B, and the Hooke’s law of each phase

is the identity. The choice of such a simple Hooke’s law is, however, not essential.

Indeed, since our results concern only the energy scaling law (not the prefactor

associated with this law), they apply to any elastic energy density that is bounded

above and below by a constant times our W .

Experts will notice that our two-well energy is different from those that typically

arise in connection with shape-memory materials (see e.g. Ref. 4). Indeed, for an

energy density of the form (2.2) with K = SO(2)A′ ∪ SO(2)B′ for two symmetric

matrices A′ and B′ with B′ /∈ SO(2)A′, there are three different cases:

(i) If RA′ −B′ has rank 2 for every R ∈ SO(2), then the two phases cannot coexist

in their stress-free states.

(ii) If RA′ −B′ has rank 1 for a unique R ∈ SO(2), then the two phases can “twin”

(that is, they can mix in layers in their stress-free states) in just one way. In fact,

if RA′ −B′ = a⊗ n, then stress-free twinning uses layers normal to n.

(iii) If RA′ − B′ has rank 1 for two distinct choices of R ∈ SO(2) then the two

phases can twin in two different ways. In fact, if R1A
′ − B′ = a1 ⊗ n1 and

R2A
′ − B′ = a2 ⊗ n2, then stress-free twinning can use either layers normal to

n1 or layers normal to n2.

Our elastic energy density is typical of case (ii), while a pair of low-temperature

variants in a shape-memory material would be in case (iii). We have chosen to focus

on (ii) because it is the simplest nonlinear setting where the phenomenology cap-

tured by Figure 1 can be discussed. Our upper bound constructions have analogues

in the setting of case (iii) (though the associated scaling laws are different from

those of the present paper, reflecting differences between the two cases that are

well-understood in the constant-volume fraction setting5,6). With respect to lower

bounds, however, the situation in case (iii) seems quite different from that of the

present paper, since there are stress-free mixtures of the two phases that achieve

something like bending without any need for microstructure (see Ref. 17 for an

up-to-date discussion with references to earlier work). It would, of course, be in-

teresting to understand case (iii) better. The paper in Ref. 13 takes a step in this

direction, by using geometrically linear elasticity to model the bending of a three

dimensional bar made from a two-phase material to which (iii) applies.

Our surface energy: Our upper bound constructions use continuous, piecewise

smooth deformations u. In the smooth partsDu is close to either SO(2)A or SO(2)B,

making the elastic energy small; where u is not smooth, it is because Du jumps
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across a curve that can be thought of as a phase boundary. In a physical setting,

the surface energy might have a complicated dependence on the orientation of the

phase boundary and the deformation gradients on each side. But since we focus

only on the scaling law of the minimum energy (not the prefactor), it is sufficient

to use a simpler model: we require that Du be a (matrix-valued) BV function, we

take the surface energy to be a multiple of its total variation:

ε|D2u|(Ω) (2.7)

(Here and throughout the paper, our norm on the space of matrices is the Euclidean

one: |F | := (
∑

ij F
2
ij)

1/2.) The coefficient ε > 0 is a parameter. For stress-free twins,

Du would take the values RA and RB in layers parallel to the x axis, and the surface

energy would be 2αε times the arclength of the phase boundary. Thus the surface

energy density is not ε, but rather 2αε.

Our bending boundary condition: Figure 1 visualized the bending of a rect-

angle. However, the bending of a square Ω = (−1, 1)2 captures all the problem’s

essential mathematical issues, so we shall focus on this case (except in Section 2.2).

We further specialize to the case when the deformed square has pure phase A on the

right edge and pure phase B at the left edge (like Figure 1). The deformed square

is then a sector of an annulus whose curved sides have length 2(1−α) and 2(1+α)

(see Figure 2). Our bending boundary condition imposes such behavior:






















u(−1, y) =
1− α

α

(

cos(αy)

sin(αy)

)

for y ∈ (−1, 1),

u(1, y) =
1 + α

α

(

cos(αy)

sin(αy)

)

for y ∈ (−1, 1).

(2.8)

This condition constrains only the left and right sides of the reference domain

(x = −1 and x = 1).

Ω

u

u(Ω)

Fig. 2. The undeformed square, and its image. The image of the left and right boundaries is
determined by our bending boundary condition (2.8). The grid shows the relaxed solution u∗,

which is discussed in Section 2.3.

It makes perfect sense to consider the limit α → 0 (indeed, our scaling laws

show how the energy depends on both α and ε as they approach 0). It may therefore
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seem strange that our bending boundary condition (2.8) diverges as α → 0. But

remember: the elastic and surface energy do not change if we subtract a constant

from u. Subtracting the α-dependent constant α−1(1, 0) would assure that u fixes

the points (−1, 0) and (1, 0) for all α > 0, eliminating the apparent divergence. We

do not include this translation in (2.8), since the formulas are simpler without it.

In summary: This paper studies the minimization of

Eε[u] :=

∫

Ω

dist2(Du,K) dx dy + ε|D2u|(Ω) (2.9)

over u ∈ W 1,2(Ω;R2) such that Du ∈ BV (Ω;R2×2), where u is constrained to

satisfy the bending boundary condition (2.8) either approximately or exactly.

2.2. The problem in physical variables

We briefly discuss how our nondimensionalized problem (2.9) is related to the min-

imization of elastic plus surface energy in dimensional variables. To this end, let us

consider a 2D strip of height 2H and width 2L, and contemplate the minimization

of
∫

(−L,L)×(−H,H)

dist2(Dv,K) dx̃ dỹ + δ|D2v|((−L,L)× (−H,H)) (2.10)

where δ > 0 has the dimensions of length. The set K is the same as before – it

is defined by (2.3) – since the deformation gradient is dimensionless. If u(x, y) =

L−1v(Lx,Ly) then (2.10) is equal to

L2

{

∫

(−1,1)×(−H/L,H/L)

dist2(Du,K) dx dy +
δ

L
|D2u|((−1, 1)× (−H/L,H/L))

}

,

(2.11)

which is the same as L2 times our functional Eε (with ε = δ/L), except that the

domain is (−1, 1)× (−H/L,H/L) rather than (−1, 1)× (−1, 1).

While our mathematical results are presented, for simplicity, on a square domain,

their extension to (a broad range of) rectangular domains is straightforward. Indeed,

our upper bounds are in a certain sense periodic in y (see (3.4)), so they extend

straightforwardly to rectangular domains provided that the height is larger than the

vertical period. And while our lower bounds are stated for Ω = (−1, 1)×(−1, 1), they

extend straightforwardly to the domain (−1, 1)× (−H/L,H/L) for any H ≥ L, by

recognizing that this rectangle contains ⌊H/L⌋ disjoint copies of Ω and our bound

applies to each one separately. (Actually, our lower bounds should also extend to

the case where H/L is smaller than 1, provided H/L is large compared to the period

of the relevant upper bound construction.)

2.3. Solution of the relaxed problem

It is natural to consider the case ε = 0 – in other words, the minimization of elastic

energy alone. In view of Figure 1, we don’t expect the minimum of the elastic energy
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(subject to our bending boundary conditions) to be achieved. Rather, we expect a

minimizing sequence to involve small-scale spatial oscillations, converging weakly

to the solution of the associated relaxed variational problem. This subsection shows

that the weak limit is unique, and identifies it.

The functional

E0[u] =

∫

Ω

dist2(Du,K) dx dy

is not lower semicontinuous. The theory of relaxation studies the asymptotic be-

havior of its minimizing sequences – characterizing, roughly speaking, the aver-

age behavior of low-energy states. More mathematically: the relaxed functional

E∗[u] is defined as the minimum of the possible limits of E0[u
j ] along all se-

quences uj converging to u in L1(Ω;R2). In the present setting, where our integrand

W (F ) = dist2(F,K) has quadratic growth at infinity, it can be shown to take the

form14,28

E∗[u] =

∫

Ω

W qc(Du) dx dy

whereW qc : R2×2 → R is the quasiconvex envelope of the energy densityW , defined

by

W qc(F ) := inf
ϕ∈W 1,∞

0 ((0,1)2;R2)

∫

(0,1)2
W (F +Dϕ) dx dy.

The set of minimizers ofW qc, in turn, is the quasiconvex hull of K, denoted by Kqc;

it is the smallest quasiconvex set containing K. It is easy to see that E∗[u] = 0 if

and only if Du ∈ Kqc almost everywhere; therefore once we have found Kqc it will

be easy to identify the minimizer of the relaxed functional E∗. We therefore turn

to the identification of Kqc.

Lemma 2.1. For any α ∈ (0, 12 ], the quasiconvex hull of the set K is given by

Kqc =

{

Q

(

1 0

0 t

)

: Q ∈ SO(2), t ∈ [1− α, 1 + α]

}

. (2.12)

Proof. Let Kqc denote the quasiconvex hull of K. Then the Lemma asserts two

inclusions: that Kqc is contained in the RHS of (2.12) and that Kqc contains the

RHS of (2.12).

To prove the first inclusion, suppose F ∈ Kqc. From the quasiconvexity of

ξ 7→ det ξ and of ξ 7→ − det ξ we see that detF ∈ [1 − α, 1 + α], and by convexity

of the norm we see that

|Fe1| ≤ 1. (2.13)

Using the identity

detF = (Fe1)× (Fe2)
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and (2.13) we have

detF ≤ |Fe1| |Fe2| ≤ |Fe2|. (2.14)

To conclude we consider the function f(ξ) := |ξe2| − det ξ. Since f(ξ) = 0 for all

ξ ∈ K, using the quasiconvexity of the determinant and hence of f , we have f(ξ) ≤ 0

for all ξ ∈ Kqc, and in particular

|Fe2| ≤ detF. (2.15)

Combining (2.14) and (2.15), we have

detF = |Fe2|.

It follows from (2.14) that |Fe1| = 1 and Fe2 ⊥ Fe1. Hence F must have the form

F = a⊗ e1 + ta⊥ ⊗ e2

for some a ∈ S1, t ∈ [1− α, 1 + α]. This shows that

Kqc ⊆
{

Q

(

1 0

0 t

)

: Q ∈ SO(2), t ∈ [1− α, 1 + α]

}

. (2.16)

To prove the opposite inclusion, we fix a matrix F of the form

F = Q

(

1 0

0 t

)

for someQ ∈ SO(2) and t ∈ [1−α, 1+α]. If t ∈ {1±α}, then obviously F ∈ K ⊂ Kqc.

Assume now that t ∈ (1− α, 1 + α) and define

Ã := Q

(

1 0

0 1 + α

)

and B̃ := Q

(

1 0

0 1− α

)

.

Then Ã, B̃ ∈ K and rank(Ã − B̃) = 1, hence every convex combination of Ã and

B̃ belongs to Kqc; in particular,

F =
t− (1− α)

2α
Ã+

1 + α− t

2α
B̃ ∈ Kqc. (2.17)

(The construction associated with (2.17) layers Ã and B̃ in layers normal to (0, 1),

with volume fractions given by their coefficients in (2.17). Thus, for any F ∈ Kqc

we can infer the relative volume fractions of the two phases from (2.17).) Combining

(2.16) and (2.17), the statement of Lemma follows.

We next show that the relaxed problem with the boundary condition (2.8) has

a unique minimizer.

Lemma 2.2. Let α ∈ (0, 12 ]. Suppose that u ∈ W 1,∞(Ω;R2) satisfies the boundary

condition (2.8) and Du ∈ Kqc almost everywhere. Then u ≡ u∗ a.e., where

u∗(x, y) :=
1 + αx

α

(

cos(αy)

sin(αy)

)

. (2.18)
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Proof. Using the boundary conditions in (2.8), we obtain that for almost every

y ∈ (−1, 1) one has
∫ 1

−1

∂1u(x, y) dx = u(1, y)− u(−1, y) = 2

(

cos(αy)

sin(αy)

)

,

which implies

2 =

∣

∣

∣

∣

∫ 1

−1

∂1u dx

∣

∣

∣

∣

≤
∫ 1

−1

|∂1u| dx.

On the other hand, fromDu ∈ Kqc almost everywhere, we have |Due1| = |∂1u| = 1.

Thus

2 =

∣

∣

∣

∣

∫ 1

−1

∂1u dx

∣

∣

∣

∣

is possible if and only if ∂1u is constant in x (up to null sets). Using the boundary

conditions (2.8) once again, we deduce that u must coincide with u∗ given by (2.18).

In view of the preceding Lemma, we call the function u∗ given by (2.18) the

relaxed solution of our variational problem. It takes the reference domain to an

annulus, as shown in Figure 2. A brief calculation shows that

Du∗(x, y) =

(

cos(αy) − sin(αy)

sin(αy) cos(αy)

)[

1 + x

2

(

1 0

0 1 + α

)

+
1− x

2

(

1 0

0 1− α

)]

, (2.19)

so the relaxed solution represents our two phases layered (infinitesimally) with vol-

ume fractions (1 + x)/2 and (1− x)/2, which (as expected) vary linearly in x.

The infimum of our elastic energy E0 subject to the bending boundary condition

is 0, since u∗ achieves value 0 for the associated relaxed problem. However this

infimum is not achieved:

Corollary 2.1. Let α ∈ (0, 12 ]. If u ∈W 1,2(Ω;R2) satisfies the boundary condition

(2.8), then E0[u] > 0. As a consequence, we also have Eε[u] > 0 for any ε > 0.

Proof. If E0[u] where 0, then Du would have to be in K almost everywhere. Since

K ⊆ Kqc, the previous Lemma applies and gives that u = u∗, whence Du = Du∗

almost everywhere. But one easily checks that Du∗ 6∈ K for −1 < x < 1 (for

example because |∂2u∗| = |1 + αx|) – a contradiction. So E0[u] > 0. Since the

surface energy term is nonnegative, it follows immediately that Eε[u] > 0.

2.4. Defining a microstructure with just one length scale

In summarizing our results in the Introduction, we wrote in point (c) that one of our

scaling laws applies to “constructions whose local length scale near the boundary is

similar to that in the interior.” To justify this statement in an ansatz-free setting,

we need to make it more precise. Our approach is roughly as follows: we use the

surface energy |D2u|(Ω) to estimate the typical length scale of u in the interior;
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then we say u has a single length scale if, near the left and right boundaries, it

doesn’t mix the phases on a significantly smaller length scale. To make this precise,

we start with what it means for u not to mix the two phases.

Definition 2.1. We say that u ∈W 1,2(Ω;R2) has no microstructure in ω ⊂ Ω with

constant m for some m ≥ 1, if

min
J∈{A,B}

∫

ω

dist2(Du, SO(2)J) dx dy ≤ m

∫

ω

dist2(Du,K) dx dy. (2.20)

While this definition depends on the choice of m, the choice is not very impor-

tant; in practice, we shall often use m = 2. We view (2.20) as assuring that Du

doesn’t mix the two phases on a length scale smaller than the size of ω. To explain

why, let J = A be optimal for the left side of (2.20), and let ωA and ωB be the

subsets of ω where Du is closest to SO(2)A and SO(2)B respectively. Then (2.20)

assures that

c|ωB | ≤ (m− 1)

∫

ωA

dist2(Du, SO(2)A) dx dy +m

∫

ωB

dist2(Du, SO(2)B) dx dy

where c is a positive constant. If (as happens in our constructions) Du is everywhere

close to one of the two wells – say, dist2(Du,K) ≤ δ with δ small – then we can

conclude that

(c−mδ)|ωB | ≤ (m− 1)δ|ω|.
Since m ≥ 1 this assures (if δ is small enough) that most of ω is in phase A.

We can now define our notion of a single-scale construction.

Definition 2.2. Let m ≥ 1. Given any u ∈ W 1,2(Ω;R2), any h ∈ (0, 1], and any

y ∈ [−1, 1− h], we write Qh
±(y) for the squares at height y along the left and right

boundaries,

Qh
−(y) := (−1,−1 + h)× (y, y + h), Qh

+ := (1− h, 1)× (y, y + h),

and we consider the sets of heights where u has no microstructure in these regions:

Gm,h
± := {y ∈ (−1, 1− h) : u has no microstructure with constant m in Qh

±(y)}.
(2.21)

Using these notions, we define S
(m)
onescale be the set of u ∈ W 1,2(Ω;R2) such that

there is h ∈ (0, 1] which satisfies the following three conditions:

m

∫

Ω

|D2u| dx dy ≥ α

h
, (2.22)

L1(Gm,h
+ ) ≥ 1

m
, (2.23)

L1(Gm,h
− ) ≥ 1

m
. (2.24)

Informally: (2.22) assures that the typical length scale in the interior is at least

of order h, while (2.23) and (2.24) assure the absence of microstructure on this

length scale near the edges, for a significant fraction of heights y.
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We shall show in Section 3 that a construction along the lines of Figure 1 is in

S
(m)
onescale for any m ≥ 2. It is easy to see that a self-similar branching construction

– in which the local length scale tends to zero near the left or right boundaries (as

in the construction we use to prove Lemma 3.5) – does not belong to S
(m)
onescale for

any m.

Remark 2.1. It is clear from the definition that if 1 ≤ m ≤ m′ then Gm,h
± ⊆ Gm′,h

±

and therefore S
(m)
onescale ⊆ S

(m′)
onescale.

2.5. Statements of our main theorems

Our theorems identify how the minimum energy scales with α and ε. The proofs

carry additional information, of course: the proof of each upper bound identifies the

scaling law of a particular test function; and the proof of each lower bound identifies

an ansatz-free reason why no construction can achieve a better scaling law.

Our main results concern the energy (2.9) when our bending boundary condition

(2.8) is imposed either exactly (Theorem 2.1) or else in a certain approximate sense

(Theorem 2.2). When the boundary condition is imposed exactly the scaling law is

α6/5ε4/5, and it is achieved by a construction involving self-similar branching. When

the boundary condition is imposed only up to an error of order α3/5ε2/5 the energy

scaling law remains the same, but it is also achieved by a single-scale construction

along the lines of Figure 1.

It is natural to ask whether a single-scale construction can achieve the optimal

scaling and also satisfy our bending boundary condition exactly. The answer is no:

Theorem 2.3 shows that if we impose the boundary condition exactly and consider

constructions with a single length scale then the energy scaling law changes to

α5/4ε3/4.

The attentive reader will have noticed the exponents of α and ε sum to 2 in both

of the scaling laws just stated. We shall explain the reason for this in Remark 2.2.

We turn now to precise statements of our theorems, indicating for each how it

follows from the upper bounds we prove in Section 3 and the lower bounds we prove

in Section 4.

Theorem 2.1. Let Sex be the class of functions u ∈ W 1,2(Ω;R2) such that

u(±1, y) = u∗(±1, y) for almost all y ∈ (−1, 1). There is c > 0 such that for

all α ∈ (0, 1/2] and all ε ∈ (0, α] we have

1

c
α6/5ε4/5 ≤ inf

u∈Sex

Eε[u] ≤ cα6/5ε4/5.

Proof. The upper bound follows from Lemma 3.5, and the lower bound from

Lemma 4.3.

We remark that the same result holds if we assume ε ∈ (0,Mα] for someM ≥ 1,

with a constant c = c(M). Indeed, it suffices to apply the previous result to Eε/M

and to use that Eε/M ≤ Eε ≤MEε/M .
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Theorem 2.2. There are c > 0, c1 > 0 with the following property. Let Sapp be the

set of all u ∈W 1,2(Ω;R2) such that

|u− u∗|(±1, y) ≤ c1α
3/5ε2/5 for all y ∈ [−1, 1]. (2.25)

For all α ∈ (0, 1/2], all ε ∈ (0, α] and all m ∈ [2,∞) we have

1

c
α6/5ε4/5 ≤ inf

u∈Sapp

Eε[u] ≤ inf
u∈Sapp∩S

(m)
onescale

Eε[u] ≤ cα6/5ε4/5.

Proof. The lower bound follows from Lemma 4.3, where in particular the constant

c1 is introduced. The upper bound follows from Lemma 3.2, using that S
(2)
onescale ⊆

S
(m)
onescale for m ≥ 2.

Theorem 2.3. Let Sex be as in Theorem 2.1, m ≥ 2, and S
(m)
onescale as in Defini-

tion 2.2. There is cm > 0 (depending only on m) such that for all α ∈ (0, 1/2], and

all ε ∈ (0, α],

1

cm
α5/4ε3/4 ≤ inf

u∈Sex∩S
(m)
onescale

Eε[u] ≤ cmα
5/4ε3/4.

Proof. The upper bound follows from Lemma 3.6, the lower bound from

Lemma 4.4.

Remark 2.2. As noted earlier, the exponents in our scaling laws sum to 2. To

explain why this is natural, we observe that in the limit α → 0 one expects the

elastic energy to be quadratic in α, while the surface energy is proportional to

αε. Our upper-bound constructions do indeed have this property. For example, the

energy of a construction like Figure 1 with microstructural length scale h turns out

to be of order

α2h4 + αεh−1 = α2(h4 +
ε

α
h−1)

(see Lemma 3.1) and optimization in h gives α2(ε/α)4/5 = α6/5ε4/5. The emergence

of the other scaling law is similar: when the construction motivated by Figure 1 is

adjusted to near the boundary to achieve our exact bending boundary condition,

the elastic energy changes to α2h3 (see (3.70)), so the preceding calculation changes

to optimization of

α2h3 + αεh−1 = α2(h3 +
ε

α
h−1),

which gives α2(ε/α)3/4 = α5/4ε3/4.

2.6. Scientific context

As we have already mentioned in the Introduction, this work is motivated by the

modeling of martensitic phase transformation, where twinning with variable volume
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fraction is seen in a number of different settings. The example that specifically mo-

tivates this paper involves the bending of a bar made from two martensite variants

(a situation discussed theoretically in Ref. 31 and experimentally as well as theo-

retically in Refs. 3, 7). These papers discusses a situation slightly different from the

thought-experiment represented by Figure 1: the unbent sample has pre-existing

twins (which have no reason to be equally spaced). Bending makes the twin bound-

aries tilt, and also changes the spacing between them, establishing a highly-ordered

periodic pattern similar to the deformed state shown in Figure 1. When the forces

inducing bending are removed the twin boundaries return to their preferred orien-

tations, while the spacing between them remains periodic. (As noted earlier, work

subsequent to Ref. 7 on the same system revealed twinning on two distinct length

scales,8 a phenomenon also seen in similar experiments on other material systems.9

Understanding this phenomenon using tools similar to those of the present paper

remains a challenge for future work.)

This paper does not claim to model any of the systems just discussed. Indeed, as

already noted in Section 2.1, our elastic energy is different from the one associated

with a mixture of two martensite variants. Our goal is more methodological: to begin

development of a mathematical toolkit for the analysis of twinning with variable

volume fraction.

The bending of a bar is not the only setting where twinning with variable volume

fraction seems to occur. Some other examples involving two martensite variants are

discussed in Ref. 3 (see especially their Figure 4). Perhaps the “zigzag walls” seen in

some ferroelastic and ferroeletric systems15,26,27,30 can be viewed as examples. By

the way, something similar has been seen in certain optimal design problems, since

the optimal structures sometimes involve layered composites with varying volume

fractions (see for example Section 1.3 of Ref. 18 and Figures 2 and 8 of Ref. 10).

Our work’s mathematical context is the use of nonconvex variational problems to

model the microstructures seen in materials that undergo martensitic phase trans-

formations. Some of this work focuses on the elastic energy alone, without the

inclusion of surface energy. Much attention has focused on determining, in various

settings, where the quasiconvexification of the elastic energy is zero; this amounts

to understanding which constant deformation gradients can be achieved by essen-

tially stress-free microstructures. Without attempting a systematic review we note

the seminal paper Ref. 2, which solved this problem for two compatible martensite

variants in a 3D geometrically nonlinear setting. The book Ref. 4 discusses numer-

ous examples using both geometrically linear and geometrically nonlinear models.

Constructions involving twinning (and twins of twins, also known as laminates of

order two or more) play a crucial role in this theory. In such constructions the vol-

ume fraction is constant (at least locally). The constructions in the present paper

show (in the limit ε→ 0) that the class of essentially stress-free microstructures is

not limited to those built from twinning with locally constant volume fraction.

The work discussed in the last paragraph ignored surface energy, whereas we in-

clude it. The point is that while the inclusion of surface energy produces a relatively



May 10, 2022 13:4 WSPC/INSTRUCTION FILE ContiKohnMisiats-
revised

18 Conti, Kohn, Misiats

small change in the value of the energy, surface energy may nevertheless serve as a

selection mechanism (preferring some constructions over others); moreover, within

a given type of construction it should set the length scale of the microstructure.

Actually, for the problems considered in this paper, it is not yet clear whether sur-

face energy selects between the construction based on Figure 1 and the branched

self-similar construction used to prove Lemma 3.5, since both achieve the same

energy scaling law. However, within each of these constructions the presence of sur-

face energy does, as expected, offer a prediction concerning local length scale of the

microstructure.

There is a body of work exploring the influence of surface energy on constant-

volume-fraction twinning in various settings. About 20 years ago Kohn and Müller

suggested21 that the essential physics of twinning near an austenite-twinned-

martensite interface could be captured by the scalar variational problem

min
vy=±1

∫

Ω

v2x dx dy + ε|vyy|(Ω) (2.26)

in which v is a scalar-valued function defined on a rectangle Ω = (0, H) × (0, L),

with an additional term or boundary condition at x = 0 to model the effect of a

neighboring region of austenite. Using this model, they obtained results in Ref. 23

concerning not only the energy scaling law but also the local length scale of the min-

imizer (see also Ref. 22 for an expository version). Subsequent work has improved

our understanding of this scalar model and has obtained related results using fully-

elastic models (see Refs. 5, 6, 12 for some recent developments and brief summaries

of the literature).

It is natural to ask whether the methods developed in connection with constant-

volume-fraction twinning can be adapted to the variable-volume-fraction setting.

The present work addresses a particular instance of this question. Our arguments

draw substantially on Refs. 5, 6 (and the self-similarly branched construction used

to prove Lemma 3.5 has its roots in work on the scalar model problem (2.26)). We

note, however, that the upper bound construction inspired by Figure 1 is basically

new – though something analogous was considered in Ref. 25 for the scalar model

(2.26) with boundary condition vy = 1 at x = 0 and vy = −1 at x = L.

Broadly speaking, the problem considered in this paper involves a nonconvex

variational problem regularized by a higher-order term with a small coefficient.

Problems of this type occur in many areas of physics. Understanding the defects

and patterns that characterize the minimizers in a limit analogous to our ε→ 0 has

sometimes been called the analysis of energy-driven pattern formation.20 Without

attempting to review the literature (which is by now vast), we note that these

problems share some common features. Indeed, finding an upper bound on the

minimum energy is conceptually straightforward, since it suffices to find a good test

function (and nature often gives us a hint). Finding a good lower bound is usually

more subtle, since the problem’s nonconvexity means there is no tool analogous to

convex duality. Successful treatments often start by showing that relaxed variational
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problem (which characterizes the limits of minimizers as ε → 0) has a unique

solution; then one shows that ε > 0 forces deviation from the relaxed solution, and

one estimates the energetic cost of that. This is indeed the conceptual basis of our

lower bounds.

The results in this paper are limited to the energy scaling law; in other words, we

prove upper and lower bounds that scale the same way in α and ε. The proofs never

use any properties that would be specific to a minimizer (such as vanishing of the

Euler-Lagrange equation or positivity of the second variation). Properties specific

to a minimizer have been used in the setting of (2.26) in Refs. 11, 23 and are also at

the heart of our forthcoming paper 24. In the setting of the present paper – where a

construction inspired by Figure 1 and one using a self-similar branched construction

share the same energy scaling law – we wonder whether arguments based on such

properties might reveal whether the minimizer resembles one of these two very

different constructions.

3. The upper bounds

3.1. The upper bound in Theorem 2.2

In this section we construct an appropriate test function in order to estimate the

energy from above. Note that for u = (u1, u2) ∈W 1,2(Ω;R2) we have

dist2(Du,K) = (∂xu1−cos θ)2+(∂xu2− sin θ)2+(∂yu1+χ sin θ)2+(∂yu2−χ cos θ)2

(3.1)

for some θ(x, y) ∈ [0, 2π) (rotation) and χ(x, y) ∈ {1 − α, 1 + α} (selection of the

wells). Thus, the construction of a test function has the following ingredients:

[i] the test pattern χ̃ = χ̃ε ∈ L∞(Ω; {1− α, 1 + α});
[ii] the test rotation θ̃ = θ̃ε ∈ L∞(Ω), and

[iii] the actual test function ũ = ũε ∈W 1,2(Ω;R2).

We decompose the strip [−1, 1]×R in triangles as sketched in Figure 3. Specifically,

we fix h > 0 and for j ∈ Z we set yj := jh, and consider the triangles

Tj with vertices ((−1)j+1, yj), ((−1)j , yj−1), ((−1)j , yj+1), (3.2)

so that in particular the triangle T0 has vertices in (−1, 0), (1,−h), and (1, h), and

the triangle T1 has vertices in (1, h), (−1, 0), and (−1, 2h).

The test pattern χ̃ and the rotation θ̃ are constant on each of the triangles,

the test function ũ is globally continuous and affine on each triangle. In suitable

coordinates, the construction is periodic, in a sense made precise in (3.4) below. In

order to avoid degeneracies in the case that the triangles are too large compared

with Ω, we assume h ≤ 1/4. The main result is the following.

Lemma 3.1. There is c > 0 such that the following holds. For any α ∈ (0, 12 ] and

h ∈ (0, 14 ] there is u ∈W 1,2
loc ((−1, 1)× R;R2) such that

u(−1, 2jh) = u∗(−1, 2jh), u(1, (2j+1)h) = u∗(1, (2j+1)h) for all j ∈ Z, (3.3)
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T0

T2

T1

T
−1

u

y1

y2

y3

y
−1

Fig. 3. Sketch of the piecewise affine construction of Lemma 3.1. We note that the set u(Ω) is
different from u∗(Ω); in fact, the former is a polygonal approximation of the latter.

u(x, y + 2h) = Q2hαu(x, y) where Qθ :=

(

cos θ − sin θ

sin θ cos θ

)

, (3.4)

which is continuous, piecewise affine, obeys the pointwise bounds

dist(Du,K) ≤ cαh2, (3.5)

|u− u∗|(±1, y) ≤ αh2 (3.6)

and

4α ≤ |D2u|((−1, 1)× (0, 2h]) ≤ cα. (3.7)

Further, uh
∣

∣

Ω
∈ S

(2)
onescale.

Proof. We decompose [−1, 1] × R in triangles according to (3.2). We set u := u∗

on all vertices of the triangles, and equal to the affine interpolation inside each

triangle. This construction is automatically continuous and piecewise affine, and it

obeys (3.3) by definition, and (3.4) because u∗ does.

We prove (3.5). By (3.4) it suffices to do so in T0 and T1. We start with T0. The

definition of u gives

∂2u|T0
=
u∗(1, h)− u∗(1,−h)

2h
=

1 + α

2αh

[(

cosαh

sinαh

)

−
(

cosαh

− sinαh

)]

=(1 + α)
sinαh

αh

(

0

1

)

=

(

0

1 + α+O(α2h2)

)
(3.8)

and

∂1u|T0 =
1
2 (u

∗(1, h) + u∗(1,−h))− u∗(−1, 0)

2

=
1 + α

2α

(

cosαh

0

)

− 1− α

2α

(

1

0

)

=

(

1 +O(αh2)

0

)

.

(3.9)
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In particular, this implies

dist(Du,K) ≤ |Du−A| ≤ cαh2 in T0. (3.10)

To prove (3.6), we observe that u(1, y) = u∗(1, y) for y = ±h and that u(1, ·) is
affine in [−h, h]. Also, we note that if g maps [−h, h] to R

2 with g(−h) = g(h) = 0

and |∂2yyg| ≤ γ, then |g(y)| ≤ 1
2h

2γ. (Indeed, for any unit vector ξ ∈ R
2, g · ξ −

γ
2 (|y|2−h2) is concave and g ·ξ+

γ
2 (|y|2−h2) is convex. Since each of these functions

vanishes at y = ±h, the first is nonnegative and the second is nonpositive.) Taking

g(y) = u(1, y)−u∗(1, y) gives |u(1, y)−u∗(1, y)| ≤ 1
2h

2 sup |∂2yyu∗| ≤ 1
2 (1+α)αh

2 ≤
αh2. Therefore (3.6) holds in T0.

We turn now to T1. We have

u(−1, 0) =
1− α

α

(

1

0

)

, u(1, h) =
1 + α

α

(

cos(αh)

sin(αh)

)

,

u(−1, 2h) =
1− α

α

(

cos(2αh)

sin(2αh)

)

.

Hence

∂2u|T1
=
u(−1, 2h)− u(−1, 0)

2h
=(1− α)

(

(cos(2αh)− 1)/(2αh)

sin(2αh)/(2αh)

)

=(1− α)

(

−αh+O(α3h3)

1 +O(α2h2)

)
(3.11)

and

∂1u|T1
=

1

2
u(1, h)− 1

4
(u(−1, 0) + u(−1, 2h)) =

(

1 +O(αh2)

αh+O(α2h3)

)

. (3.12)

Choosing the rotation θ̃ := αh in T1, we conclude dist(Du,K) ≤ |Du − QαhB| ≤
cαh2 in T1. Moreover, by arguments similar to those we used for T0, we have

|u(−1, y)− u∗(−1, y)| ≤ αh2 in T1. This concludes the proof of (3.5) and (3.6).

We now turn to (3.7). From (3.8) and (3.11) we obtain

∂2u2|T0 − ∂2u2|T1 = (1 + α)
sin(αh)

αh
− (1− α)

sin(2αh)

2αh

which gives

∣

∣

∣∂2u2|T0
− ∂2u2|T1

− 2α
∣

∣

∣ =

∣

∣

∣

∣

(1 + α)(
sin(αh)

αh
− 1)− (1− α)(

sin(2αh)

2αh
− 1)

∣

∣

∣

∣

≤ 2
1

6
(2αh)2 ≤ α

where we used 0 < 1− sin t
t ≤ 1

6 t
2 for t ∈ (0, 1) and then h ∈ (0, 14 ]. The same holds

for ∂2u2|T0 − ∂2u2|T−1 . Therefore the jump of Du across the interfaces between

triangles is larger than α; since the length of each interface is larger than 2 the first
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y

y + h′

−h

h

−h+ hh′/2

h− hh′/2

h′

h′

Fig. 4. Sketch of the proof that u ∈ S
(2)
onescale in Lemma 3.1.

inequality in (3.7) follows. Using that there are at least 1
h − 2 ≥ 1

2h copies of the

rectangle (−1, 1)× (0, 2h) inside Ω, we obtain
∫

(−1,1)2
|D2u| dx dy ≥ (

1

h
− 2)4α ≥ 2α

h
. (3.13)

By the above computations we also easily obtain

|Du|T0 −Du|T1 | ≤ cα, (3.14)

and with the periodicity this implies |Du|T2
−Du|T1

| ≤ cα. Condition (3.7) follows.

Finally, we prove that u has one scale in the sense of Definition 2.2. Let h′ := h/4,

y ∈ H := (−h+ hh′/2, h− h′ − hh′/2). Then u is affine on the square (1− h′, 1)×
(y, y + h′) ⊂ T0 (see Figure 4), and in particular it has no microstructure in this

set, so that H ⊂ G2,h′

+ . There are at least 2⌊ 1
2h⌋ ≥ 1

h − 2 ≥ 1
2h disjoint copies of

this set in (−1, 1), and L1(H) = 2h− h′ − hh′ ≥ 3
2h, hence L1(G2,h′

+ ) ≥ 1
2 . Similar

arguments apply, of course, to G2,h
− . Recalling (3.13) and the definition of h′, this

implies that u ∈ S
(2)
onescale.

Lemma 3.2. There is c > 0 such that for all α ∈ (0, 1/2] and all ε ∈ (0, α] there

is u ∈ Sapp ∩ S(2)
onescale with

Eε[uε] ≤ cα6/5ε4/5. (3.15)

Proof. The desired u will be provided by Lemma 3.1 with an appropriate choice

of h. To be in Sapp, u must satisfy

|u− u∗|(±1, y)| ≤ c1α
3/5ε2/5 (3.16)

for all y ∈ [−1, 1] (see the statement of Theorem 2.2). For the present argument

c1 could be any positive constant; ultimately, its value must be taken to make the

lower bound part of Theorem 2.2 true (so its value is set by Lemma 4.3). Our claim

is that h ≤ 1/4 can be chosen so that the uh provided by Lemma 3.1 satisfies both

(3.15) and (3.16). This is easy: since

|uh − u∗|(±1, y) ≤ αh2 and Eε[uh] ≤ cα2h4 + c
εα

h
,
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Fig. 5. Geometry of the construction in Section 3.2. The dots mark the points where u coincides

with u∗ and mark the periodicity (as usual, up to rotations); the gray areas are those where
interpolation is used (called Ωδ in the text). In each of the rectangles a period-doubling pattern
as in Figure 7 is used.

it suffices to choose h := min{ 1
4 , c

1/2
1 }( ε

α )
1/5. (This choice gives h ≤ 1/4 because we

assumed that ε ≤ α.)

3.2. The upper bound in Theorem 2.1

This subsection constructs a test function that satisfies our bending boundary con-

dition exactly. In this construction, the twins branch so that their length scale

approaches zero near the boundary. Our treatment consists of three Lemmas. We

start by constructing a piecewise affine discretization of the relaxed solution u∗

in the vertical direction, described in Lemma 3.3. This discretization is used in

Lemma 3.4 to introduce a period-doubling branching construction in a single box.

Finally, Lemma 3.5 concludes the proof of the upper bound, by showing how to as-

semble the building blocks that were constructed in Lemma 3.4. The overall pattern

of the period-doubling is shown in Figure 5.

Recall that the relaxed solution is

u∗(x, y) = (
1

α
+ x)fy =

1 + αx

α

(

cos(αy)

sin(αy)

)

, fy :=

(

cos(αy)

sin(αy)

)

. (3.17)

In particular, ∂1u
∗(x, y) = fy and ∂2u

∗(x, y) = (1 + αx)f⊥y . As already observed in

(2.19), at any x ∈ [−1, 1], the volume fraction of the phase 1± α is 1±x
2 .

We begin by introducing a discretization of u∗ in the vertical direction on a

segment {x0}×[y0−h, y0+h], as illustrated in Figure 6. This is a continuous function

which is affine on the three intervals which compose [y0 − h, y0 + h] \ {y0 ± h 1−x0

2 },
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y0 − h

y0

y0 + h

y0 + h 1−x0

2

y0 − h 1−x0

2

1 + α

1− α

1 + α

1− α

r(1 + α)f⊥

h

r(1 + α)f⊥

−h

r(1− α)f⊥

0

+

−

+

+

−

+

Fig. 6. Sketch of the discretization of u∗, see Lemma 3.3. Left: decomposition of the domain.
Middle: u∗(x0, ·) (green arc) and its piecewise affine approximation v (blue). Right: same figure

for two periods, as in the boundary conditions at xb in Lemma 3.4.

coincides with u∗ on the endpoints, and has (up to a factor) the same derivative as

u∗ at the endpoints and at the midpoint. Specifically, we have the following Lemma:

Lemma 3.3. Let α ∈ (0, 12 ], h ∈ (0, 1], x0 ∈ (−1, 1), y0 ∈ R. Then there is a unique

continuous map v : [y0 − h, y0 + h] → R
2 such that

v(y0 + h) = u∗(x0, y0 + h), v(y0 − h) = u∗(x0, y0 − h), (3.18)

and, for some r > 0,

v′(y) = r(1 + α)f⊥y0±h for ± (y − y0) ∈ (h
1− x0

2
, h) (3.19)

and

v′(y) = r(1− α)f⊥y0
for |y − y0| < h

1− x0
2

. (3.20)

Proof. The conditions on the derivative v′ show that

v(y0 + h)− v(y0 − h) =r(1− α)h(1− x0)f
⊥
y0

+ r(1 + α)h
1 + x0

2
(f⊥y0+h + f⊥y0−h)

=rhf⊥y0
[(1− α)(1− x0) + (1 + α)(1 + x0) cos(αh)]

=rhf⊥y0
[2(1 + αx0) + (1 + α)(1 + x0)(cos(αh)− 1)].

From (3.17),

u∗(x0, y0 + h)− u∗(x0, y0 − h) =
1 + αx0

α
(fy0+h − fy0−h)

=
1 + αx0

α
2 sin(αh)f⊥y0

.

We define rh : [−1, 1] → (0,∞) by

rh(x0) :=
sin(αh)

αh

(

1− (1 + α)(1 + x0)

2(1 + αx0)
(1− cos(αh))

)−1

(3.21)

so that v(y0 + h) − v(y0 − h) = u∗(x0, y0 + h) − u∗(x0, y0 − h). This concludes

the definition of the discretization v on the segment {x0} × [y0 − h, y0 + h]. The

argument just presented also proves uniqueness.
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Now we introduce the basic building block of our period-doubling construction.

Lemma 3.4. There are c, λ > 0 with the following property. Let −1 ≤ xa < xb ≤ 1,

y0 ∈ R, h > 0, ℓ := xb − xa. Assume that h ≤ λℓ and α ∈ (0, 12 ]. Then there is

u : [xa, xb]×R → R
2, 2h-periodic in the second variable in the sense of (3.4), such

that

(i) u(x, y0 ± h) = u∗(x, y0 ± h) for all x ∈ [xa, xb],

(ii) u(xa, ·) is a discretization of u∗ on {xa}×[y0−h, y0+h] (the term “discretization”

being understood in the sense of Lemma 3.3);

(iii) u(xb, y0) = u∗(xb, y0), and u(xb, ·) is a discretization of u∗ on both {xb}×[y0, y0+

h] and {xb} × [y0 − h, y0].

It also obeys

dist(Du,K) ≤ c
αh2

ℓ2
pointwise, (3.22)

|Du−Du∗| ≤ cα pointwise, (3.23)

and

|D2u|([xa, xb]× [−1, 1]) ≤ cα
ℓ

h
. (3.24)

The same holds if (ii) and (iii) are replaced by

(ii’) u(xb, ·) is a discretization of u∗ on {xb} × [y0 − h, y0 + h];

(iii’) u(xa, y0) = u∗(xa, y0), and u(xa, ·) is a discretization of u∗ on both {xa} ×
[y0, y0 + h] and {xa} × [y0 − h, y0].

The construction we present is parametrized by the shapes of the interfaces. In

the proof, the interfaces will ultimately be determined by functions g0 ≡ 0, g1(x),

g2(x), g3(x) and g4 ≡ h (see Figure 7), though at the beginning of the argument

we permit a larger or smaller number of interfaces, determined by an even integer

N . Taking N = 2 and g0 ≡ 0, g1(x) = h 1−x
2 , g2 ≡ h in the construction used

in the proof (with xa = −1, xb = 1) gives the piecewise affine construction from

Lemma 3.1 (in particular, in this case the constant γ1 defined by (3.33) takes the

value γ1 = αh). However, this choice does not have the properties at xb that are

required by Lemma 3.4.

Proof. By periodicity, it suffices to construct u in the set R := [xa, xb] × [y0 −
h, y0 + h]. Without loss of generality we can assume y0 = 0 and λ ∈ (0, 1]. We

construct the function in [xa, xb]× [0, h] and then set

u(x, y) :=

(

u1(x,−y)
−u2(x,−y)

)

for (x, y) ∈ [xa, xb]× [−h, 0).

If u2(x, 0) = 0 this does not introduce any discontinuity.
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g0
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1 + α

1− α

h

3−xa

4
h

1−xa

2
h

−h

Fig. 7. Sketch of the construction in Lemma 3.4.

For N even (in the end we shall use N = 4), we consider functions g0, . . . , gN :

[xa, xb] → [0, h] such that 0 = g0 ≤ g1 ≤ · · · ≤ gN−1 ≤ gN = h pointwise, see

Figure 7. We assume that the regions (gj , gj+1) with j even are in the 1−α phase,

the ones with j odd are in the 1 + α phase. To keep notation simple we denote by

αj := (−1)j−1α the order parameter in the layer (gj , gj+1). The condition of having

the appropriate volume fractions then becomes

N−1
∑

j=0

αj(gj+1 − gj)(x) = αxh, (3.25)

which we assume to hold for all x ∈ [xa, xb]. This can be rewritten as 2
∑N−1

j=1 αjgj =

αh(1− x). We shall choose the functions gj so that

|gj | ≤ h, |g′j | ≤ c
h

ℓ
, |g′′j | ≤ c

h

ℓ2
, |g′′′j | ≤ c

h

ℓ3
. (3.26)

We define f(0) := e1 and, for some function ϕ ∈ C2([xa, xb];R) to be chosen

below,

u(x, 0) := (
1

α
+ ϕ(x))f(0).

This obeys u2(x, 0) = 0, as required for the reflection to [xa, xb]× [−h, 0). Further,
we require u to be continuous with

∂2u(x, y) = ρ(x)(1 + αk)f
⊥
(k)(x) if gk(x) < y < gk+1(x), (3.27)

where the functions f(k) ∈ C2([xa, xb];S
1) and ρ ∈ C2([xa, xb]; (0,∞)) are still to

be chosen. This concludes the definition of u. Indeed, for gk(x) ≤ y ≤ gk+1(x), one

easily obtains

u(x, y) =(
1

α
+ ϕ(x))f(0) + ρ(x)

k−1
∑

j=0

(1 + αj)f
⊥
(j)(x)(gj+1 − gj)(x)

+ ρ(x)(1 + αk)f
⊥
(k)(y − gk(x)).

(3.28)
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It remains to show that the various parameters can be chosen so that the stated

properties are fulfilled.

We start from the nonlinear elastic energy. As the vertical derivative was already

fixed in (3.27), we need to evaluate the horizontal one. In particular, the distance

from K can be estimated by

dist(Du,K) ≤|Du− (f(k) ⊗ e1 + (1 + αk)f
⊥
(k) ⊗ e2)|

≤|∂1u− f(k)|+ |∂2u− (1 + αk)f
⊥
(k)|

≤|∂1u− f(k)|+ 2|ρ− 1|.
(3.29)

The leading-order terms in ∂1u will ultimately be those arising from the derivative

of ϕ, which will be close to 1, and from the derivatives of the gj functions. From

(3.28) we obtain

∂1u =f(0) +





k−1
∑

j=0

(1 + αj)(g
′
j+1 − g′j)− (1 + αk)g

′
k



 f⊥(0) +R (3.30)

which implicitly defines a remainder term R, that will be estimated below. Since

g0 = 0, rearranging terms we obtain

∂1u =f(0) −
k
∑

j=1

2αjg
′
jf

⊥
(0) +R. (3.31)

Recalling (3.29), we define

f(k) := cos γkf(0) + sin γkf
⊥
(0) =

(

cos γk
sin γk

)

(3.32)

where

γk := −
k
∑

j=1

2αjg
′
j . (3.33)

From (3.26) we then obtain

|γk| ≤ c
αh

ℓ
, |γ′k| ≤ c

αh

ℓ2
, |γ′′k | ≤ c

αh

ℓ3
, (3.34)

and correspondingly (recalling that h ≤ ℓ to simplify the last estimate)

|f(k) − f(0)| ≤ c
αh

ℓ
, |f ′(k)| ≤ c

αh

ℓ2
, |f ′′(k)| ≤ c

αh

ℓ3
. (3.35)

In particular, (3.31) gives

|∂1u− f(k)| ≤ c|γk|2 + |R| ≤ c
α2h2

ℓ2
+ |R|. (3.36)
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It remains to estimate the remainder term R. From (3.28) and (3.30) we obtain

|R| ≤ |ϕ′ − 1|+
k−1
∑

j=0

(1 + α)|ρf(j) − f(0)| |g′j+1 − g′j |

+ (1 + α)|ρf(k) − f(0)| |g′k|+ |ρ′|(1 + α)h+ ρ

k
∑

j=0

(1 + α)|f ′(j)|h

≤ |ϕ′ − 1|+ cρ
αh2

ℓ2
+ c|ρ− 1|h

ℓ
+ 2|ρ′|h+ cρ

αh2

ℓ2

(3.37)

where in the second step we used (3.26) and (3.35) as well as α ≤ 1
2 . In particular,

we conclude |∂1u− f(k)| ≤ c(ρ+ 1)αh2/ℓ2 + |ϕ′ − 1|+ c|ρ′|h+ c|ρ− 1|h/ℓ.
Now we turn to the boundary conditions. This will lead to the choices of ρ and

ϕ. From (3.28),

u(x, h) = (
1

α
+ ϕ(x))f(0) + ρ(x)

N−1
∑

j=0

(1 + αj)f
⊥
(j)(x)(gj+1 − gj)(x). (3.38)

We choose ρ so that the component along f⊥(0) matches the boundary data. Indeed,

by (3.32) we have f⊥(0) · f⊥(j) = f(0) · f(j) = cos γj , and recalling (3.25) we obtain

f⊥(0) · u(x, h) =ρ(x)
N−1
∑

j=0

(1 + αj)(cos γj(x))(gj+1 − gj)(x)

=ρ(x)



h(1 + αx) +
N−1
∑

j=0

(1 + αj)(cos γj(x)− 1)(gj+1 − gj)(x)



 .

Since

f⊥(0) · u∗(x, h) =
1 + αx

α
sin(αh),

the mentioned boundary conditions is fulfilled if we choose

ρ(x) :=
sin(αh)

αh



1− 1

h(1 + αx)

N−1
∑

j=0

(1 + αj)(1− cos γj(x))(gj+1 − gj)(x)





−1

.

We choose λ so that (3.34) implies |γk| ≤ π
4 . Then (recalling (3.25)) the value of

the sum is in [0, 12h(1 + αx)], so that one does not divide by zero. Recalling (3.26)

and (3.34), we estimate

|ρ− 1| ≤ cα2h
2

ℓ2
, |ρ′| ≤ cα2h

2

ℓ3
, |ρ′′| ≤ cα2h

2

ℓ4
. (3.39)

This in particular implies ρ ≤ c.

Now we use ϕ to fix the other component. From (3.38),

f(0) · u(x, h) =
1

α
+ ϕ(x)− ρ(x)

N−1
∑

j=0

(1 + αj)(sin γj(x))(gj+1 − gj)(x).
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We require this to coincide with

f(0) · u∗(x, h) =
1 + αx

α
cos(αh).

This defines ϕ,

ϕ(x) :=
(1 + αx) cos(αh)− 1

α
+ ρ(x)

N−1
∑

j=0

(1 + αj)(sin γj(x))(gj+1 − gj)(x),

which by (3.26), (3.34) and (3.39) obeys

|ϕ(x)− x| ≤ cα
h2

ℓ
, |ϕ′ − 1| ≤ cα

h2

ℓ2
, |ϕ′′| ≤ cα

h2

ℓ3
. (3.40)

At this point u = u∗ on the top boundary; by symmetry the same holds on the

bottom boundary. From (3.29), inserting (3.39), (3.36), (3.37), (3.40), and (3.39)

again, we obtain the pointwise estimate

dist(Du,K) ≤ cα
h2

ℓ2
. (3.41)

The same computation, using αh ≤ 1 and that (3.35) implies |f(k)− f0| ≤ cα, leads

to

|Du− Id| ≤ |∂1u− f(0)|+ |∂2u− f⊥(0)| ≤ cα

which, since the same holds for Du∗, proves (3.23).

It remains to choose the functions gi, so that the conditions at the left and right

boundary are fulfilled as well. We set N = 4 and observe that (3.25) is equivalent

to

g1(x)− g2(x) + g3(x) =
1

2
h(1− x), (3.42)

which also gives g′1−g′2+g′3 = − 1
2h. We require the functions gi to match the required

volume fractions and derivatives on the two sides, as in Figure 7. Specifically,

g1(xa) = h
1− xa

2
, g2(xa) = g3(xa) = h

3− xa
4

, (3.43)

(the second value is arbitrarily fixed to be the average of g1(xa) and g4(xa) = h)

with

g′1(xa) = −1

2
h, g′2(xa) = g′3(xa)

on the left, and

g1(xb) = 0, g2(xb) = h
1 + xb

4
, g3(xb) = h

3− xb
4

, (3.44)

with

g′1(xb) = 0, g′2(xb) =
1

4
h, g′3(xb) = −1

4
h

on the right. It remains to interpolate these values to obtain functions which obey

(3.42), gi ≤ gi+1, and (3.26). To do this we fix ϕ ∈ C∞(R; [0, 1]) with ϕ(t) = 1 for t ≤
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0, ϕ(t) = 0 for t ≥ 1, and set gi(x) := gli(x)ϕ((x−xa)/ℓ)+gri (x)(1−ϕ((x−xa)/ℓ)),
with gl1(x) := h(1−x)/2, gl2(x) := gl3(x) := h(3−x)/4, gr1 := 0, gr2(x) := h(1+x)/4,

gr3(x) := h(3− x)/4. The stated conditions follow.

We next verify the boundary conditions on the vertical sides. The definition

(3.33) implies γ1 = −2αg′1, γ2 = −2α(g′1 − g′2), γ3 = −2α(g′1 − g′2 + g′3) and

γ1(xa) = γ3(xa) = αh, γ1(xb) = 0, γ2(xb) =
1

2
αh, γ3(xb) = αh (3.45)

(indeed, one can check that (3.25) leads in general to γN−1 = αh).

The function y 7→ u(xa, y) is continuous, coincides with u
∗(xa, y) for y = h and

y = −h, and by (3.27) obeys

∂2u(xa, y) = ρ(xa)(1 + α)f⊥(1) for g1(xa) < y < h,

∂2u(xa, y) = ρ(xa)(1− α)f⊥(0) for |y| < g1(xa),

and, setting f(−1) := ((f(1))1,−(f(1))2),

∂2u(xa, y) = ρ(xa)(1 + α)f⊥(−1) for g1(xa) < −y < h.

Inserting the value of γ1(xa) and g1(xa) given above, we see that this satisfies

the assumptions of Lemma 3.3. Therefore u obeys the boundary data on the left

boundary. One can indeed check ρ(xa) = rh(xa), where rh was defined in (3.21).

We now turn to the boundary on the right. For y ∈ [0, h] we define v(y) :=

u(xb, y). By (3.27) and (3.44), this function obeys

v′(y) =















ρ(xb)(1 + α)f⊥(1)(xb), for 0 < y < g2(xb),

ρ(xb)(1− α)f⊥(2)(xb), for g2(xb) < y < g3(xb),

ρ(xb)(1 + α)f⊥(3)(xb), for g3(xb) < y < h.

By (3.45), f(1)(xb) = f0, f(2)(xb) = fh/2 and f(3)(xb) = fh (we use here the notation

of (3.17)). Therefore

fh/2 · v′(y)
ρ(xb)

=















(1 + α)f⊥(1)(xb) · fh/2 = (1 + α) sin αh
2 , for 0 < y < g2(xb),

(1− α)f⊥(2)(xb) · fh/2 = 0, for g2(xb) < y < g3(xb)

(1 + α)f⊥(3)(xb) · fh/2 = −(1 + α) sin αh
2 , for g3(xb) < y < h.

By (3.44) the first and the last segment have the same length, therefore

fh/2 · v(0) = fh/2 · v(h).
By (3.17), the same holds for u∗(xb, ·). Since we already checked that v(h) =

u∗(xb, h), we obtain fh/2 · v(0) = fh/2 · u∗(xb, 0). By construction v2(0) = 0, which

corresponds to f⊥0 · v(0) = f⊥0 · u∗(xb, 0). As the two vectors are linearly indepen-

dent, we conclude that v(0) = u∗(xb, 0). Therefore v satisfies the assumptions of

Lemma 3.3 with y0 = h/2, and u obeys the stated boundary data.

Finally, we estimate the surface energy. The interfaces have length bounded by

cℓ, and by (3.23) the jump across the interface (including the boundary of the box)
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is bounded by cα. Further, by (3.27) ∂2∂2u = 0, |∂1∂2u| ≤ αh/ℓ2, and from (3.28)

one obtains |∂1∂1u| ≤ cαh/ℓ2 (the leading-order term is the one arising from g′′j ).

We conclude that

|D2u|((xa, xb)× (−h, h)) ≤ cαℓ+ cα
h2

ℓ
. (3.46)

Hence,

|D2u|((xa, xb)× [−1, 1]) ≤ cα
ℓ

h
+ cα

h

ℓ
≤ cα

ℓ

h
,

where in the final step we used h ≤ ℓ once again. The second assertion follows from

the same argument, swapping xa and xb in the definition of the functions gi in

(3.43) and the following equations.

We are now ready to state and prove the main result in this subsection.

Lemma 3.5. There is C > 0 such that for any α ∈ (0, 12 ] and ε ∈ (0, α] there exists

uε ∈ Sex (the class defined in Theorem 2.1), such that

Eε[uε] < Cα6/5ε4/5.

Proof. Since the proof is long, we present it in a sequence of steps. The general

structure of the construction is illustrated in Figure 5.

Step 1: Outline. We shall treat separately the part on the left and the part

on the right, and for this preliminary discussion let us focus on the set on the

right, Ωr := [0, 1] × [−1, 1]. One difficulty, which is common to many branching

constructions for problems where the singular perturbation fully controls a higher-

order derivative (here, the Hessian of u), is that branching of the microstructure

cannot go down to scale zero, but has instead to stop a certain point, which we

denote here with {x = 1 − δ} for some δ ∈ (0, 1) chosen below (indeed, branching

down to scale 0 would contradict the trace theorem). This condition corresponds

to the assumption h ≤ λℓ in Lemma 3.4. The length scale of the microstructure

in u(1− δ, ·) will also be δ (see (3.49)–(3.51) below for details). We then introduce

a boundary layer in which the test function w will be the interpolation between

the boundary condition u∗ and the branching construction u. In Steps 2 and 3 we

present the branching construction in the central part [−1 + δ, 1− δ]× [−1, 1] and

estimate its energy using Lemma 3.4. Step 4 provides the energy estimate for the

interpolant in the boundary layer Ωδ, thus concluding the construction of the test

function.

Step 2: Test function away from the boundary. In [−1+ δ, 1− δ]× [−1, 1] we

shall implement the technique of global domain branching.

At x = 0 assume that we have oscillations of period h0 ∈ (0, 1] (the value of h0
will be chosen below). The function u we intend to construct will be such that u(0, ·)
is a discretization of u∗(0, ·) on scale h0, in the sense of Lemma 3.3. We remark that
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the discretization treats the 1+α and the 1−α phase slightly differently, therefore

the final construction is not going to be symmetric on the two sides. This can be

solved using the first assertion in Lemma 3.4 for the “refining” on the right-hand

side, and the second one for the “coarsening” on the left-hand side.

Precisely, we fix µ := 1
21+b , for some b > 0 to be chosen later, and let

li := c0µ
i+1, hi :=

h0
2i
, i ≥ 0,

where c0 = c0(b) is chosen such that
∑∞

i=0 li = 1. For any k ∈ N and j ∈ Z we also

define

xk :=
k−1
∑

i=0

li, and yk,j := jhk.

We are now in position to apply the first assertion in Lemma 3.4 in every box

[xk, xk+1]× [yk,j , yk,j+1], which has size lk × hk (provided that hk ≤ λlk), and thus

to define the test function

u(x, y) := uk,j(x, y), (x, y) ∈ [xk, xk+1]× [yk,j , yk,j+1]

for k = 1, ..., I and j = −2k−1n0, ..., 2
k−1n0−1. At the same time we use the second

assertion in Lemma 3.4 in every box [−xk+1,−xk]×[yk,j , yk,j+1], which also has size

lk × hk; one easily checks that the resulting function is continuous on all interfaces.

Note that, by construction, for fixed k, Du has 2kn0 oscillations in the vertical

direction with period hk. At each branching step k the number of such boxes dou-

bles. Furthermore, since b 6= 0, at every step the ratio of lk to hk changes, and the

branching process continues as long as hk ≤ λlk, where λ ∈ (0, 1] is the constant

from Lemma 3.4. This condition implicitly defines the number of branching steps

I.

Step 3: Energy estimate away from the boundary. At this point, for fixed

I ≥ 2 (to be chosen later), let us estimate the energy of I steps of the branching

construction,

E[u, [0, xI+1]× [−1, 1]] ≤
I
∑

i=0

[∫ xi+1

xi

∫ 1

−1

dist2(Du,K) dy dx+ ε|D2u|([xi, xi+1]× [−1, 1])

]

≤ C

I
∑

i=0

[

li
α2h4i
l4i

+ ε
αli
hi

]

≤ C
I
∑

i=0

[

α2h40
1

(16µ3)i
+ ε

α

h0
(2µ)i

]

. (3.47)

Choosing µ such that 16µ3 > 1 and 2µ < 1, which means

0 < b <
1

3
, (3.48)
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each term in the sum belongs to a converging geometric series, and, since the esti-

mates on the other side are identical,

EI := E[u, [−xI+1, xI+1]× [−1, 1]] ≤ C

(

α2h40 +
εα

h0

)

.

The value of b will be fixed for the rest of the proof, for example one can take

b = 1/6. At this point we set h0 := min{1, 14λc0µ}
(

ε
α

)1/5
. This way

EI ≤ cα2h40 + c
αε

h0
≤ Cα6/5ε4/5.

We define

I := the largest integer such that hI ≤ λlI (3.49)

which implies that

hI ≤ λlI and λµlI = λlI+1 < hI+1 =
1

2
hI , hence lI ∼ hI and (2µ)I ∼ h0.

(3.50)

We remark that h0 ≤ 1
4c0µ ensures I ≥ 2.

Step 4: Boundary layer near the x = 1 boundary. Fix

δ := 1− xI+1 = c′µI , (3.51)

where c′ depends only on µ, and recall that Ωδ := [1 − 2δ, 1] × [−1, 1]. Let ϕδ ∈
C∞([0, 1]; [0, 1]) with ϕδ ≡ 1 for x < 1 − 2δ and ϕδ ≡ 0 for x > 1 − δ = xI+1,

|ϕ′
δ| ≤ 2/δ, |ϕ′′

δ | ≤ c/δ2. Define the interpolation function as

w := uϕδ + u∗(1− ϕδ).

This way

Dw = (Du−Du∗)ϕδ + (u− u∗)⊗Dϕδ +Du∗.

First, note that (3.50) and (3.51) imply lI ∼ hI ∼ δ. By construction, u(1− δ, y)−
u∗(1− δ, y) is hI -periodic (in the sense of (3.4)), with u(1− δ, 0)− u∗(1− δ, 0) = 0.

With (3.23),

|u− u∗| ≤ cαδ2 in Ωδ.

Since w is an interpolant between u and u∗, uniformly in Ωδ we have

|w − u∗| ≤ cαδ (3.52)

and

|Dw −Du∗| ≤ cα, (3.53)

Finally, we observe that

dist(Du∗,K) ≤ cα in Ω. (3.54)
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Combining the estimates (3.52), (3.53) and (3.54), we get the following estimate for

the elastic energy in the boundary layer:
∫

Ωδ

dist2(Dw,K) dx dy ≤ Cα2δ.

Using (3.51), µ = 2−1−b, (3.50), h0 ∼ (ε/α)1/5 and (3.48), we have

α2δ ∼ α2µI ∼ α2

[

(

1

2

)I
]1+b

∼ α2h
1+b
b

0 ∼ α2
( ε

α

)
1+b
5b ≤ α2

( ε

α

)4/5

.

It remains to estimate the surface energy near the boundary. Note that

D2w = (u− u∗)⊗D2ϕ+ 2(Du−Du∗)⊗Dϕδ + ϕδD
2u+ (1− ϕδ)D

2u∗.

Using (3.52), we have

ε

∫

(1−2δ,1−δ)×(−1,1)

|D2ϕ| |u− u∗| dx dy ≤ cεδ
1

δ2
αδ ≤ cαε.

Similarly, by (3.23), we have

ε

∫

(1−2δ,1−δ)×(−1,1)

|Du−Du∗| |Dϕδ| dx dy≤ cεδα
1

δ
≤ cαε.

Next, using (3.24), with h ∼ l ∼ δ and the explicit form of u∗, we have

ε|D2u|((1− 2δ, 1− δ)× (−1, 1)) ≤ cεα and ε

∫

Ωδ

|D2u∗| dx dy ≤ cεδα.

Altogether, recalling δ ≤ 1 and ε ≤ α,

ε|D2w|(Ωδ) ≤ cαε≤ cα6/5ε4/5.

The same holds on Ω̂δ := [−1,−1 + 2δ] × [−1, 1], using ϕ̂δ(x) := ϕδ(−x) ∈
C∞([−1, 0]; [0, 1]) instead of ϕδ, which leads to the same estimates.

To summarize, for all ε ∈ (0, α] we have constructed a continuous function u

which satisfies u ≡ u∗ at x = 1 and x = −1, and such that

Eε[u; Ω] ≤ Cα6/5ε4/5. (3.55)

3.3. The upper bound in Theorem 2.3

Lemma 3.6. There exists C > 0 such that for any α ∈ (0, 12 ] and ε ∈ (0, α] there

is uε ∈ Sex ∩ S(2)
onescale, as defined in Theorem 2.3, such that we have

Eε[uε] < Cα5/4ε3/4.

Proof. The main idea is to modify the test function ũ, described in the proof

of Lemma 3.1, in order to meet the required boundary conditions. We fix h ∈
(0, 16 ], chosen below. The geometry χ̃ and the rotation θ̃ will be unchanged, and

the periodicity condition (3.3) still holds. Recall that the triangle T0 has vertices
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δ

δ

1-1

Fig. 8. Sketch of the construction used in the proof of Lemma 3.6. The two triangles T0 and T1

are shown, the blue dashed lines are the directions of interpolation in the definition of wh. The
gray area is Rδ .

in (−1, 0), (1, h), and (1,−h), and the triangle T1 has vertices in (−1, 0), (1, h),

and (−1, 2h). Due to the periodic nature of this test configuration, it suffices to

construct the test function in T0 and T1 only. We refer to Figure 8 for a sketch and

start with the construction in T0:

(i) Let uh be the piecewise affine function, constructed in Lemma 3.1. By (3.10), in

T0 this function satisfies |Duh −A| ≤ cαh2.

(ii) Next we define the nonlinear interpolated construction wh. Set wh = u∗ for

x = −1 and x = 1, and in each triangle define the affine interpolation between

the tip and the base. Precisely, in T0, which is the set where |y| ≤ h(1 + x)/2,

we use the boundary values

u∗(−1, 0) =
1− α

α
e1 and u∗(1, y) =

1 + α

α

(

cos(αy)

sin(αy)

)

.

Define (in T0)

wh(x, y) :=
1− x

2
u∗(−1, 0) +

1 + x

2
u∗(1, y

2

1 + x
)

=
1− x

2

1− α

α
e1 +

1 + x

2

1 + α

α

(

cos(2αy/(x+ 1))

sin(2αy/(x+ 1))

)

.

We compute

∂2wh = (1 + α)

(

− sin(2αy/(x+ 1))

cos(2αy/(x+ 1))

)

(3.56)
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and

∂1wh = −1− α

2α
e1+

1 + α

2α

(

cos(2αy/(x+ 1))

sin(2αy/(x+ 1))

)

−y(1 + α)

x+ 1

(

− sin(2αy/(x+ 1))

cos(2αy/(x+ 1))

)

.

(3.57)

Since |y| ≤ h(x+ 1), we have

∂1wh = −1− α

2α
e1 +

1 + α

2α
(e1 +

2αy

x+ 1
e2 +O(α2h2))− (1 + α)

y

x+ 1
(e2 +O(αh))

= e1 +O(αh)

and

∂2wh = (1 + α)e2 +O(αh).

Therefore

|Dwh −A|+ |Dwh −Duh| ≤ cαh pointwise in T0. (3.58)

(iii) Fix δ ∈ (0, 1/2] (we shall take δ = h at the end), and let ϕδ ∈ C∞
c ((−1, 1); [0, 1])

with ϕδ = 1 on (−1 + δ, 1− δ), |ϕ′
δ| ≤ 2/δ and |ϕ′′

δ | ≤ c/δ2. We define

v(x, y) := ϕδ(x)uh(x, y) + (1− ϕδ(x))wh(x, y).

Clearly, this function is continuous and obeys the boundary condition (2.8). We

compute

Dv = ϕδDuh + (1− ϕδ)Dwh + ϕ′
δ(uh − wh)⊗e1. (3.59)

Introduce

Rδ := [1− δ, 1]× [−1, 1] ∪ [−1,−1 + δ]× [−1, 1].

We first observe that v = uh in T0 \Rδ and therefore by (i)

dist(Dv,K) ≤ |Dv −A| ≤ cαh2 pointwise in T0 \Rδ. (3.60)

It remains to estimate the elastic energy in Rδ. From (3.58) and the fact that

wh = uh = u∗ on the vertices of T0 we obtain

|wh − uh| ≤ cαh(h+ δ) pointwise in T0 ∩Rδ. (3.61)

Therefore

|Dv −A| ≤ϕδ|Duh −A|+ (1− ϕδ)|Dwh −A|+ |ϕ′
δ| |wh − uh|

≤cαh+ c
αh2

δ
.

(3.62)

At this point we set δ = h and obtain
∫

T0∩Rδ

dist2(Dv,K) dx dy ≤ cα2h4. (3.63)

Having completed the construction of our test function v in T0, we turn now to the

region T1. Since the construction of v in T1 is analogous to what we did in T0, we

shall be relatively brief:
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(i) Recall that in T1 the test function uh in Lemma 3.1 satisfies |Duh −QαhB| ≤
cαh2.

(ii) Since T1 is the set where |y−h| ≤ h(1−x)/2, we have the following boundary

values:

u∗(1, h) =
1 + α

α

(

cos(αh)

sin(αh)

)

and u∗(−1, y) =
1− α

α

(

cos(αy)

sin(αy)

)

for y ∈ [0, 2h].

Define (in T1)

wh(x, y) :=
1 + x

2
u∗(1, h) +

1− x

2
u∗
(

−1,
−2y + h(x+ 1)

x− 1

)

=
1 + x

2

1 + α

α

(

cos(αh)

sin(αh)

)

+
1− x

2

1− α

α





cos
(

α−2y+h(x+1)
x−1

)

sin
(

α−2y+h(x+1)
x−1

)



 .

The inequality

|y − h| ≤ (1− x)h

2
in T1

implies

∣

∣

∣

∣

−2y + h(x+ 1)

x− 1

∣

∣

∣

∣

=

∣

∣

∣

∣

h+
2

1− x
(y − h)

∣

∣

∣

∣

≤ 2h. (3.64)

Using (3.64), direct computation yields

∂1wh = e1 +O(αh)

and

∂2wh = (1− α)e2 +O(αh).

Comparing with the corresponding value of the gradient of uh, we conclude

that

|Dwh −QαhB|+|Dwh −Duh| ≤ cαh pointwise in T1. (3.65)

The remaining energy estimate in T1 is exactly the same as in T0, hence (using

the same interpolation ϕδ)

∫

T1∩Rδ

dist2(Dv,K) dy dx ≤ cα2h4 (3.66)

for δ = h.

Having completed the construction in T0 and T1, we extend it using periodicity to

all of Ω (just as we did in the proof of Lemma 3.1). We verify that wh coincides
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with u∗ on the top and bottom boundaries of the triangles, and in particular that

it is continuous. Using (3.63), (3.66) and (3.60), we have

∫

Ω

dist2(Dv,K) dy dx ≤ 1

h

∫

(T0∪T1)∩Rδ

dist2(Dv,K) dy dx

+
1

h

∫

(T0∪T1)\Rδ

dist2(Dv,K) dy dx ≤ 1

h

(

C1α
2h4 + C2α

2h4
)

≤ Cα2h3. (3.67)

We now estimate the surface energy
∫

Ω
|D2v| dx dy. In Ω \ Rδ we have v ≡ uh and

we may proceed as in Lemma 3.1. In T0 ∩Rδ, we have

D2v = (uh − wh)D
2ϕδ + 2(Duh −Dwh)Dϕδ + ϕδD

2uh + (1− ϕδ)D
2wh. (3.68)

Since |Dϕδ| ≤ C
δ and |D2ϕδ| ≤ C

δ2 , using (3.58) and (3.61), for δ = h the first two

terms in (3.68) are estimated as

|(uh − wh)D
2ϕδ + 2(Duh −Dwh)Dϕδ| ≤

C

δ2
αh(h+ δ) +

C

δ
αh ≤ Cα.

Next, differentiating the explicit expressions for Dwh given by (3.57) and (3.56), it

is straightforward to see that for some C > 0 we have |D2wh|(x, y) ≤ Cα/(1+x) for

all (x, y) ∈ T0 ∩ Rδ, and by explicit integration |D2wh|(T0 ∩ Rδ) ≤ Cαδh. Finally,

D2uh = 0 in T0 since it is an affine function. Altogether, we have

|D2v|(T0 ∩Rδ) ≤ Cαδh.

Using analogous reasoning, we have

|D2v|(T1 ∩Rδ) ≤ Cαδh

as well. Let us now estimate the jump of Dv across the interface between T0 ∩ Rδ

and T1 ∩Rδ. Using (3.59), as well as (3.61), (3.58) and (3.65), we have

|Dv −Duh| ≤ c0αh both in T0 ∩Rδ and in T1 ∩Rδ.

Hence, using (3.14), we have

|Dv|T0
−Dv|T1

| ≤ |Duh|T0
−Duh|T1

|+ 2c0αh ≤ c1α.

The above estimates, summed over ∼ 1
h triangles using periodicity, yield

∫

Ω∩Rδ

|D2v| dx dy ≤ Cα,

and therefore, using Lemma 3.1 once again,

ε

∫

Ω

|D2v| dx dy ≤ Cεα

h
. (3.69)

Combining the elastic energy contribution (3.67) and the surface energy contribu-

tion (3.69), we have

Eε[v] ≤ C
(

α2h3 +
αε

h

)

. (3.70)
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Before choosing the value of h, we verify that v has one scale in the sense of

Definition 2.2. Since v ≡ uh in Ω\Rh, which covers a fraction 1−h of the interfaces,

by Lemma 3.1 (see (3.13)) we have
∫

Ω

|D2v| dx dy ≥
∫

Ω\Rh

|D2uh| dx dy ≥
(

1

h
− 2

)

(1−h)4α =
4α

h
(1− 2h)(1− h) ≥ 2α

h
,

provided that h≤ 1
6 .

Next, arguing as in the proof of Lemma 3.1, we define h′ := h/4 and y ∈ H :=

(−h + hh′/2, h − h′ − hh′/2) and a square S′ := (1 − h′, 1) × (y, y + h′) ⊂ T0. We

shall now use the fact that for any ξ ∈ R
2×2:

dist(ξ, SO(2)A) < α =⇒ dist(ξ,K) = dist(ξ, SO(2)A).

Indeed, since dist(SO(2)A, SO(2)B) = |A−B| = 2α, we have

dist(ξ, SO(2)B) ≥ dist(SO(2)A, SO(2)B)− dist(ξ, SO(2)A) > α.

In our case, using (3.62) in S′ ⊂ T0 there is c2 > 0 such that

dist(Dv, SO(2)A) ≤ |Dv −A| ≤ c2αh.

If c2h ≤ 1 then this is smaller than α, and therefore
∫

S′

dist2(Dv, SO(2)A) dx dy =

∫

S′

dist2(Dv,K) dx dy.

This implies that v has no microstructure in S′, so that H ⊂ G2,h′

+ . The rest of the

proof is identical to the arguments in Lemma 3.1, and yields v ∈ S
(2)
onescale.

Finally, we set h := min{ 1
6 , c

−1
2 } ε1/4

α1/4 . This choice satisfies all the conditions

imposed above, and using (3.70) it gives the desired upper bound

Eε[v] ≤ Cα5/4ε3/4.

4. The lower bounds

4.1. The lower bound parts of Theorems 2.1 and 2.2

We start with a simplified version of the proof, which shows the origin of the ε4/5

scaling without resolving how the prefactor depends on α in the limit α→ 0.

Lemma 4.1. For any α ∈ (0, 12 ] there is Cα > 0 such that for any ε ∈ (0, α], and

any u ∈W 1,2(Ω;R2) satisfying the boundary conditions

u(±1, y) = u∗(±1, y) (4.1)

one has

Eε[u] ≥ Cαε
4/5.

Proof. The strategy is similar to the one of Ref. 5. Let u ∈ W 1,2(Ω;R2) which

obeys (4.1) and let E := Eε[u]. If E ≥ 1 the proof is concluded, hence we can

assume E < 1 in the following.
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Fix ℓ ∈ (0, 12 ], to be chosen later. We choose a strip S := (−1, 1)×(y0, y0+ℓ) ⊂ Ω

(see Figure 9) such that
∫

S

[dist2(Du,K) + ε|D2u|] dx dy ≤ ℓE, (4.2)

where as usual
∫

S
|D2u|dxdy is interpreted as |D2u|(S) if u is not in W 2,1(S;R2).

Within this strip we choose a square Q := (x0, x0 + ℓ) × (y0, y0 + ℓ) such that

x0 ∈ (− 1
2 ,

1
2 ) and

∫

Q

[dist2(Du,K) + ε|D2u|] dx dy ≤ ℓ2E. (4.3)

By the BV version of Poincaré’s inequality there is an F̂ ∈ R
2×2 with

Fig. 9. Choice of the strip S and the square Q in the proofs of Lemmas 4.1 and 4.3.

‖Du− F̂‖L1(Q) ≤ cℓ|D2u|(Q) ≤ cℓ3E/ε. (4.4)

Let F∗ be the matrix in K that’s closest to F̂ . Then

|F̂ − F∗| ≤ |F̂ −Du(x)|+ dist(Du(x),K).

This inequality is true since F∗ is chosen such that the line segment from F̂ to F∗

is the shortest path from F̂ to K, so it is shorter than the path that goes from F̂ to

Du(x) then to the point of K closest to that. Integrating the latter inequality over

Q, together with (4.3) and (4.4), we have

‖Du− F∗‖L1(Q) ≤ ‖Du− F̂‖L1(Q) + ‖F̂ − F∗‖L1(Q) ≤ cℓ3ε−1E + cℓ2E1/2.
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Using Poincaré’s inequality once again, there is b ∈ R
2 such that

∥

∥

∥

∥

u− F∗

(

x

y

)

− b

∥

∥

∥

∥

L1(Q)

≤ C

(

ℓ4E

ε
+ ℓ3E1/2

)

. (4.5)

For y ∈ (y0, y0 + ℓ) we set

fy :=

(

cos(αy)

sin(αy)

)

and e(y) :=

∫

(−1,1)

dist2(Du,K) dx.

By ∂1u
∗ = fy, the fundamental theorem of calculus and (4.1), for almost all such y

we have
∫ 1

−1

(fy − ∂1u(x, y)) dx = (u∗ − u)(1, y)− (u∗ − u)(−1, y) = 0. (4.6)

Let θ ∈ L∞((−1, 1)) and σ ∈ L∞((−1, 1); {1− α, 1 + α}) be such that

dist(Du(x, y),K) = |Du−QθFσ| for almost all x ∈ (−1, 1), (4.7)

where as usualQθ :=

(

cos θ − sin θ

sin θ cos θ

)

and Fσ := e1⊗e1+σe2⊗e2. We set eθ := Qθe1,

so that (4.7) and Hölder’s inequality imply

∫ 1

−1

|∂1u− eθ| dx ≤
∫ 1

−1

|Du−QθFσ| dx =

∫ 1

−1

dist(Du,K) dx ≤
√
2e1/2(y). (4.8)

We write, using (4.6),

∫ 1

−1

fy · (fy − eθ) dx =

∫ 1

−1

fy · (fy − ∂1u(x, y)) dx+

∫ 1

−1

fy · (∂1u(x, y)− eθ) dx

≤
∫ 1

−1

fy · (fy − ∂1u(x, y)) dx+

∫ 1

−1

dist(Du(x, y),K) dx

≤
√
2e1/2(y).

Since |fy| = |eθ| = 1, we have |fy − eθ|2 = 2fy · (fy − eθ). Therefore

∫ 1

−1

|fy − eθ|2 dx = 2

∫ 1

−1

fy · (fy − eθ) dx ≤ 2
√
2e1/2(y).

Finally, with a triangular inequality and using again (4.8) and Hölder’s inequality,

∫ 1

−1

|∂1u− ∂1u
∗| dx ≤

∫ 1

−1

|∂1u− eθ| dx+

∫ 1

−1

|eθ − fy| dx

≤
√
2e1/2(y) + 2

√
2e1/4(y).

This implies

|u(x, y)− u∗(x, y)| ≤ce1/2(y) + ce1/4(y).
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Integrating over Q and using (4.2), this leads to

∫

Q

|u(x, y)− u∗(x, y)| dx dy ≤cℓ
∫ y0+ℓ

y0

[e1/2(y) + e1/4(y)] dy

≤cℓ(ℓE1/2 + ℓE1/4) ≤ cℓ2E1/4

(4.9)

since E ≤ 1. Recalling (4.5) and using the triangle inequality we obtain that there

is F∗ ∈ K such that
∫

Q

∣

∣

∣

∣

F∗

(

x

y

)

− b− fy
1 + αx

α

∣

∣

∣

∣

dx dy ≤ C[ℓ2E1/4 +
ℓ4E

ε
+ ℓ3E1/2].

With Lemma 4.2 below, we get

cαℓ3 ≤ ℓ2E1/4 +
ℓ4E

ε
+ ℓ3E1/2,

or

E ≥ cα min{ℓ4, ε
ℓ
, 1} = cα min{ℓ4, ε

ℓ
}.

Setting ℓ := 1
4ε

1/5 yields the desired lower bound

E ≥ cαε
4/5.

Lemma 4.2. There is c > 0 such that for any F ∈ K, ℓ ∈ (0, 14 ], x0 ∈ [− 1
2 ,

1
2 ],

y0 ∈ R, b ∈ R
2, α ∈ (0, 1], we have
∫

(x0,x0+ℓ)×(y0,y0+ℓ)

∣

∣

∣

∣

F

(

x

y

)

− b− fy
1 + αx

α

∣

∣

∣

∣

dx dy ≥ cαℓ3. (4.10)

Proof. Let q := (x0, x0 + ℓ)× (y0, y0 + ℓ), and define v : q → R
2 by

v(x, y) = F

(

x

y

)

− b− fy
1 + αx

α
.

We compute

Dv(x, y) = F − fy ⊗ e1 − (1 + αx)f⊥y ⊗ e2,

and observe that, since |Fe2| = 1 + sα for some s ∈ {±1} and |fy| = 1,

|Dv| ≥ |Fe2 − (1 + αx)f⊥y | ≥ |(1 + sα)− (1 + αx)| = α|s− x| ≥ 1

4
α,

since x ∈ (x0, x0 + ℓ) ⊂ [− 1
2 ,

3
4 ]. In particular, ‖Dv‖L1(q) ≥ 1

4αℓ
2. Further,

∂xDv(x, y) = −αf⊥y ⊗ e2 and ∂yDv(x, y) = −αf⊥y ⊗ e1 + α(1 + αx)fy ⊗ e2

imply |D2v| ≤ 4α pointwise, and therefore ‖D2v‖L1(q) ≤ 4αℓ2. By the Gagliardo

interpolation inequality

‖Dv‖L1(q) ≤ c‖v‖1/2L1(q)‖D
2v‖1/2L1(q) + cℓ−1‖v‖L1(q),
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which holds for any square q of side ℓ with a universal constant, we deduce

‖v‖L1(q) ≥ cmin

{

ℓ‖Dv‖L1(q),
‖Dv‖2L1(q)

‖D2v‖L1(q)

}

≥ cmin{αℓ3, αℓ2} = cαℓ3,

which is the assertion.

We now give the general proof of the lower bound.

Lemma 4.3. There are c1 > 0 and C > 0 such that for any α ∈ (0, 12 ], any

ε ∈ (0, α], and any u ∈W 1,2(Ω;R2) satisfying the boundary conditions

|u− u∗|(±1, y) ≤ δ (4.11)

for some δ ≤ c1α
3/5ε2/5 one has

Eε[u] ≥ Cα6/5ε4/5.

The proof starts as the simplified one above. We present a self-contained proof,

replicating a couple of initial steps; in particular, the choice of S and Q is identical.

Proof. Let u ∈W 1,2(Ω;R2) with |u− u∗|(±1, y) ≤ δ, and let E := Eε[u]. If E ≥ 1

(this includes in particular the case that D2u is not a bounded measure) there is

nothing to prove, so we can assume E < 1 in the following.

Step 1. We choose a good strip and a good section.

Fix ℓ ∈ (0, 1
16 ], to be chosen later. We choose a strip S := (−1, 1)× (y0, y0 + ℓ) ⊂ Ω

(see Figure 9) such that
∫

S

[dist2(Du,K) + ε|D2u|] dx dy ≤ ℓE, (4.12)

and within this strip a square Q := (x0, x0+ ℓ)× (y0, y0+ ℓ) such that (x0, x0+ ℓ) ⊆
(− 3

4 ,
3
4 ) and

∫

Q

[dist2(Du,K) + ε|D2u|] dx dy ≤ ℓ2E. (4.13)

By Poincaré’s inequality there is an F̂ ∈ R
2×2 with ‖Du− F̂‖L1(Q) ≤ cℓ|D2u|(Q) ≤

cℓ3E/ε, and by the first term in (4.13) there is F∗ ∈ K with ‖Du − F∗‖L1(Q) ≤
cℓ3ε−1E + cℓ2E1/2. We choose x∗ ∈ (x0, x0 + ℓ) such that

∫

I

|Du(x∗, y)− F∗|dy ≤ cℓ2ε−1E + cℓE1/2, (4.14)

where I := (y0, y0 + ℓ).

Step 2. We use (4.12) to obtain control on ∂1(u− u∗).

We recall that

∂1u
∗(x, y) = fy :=

(

cos(αy)

sin(αy)

)

.
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By the fundamental theorem of calculus, for almost all y ∈ I we have
∫ 1

−1

(∂1u(x, y)− fy) dx = (u− u∗)(1, y)− (u− u∗)(−1, y).

At this point the proof differs from the previous one. To obtain the appropriate

scaling in α it is important to separate the longitudinal component of Du, on which

we have better control, from the tangential one.

We take the component along fy and recall the boundary condition (4.11) to

obtain

−2δ ≤
∫ 1

−1

fy · (∂1u(x, y)− fy) dx ≤ 2δ. (4.15)

We observe that, by the structure of K,

|∂1u| ≤ min
a∈S1

(|a|+ |∂1u− a|) ≤ 1 + dist(Du,K). (4.16)

For a fixed y ∈ I we define g : (−1, 1) → R by g(x) := fy · ∂1u(x, y) − 1, and then

set g+ := max{0, g}, g− := max{0,−g}. From (4.15) we obtain

−2δ ≤
∫

(−1,1)

g(x) dx =

∫

(−1,1)

g+(x)dx−
∫

(−1,1)

g−(x) dx,

which we rewrite as
∫

(−1,1)

g−(x) dx ≤ 2δ +

∫

(−1,1)

g+(x) dx.

Therefore
∫

(−1,1)

|g|(x) dx =

∫

(−1,1)

g+(x) dx+

∫

(−1,1)

g−(x) dx ≤ 2δ + 2

∫

(−1,1)

g+(x) dx.

(4.17)

From (4.16) and |fy| = 1 we have

g(x) ≤ |∂1u| − 1 ≤ dist(Du(x, y),K),

which implies g+(x) ≤ dist(Du(x, y),K), so that (4.17) becomes
∫

(−1,1)

|g|(x) dx ≤ 2δ + 2

∫

(−1,1)

dist(Du,K)(x, y) dx.

Integrating over y ∈ I leads to
∫

S

|fy · (∂1u(x, y)− fy)| dx dy =

∫

S

|fy · ∂1u(x, y)− 1| dx dy

≤2δℓ+ 2

∫

S

dist(Du,K) dx dy

≤2δℓ+ 3ℓE1/2,

(4.18)

where in the last step we used Hölder’s inequality, L2(S) = 2ℓ, and (4.12).
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We now estimate the other component of ∂1u − fy, using the same trick as in

Lemma 3.3 of Ref. 6. Let a : S → S1 be a measurable function with |∂1u − a| ≤
dist(Du,K). Using |a− fy|2 = 2− 2a · fy = 2fy · (fy − a) we obtain

∫

S

|a− fy|2 dx dy =2

∫

S

fy · (fy − a) dx dy

≤2

∫

S

[fy · (fy − ∂1u) + dist(Du,K)] dx dy

≤4δℓ+ 9ℓE1/2,

which leads, using Hölder,
√
a+ b ≤ √

a+
√
b, (4.12) and then E ≤ 1, to

∫

S

|∂1u− fy| dx dy ≤
∫

S

[dist(Du,K) + |a− fy|] dx dy

≤3δ1/2ℓ+ 3
√
2ℓE1/4 +

√
2ℓE1/2 ≤ 3δ1/2ℓ+ 6ℓE1/4.

(4.19)

Step 3. We obtain a lower bound on ∂1(u− u∗) from (4.14).

We fix a test function ψ ∈ C∞
c (I; [0, 1]) such that

1

2
ℓ ≤

∫

I

ψ(y) dy and |ψ|(y) + ℓ|ψ′(y)|+ ℓ2|ψ′′(y)| ≤ c for all y ∈ I (4.20)

(this is similar to what done in Lemma 3.6 of Ref. 6). We recall that ∂2u
∗(x, y) =

(1 + αx)f⊥y . Further, from f ′y = αf⊥y we obtain |fy − fy0
| ≤ αℓ for all y ∈ I and

therefore

|∂2u∗(x∗, y)− (1 + αx∗)f
⊥
y0
| = (1 + αx∗)|fy − fy0

| ≤ (1 + α)αℓ ≤ 1

8
α

for all y ∈ I, since we chose ℓ ≤ 1/16. Let F∗ ∈ K be the matrix entering (4.14).

The vector (1+αx∗)f
⊥
y0

has length 1+αx∗; the vector F∗e2 has length either 1+α

or 1− α. From x∗ ∈ (− 3
4 ,

3
4 ) we obtain |F∗e2 − ∂2u

∗(x∗, y0)| ≥ 1
4α, so that there is

b ∈ S1 with

1

8
α ≤ b · (F∗e2 − ∂2u

∗(x∗, y)) for all y ∈ I.

With (4.14) and (4.20)

1

16
αℓ ≤

∫

I

1

8
αψ(y)dy ≤ b ·

∫

I

(F∗e2 − ∂2u
∗(x∗, y))ψ(y)dy

≤b ·
∫

I

∂2(u− u∗)(x∗, y)ψ(y)dy + cℓ2ε−1E + cℓE1/2.

We compute

b ·
∫

I

∂2(u− u∗)(x∗, y)ψ(y)dy =− b ·
∫

I

(u− u∗)(x∗, y)ψ
′(y)dy

≤cδ − b ·
∫

(−1,x∗)×I

∂1(u− u∗)(x, y)ψ′(y) dx dy
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where in the second step we used the boundary condition |u−u∗|(−1, y) ≤ δ, (4.20)

and |b| = 1. We write b = −g1(y)fy−g2(y)f⊥y , with g1(y) := −b·fy, g2(y) := −b·f⊥y .

Inserting this in the previous expression gives

1

16
αℓ ≤c

(

δ + ℓ2ε−1E + ℓE1/2
)

+

∫

(−1,x∗)×I

g1(y)fy · ∂1(u− u∗)(x, y)ψ′(y) dx dy

+

∫

(−1,x∗)×I

g2(y)f
⊥
y · ∂1(u− u∗)(x, y)ψ′(y) dx dy.

We distinguish three cases, depending on which of the three terms is larger. In case

I,

αℓ ≤ cδ + cℓ2ε−1E + cℓE1/2. (4.21)

In case II,

αℓ ≤ c

∫

(−1,x∗)×I

g1(y)fy · ∂1(u− u∗)(x, y)ψ′(y) dx dy; (4.22)

and in case III,

αℓ ≤ c

∫

(−1,x∗)×I

g2(y)f
⊥
y · ∂1u(x, y)ψ′(y) dx dy (4.23)

(one term drops since f⊥y · ∂1u∗ = 0). The three cases shall be brought together in

Step 4.

In case II, recalling (4.20) and |g| ≤ 1,

αℓ ≤ c

ℓ

∫

(−1,1)×I

|fy · ∂1(u− u∗)(x, y)| dx dy; (4.24)

and with (4.18) we obtain

αℓ ≤ cδ + cE1/2. (4.25)

Consider now case III. This case is more complex, and is the one leading indeed

to the optimal scaling. We proceed as in Lemma 3.6 of Ref. 6. For every G ∈ K

there is σ ∈ {±1} such that (1+σα)Ge1 = −(Ge2)
⊥. For every (x, y) ∈ S we choose

G ∈ K such that |Du−G| = dist(Du,K), and observe that

(∂2u)
⊥ = ((Du−G)e2)

⊥ + (Ge2)
⊥ = ((Du−G)e2)

⊥ − (1 + σα)Ge1

= ((Du−G)e2)
⊥ + (1 + σα)((Du−G)e1)− σα∂1u− ∂1u,

all evaluated at (x, y). Taking the component perpendicular to fy leads to

|f⊥y · (∂1u+ (∂2u)
⊥)| ≤2|Du−G|+ α|f⊥y · ∂1u|

≤2dist(Du,K) + α|∂1u− fy|.
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Therefore (4.23) leads to

αℓ ≤c
∫

(−1,x∗)×I

g2(y)f
⊥
y · ∂1u(x, y)ψ′(y) dx dy

≤− c

∫

(−1,x∗)×I

g2(y)fy · ∂2u(x, y)ψ′(y) dx dy

+ c‖ψ′‖L∞

∫

(−1,x∗)×I

[2dist(Du,K) + α|∂1u− fy|] dx dy.

We subdivide case III further, depending on which of the two terms is larger. In

case (IIIA), the second is the largest, and recalling (4.20), (4.12) and (4.19), we

obtain

αℓ ≤ c‖ψ′‖L∞

∫

S

[2dist(Du,K) + α|∂1u− fy|] dx dy ≤ c

ℓ
[ℓE1/2 + αδ1/2ℓ+ αℓE1/4].

(4.26)

In case (IIIB) instead, using fy · ∂2u∗ = 0, integrating by parts and recalling f ′y =

αf⊥y ,

1

c
αℓ ≤−

∫

(−1,x∗)×I

∂2u(x, y) · fyg2(y)ψ′(y) dx dy

=−
∫

(−1,x∗)×I

(∂2u− ∂2u
∗)(x, y) · fyg2(y)ψ′(y) dx dy

=

∫

(−1,x∗)×I

(u− u∗)(x, y) · (fyg2(y)ψ′(y))′ dx dy

=

∫

(−1,x∗)×I

(u− u∗)(x, y) · fy(g2(y)ψ′(y))′ dx dy

+

∫

(−1,x∗)×I

(u− u∗)(x, y) · f⊥y αg2(y)ψ′(y) dx dy.

(4.27)

With |g2| ≤ 1, |g′2| ≤ 1, and (4.20), this reduces to

αℓ ≤ c

ℓ2

∫

S

|(u− u∗)(x, y) · fy| dx dy

+
cα

ℓ

∫

S

|(u− u∗)(x, y) · f⊥y | dx dy.

In each term we use Poincaré’s inequality in the x direction and the boundary data

to get

αℓ ≤cδ
ℓ
+

c

ℓ2

∫

S

|fy · ∂1(u∗ − u)(x, y)| dx dy

+
cα

ℓ

∫

S

|f⊥y · ∂1(u∗ − u)(x, y)| dx dy.
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With (4.18) and (4.19),

αℓ ≤cδ
ℓ
+

c

ℓ2
[δℓ+ ℓE1/2] +

cα

ℓ
[δ1/2ℓ+ ℓE1/4]

≤ c
δ

ℓ
+ cαδ1/2 + c

1

ℓ
E1/2 + cαE1/4.

(4.28)

Step 4. Conclusion.

At this point we have shown the existence of a universal constant c∗ > 0 such that

for any choice of ℓ ∈ (0, 1
16 ] one of the following holds. In case I, from (4.21) we

have

αℓ ≤ c∗δ + c∗ℓ
2ε−1E + c∗ℓE

1/2.

In case II, from (4.25) we have

αℓ ≤ c∗δ + c∗E
1/2.

In case IIIA, from (4.26) we have

αℓ ≤ c∗αδ
1/2 + c∗αE

1/4 + c∗E
1/2.

In case IIIB , from (4.28) we have

αℓ ≤ c∗
δ

ℓ
+ c∗αδ

1/2 + c∗
1

ℓ
E1/2 + c∗αE

1/4.

It remains to choose ℓ. We assume that

c∗δ ≤
1

3
αℓ2 and c∗δ

1/2 ≤ 1

3
ℓ, (4.29)

so that all δ-dependent terms in the above equations can be absorbed in the left-

hand side. We remark that the first condition is the most stringent one for small α.

Then the four cases above can be summarized in the estimate

E ≥ cmin{αε
ℓ
, α2, α2ℓ2, α2ℓ4, ℓ4} = cmin{αε

ℓ
, α2ℓ4}

where we eliminated irrelevant terms using α ≤ 1 and ℓ ≤ 1. We finally set ℓ :=
1
16 (ε/α)

1/5, and obtain E ≥ cα6/5ε4/5. If the constant c1 in the statement is chosen

appropriately (depending only on c∗) then the assumption δ ≤ c1α
3/5ε2/5 implies

(4.29).

4.2. The lower bound in Theorem 2.3

Lemma 4.4. For any m ≥ 1 there exists cm > 0 such that for any α ∈ (0, 12 ],

ε ∈ (0, α], and u ∈ Sex ∩ S(m)
onescale we have

Eε[u] ≥ cmα
5/4ε3/4.

Proof. Let u ∈ Sex ∩S(m)
onescale as in the statement, h ∈ (0, 1] be as in the definition

of S
(m)
onescale, and E := Eε[u]. For y0 ∈ (−1, 1− h) we consider the square Qh(y0) :=
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(1 − h, 1) × (y0, y0 + h) as in Definition 2.2. We consider the set Gm,h
+ of the y ∈

(−1, 1 − h) such that u has no microstructure in Qh(y0), defined in (2.21). Using

Fubini’s theorem we estimate
∫

Gm,h
+

∫

Qh(y0)

dist2(Du,K) dx dy dy0 ≤ h

∫

(1−h,1)×(−1,1)

dist2(Du,K) dx dy

≤ hE.

Since by assumption L1(Gm,h
+ ) ≥ 1

m we can choose y0 ∈ Gm,h
+ (fixed for the rest of

the proof) such that
∫

Q

dist2(Du(x, y),K) dx dy ≤ mhE,

where for brevity we write Q := Qh(y0). By the definition of Gm,h
+ there is J ∈

{A,B} such that
∫

Q

dist2(Du, SO(2)J) dx dy ≤ m

∫

Q

dist2(Du,K) dx dy.

We are now in position to apply the geometric rigidity estimate in Th. 3.1 of Ref. 16

to the function u ◦ J−1 on the set JQ and conclude that there exists R ∈ SO(2)

such that
∫

Q

|Du−RJ |2 dx dy ≤ c

∫

Q

dist2(Du, SO(2)J) dx dy ≤ chE

with a constant c = c(m) (from now on all constants may depend implicitly on m).

By Poincaré’s inequality and the trace theorem, there exists b ∈ R
2 such that, with

F := RJ ∈ K,

∫

∂Q

∣

∣

∣

∣

u− F

(

x

y

)

− b

∣

∣

∣

∣

2

dH1(x, y) ≤ ch

∫

Q

|Du− F |2 dx dy ≤ ch2E.

But since u(1, y) = 1+α
α fy, we have

∫ h

0

∣

∣

∣

∣

1 + α

α

(

cos(α(t+ y0))

sin(α(t+ y0))

)

− b− F

(

1

t+ y0

)∣

∣

∣

∣

2

dt ≤ ch2E.

On the other hand,

min
b∈R2

min
F∈R2×2

min
y∈R

∫ h

0

∣

∣

∣

∣

1 + α

α

(

cos(α(t+ y))

sin(α(t+ y))

)

− b− F

(

1

(t+ y)

)∣

∣

∣

∣

2

dt

≥C
∫ h

0

α2t4dt = Cα2h5.

(4.30)

(The inequality (4.30) can be proved by passing to complex notation. Since

eiα(t+y) = eiαteiαy and |eiαy| = 1, the result for general y is easily reduced to

the case y = 0. One is then left to estimate how well α
1+αe

iαt can be estimated in
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L2(0, h) by an affine function. The answer is driven by the quadratic term in its

Taylor expansion.) Altogether, we have

Cα2h5 ≤ h2E

which is the same as E ≥ Cα2h3. On the other hand, the condition (2.22) implies

E ≥ cεα
h . Combining these two lower bounds, we get the desired bound

E ≥ cmin
h′>0

max{α2(h′)3,
αε

h′
} = cα5/4ε3/4.

where the latter infimum is attained at h′ = (ε/α)1/4.
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