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ABSTRACT
Substituent effects on the carbon–carbon bonds of hydrocarbons have been a topic of interest
within the past seven decades as resultant information would enable one to tune the activity of CC
bonds. However, current assessments of the C≡C, C=C, and C−Cbond strength of acetylene, ethy-
lene, and ethane as well as their derivatives rely on indirect measures such as bond length and bond
dissociation enthalpy. In this work, we introduce a quantitative measure of the intrinsic strength of
C≡C, C=C, and C−C bonds for a set of 40 hydrocarbon systems consisting of 3 parent structures,
36 hydrocarbon derivatives involving CF3, CH3, CHO, F, NH2, or OH groups, and a conjugated sys-
tem, based on vibrational spectroscopy. Local mode force constants ka(CC) were computed at the
CCSD(T)/cc-pVTZ level of theory for systems 1–32 and 34–40 and CCSD(T)/cc-pVDZ for 33. From
ka(CC), we derived related bond strength orders BSO n(CC) in order to provide quantitative mea-
sures of intrinsic bond strength. Topological electron density and natural population analyses were
carried out as to analyze the nature of these bonds and complement bond strength measures. For
substituted hydrocarbon systems, we found the strengthening/weakening of the CC bonds occurs
as the covalent nature of the bond increases/decreases by means of varying charge delocalizations.
Our findings provide new guidelines for desirably modulating C≡C, C=C, and C−C bond strength
and for the design of prospective pathways for bond cleavage reactions.
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1. Introduction

Hydrocarbons represent the most basic class of organic
molecules and remain predominant benefactors within
petroleum [1,2], plastic [3,4], textile [5], and pharmaceu-
tical industries [6]. Because such systems contain solely
C and H atoms, which have a small electronegativity dif-
ference, their CC and CH bonds are largely non-polar.
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A single table containing the atomic Cartesian coordinates for the molecules 1–40 are given in the Supporting Information.
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Understanding the general framework of hydrocarbon
systems has enabled chemists to devise e!ective methods
for the cleavage of CC bonds in order to synthesise com-
plex molecular architectures which are challenging to do
otherwise. Typically, transition metals and ligands have
been used to catalyse CC cleavage reactions via CC bond
activation [7–13]. Determining how one could weaken
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CC bond would be bene"cial towards this subject mat-
ter as the breakage of weakened CC bonds would require
less energy.

Substitution with various functional groups can cause
partial polarisation (δ+, δ−) within these systems where
the formation of electron-rich and electron-de"cient
regions gives a way to modulate the strength and chem-
ical activity of CC bonds. The strength of CC bonds is
important within the "eld of polymer chemistry, where
for example, substituent-controlled CC bond cleavage
reactions are of interest [14]. For hydrocarbons substitu-
tion e!ects are observed as stabilising electron delocal-
isations (i.e. charge transfers) [15–17] and are classi"ed
as electron-withdrawing/donating inductive e!ects (i.e.
transmitted through bond or through space) [18–21],
mesomeric e!ects (i.e. resonance e!ects) [20,22–24],
electrometric e!ects (i.e. the temporary displacement of
π electrons resulting from reagent attack) [6,25], charge-
shift bonding (i.e. refers to the stabilising resonance
interaction between the covalent and ionic structures of
a bond) [26], and hyperconjugation e!ects (e.g. nega-
tive, positive, and neutral) [25,27–30]. Previously, the
e!ect of substitution on carbon–carbon bond properties
have been evaluated in terms of bond length [15,31–33],
atomic radii [31,34], bond angle [15,32,35], torsional
angle (dihedral angle) [32], bond path angle [35], rota-
tional constants [36], relative bond energy (e.g. bond dis-
sociation energy) [33,37–42], ionisation energy [43,44],
strain energy [45,46], resonance energy (RE) of cova-
lent and ionic contribution [26,47], rotational energy
barrier [15,48], enthalpy of formation [49], enthalpy of
hydrogenation [50,51], heats of combustion [41,51], elec-
tronic chemical potential [52], rehybridisation [53–55],
chemical hardness [52,56,57], chemical reactivity [57],
acidities [58], NMR chemical shift [59], inductive/polar
substituent constant [60,61], charge-shift bond character
[26,47], distribution of atomic charge and electronic den-
sity population at a bond critical point (BCP) [34,62],
charge density di!erence [29,37,45], dipole moment
[15,18,52,63], bond order [38], coupling constant [64],
and vibrational frequency [42,65]. As well, the follow-
ing have been used to describe substituent e!ects on
hydrocarbon bonds: bent-bonds (i.e. banana bonds) [66],
gauche e!ects [35], coulombic interactions [29], van der
Waals repulsions [67], steric repulsions between H atoms
[68], and lone pair π -back bonding [69].

Despite the many investigations conducted on substi-
tuted hydrocarbon systems, there has been no quantita-
tive assessment involving a reliable bond strength param-
eter to evaluate the e!ect substituents have on the intrin-
sic bond strength of carbon–carbon bonds. Bond disso-
ciation energy (BDE) is used to quantify the strength of
chemical bonds because it is interpreted as a measure of

bond energy. Cremer and co-workers demonstrated that
the BDE is inadequate for determining molecular intrin-
sic bond strengths in cases beyond diatomic molecules
because the stabilisation energy includes the electronic
reorganisation and geometrical relaxation of the frag-
ments [70]. In addition to BDE, vibrational frequencies
[71], bond (electron) density [69,72], and bond length
[34,73] have been shown to be inadequate descriptors of
bond strength. Moreover, previous work showed a good
correlation between CC bond lengths and electron den-
sities at the bond critical point (BCP) for ethane and
derivatives [74,75]; but for substituted systems of acety-
lene and ethylene, a poor correlation was analysed [34].
The local mode force constant ka, obtained through the
local vibrational mode analysis (de"ned as LVMAbelow)
originally introduced byKonkoli andCremer [71,76–78],
e!ectively probes the intrinsic strength of a bond/weak
interaction [79] as this quantitative measure does not
require bonds/interactions to be dissociatedwhich allows
the geometry and electronic structure of a bond to be
preserved. The localmode force constant ka has been suc-
cessfully used to systematically investigate the strength of
single and multiple covalent bonds of the following: C2
[80], mono-substituted benzenes [81], carbon-halogen
bonds [82,83], and ultra-long C−C bonds [84,85].

Quantitative descriptions for the CC bonds of sub-
stituted hydrocarbon systems are important for under-
standing how substituent e!ects weaken or strengthen
the CC bonds. In this work, we applied LVMA to obtain
adequate descriptors of intrinsic bond strength for the
C≡C, C=C, andC−Cbonds of 36 hydrocarbon deriva-
tives and their parent compounds as well as a conjugated
hydrocarbon system as shown in Figure 1. The goals
of this work are: (i) to quantitatively assess the intrin-
sic bond strengths of C≡C, C=C, and C−C bonds for
substituted hydrocarbons, (ii) to determine to what mag-
nitude does substitution modulate the intrinsic strengths
of C≡C,C=C, andC−Cbonds, (iii) to provide a deeper
understanding as to how the selected substituents result
in weaker or stronger C≡C, C=C, and C−C intrinsic
bond strengths.

2. Methodology

To analyse the e!ects of substituents onC≡C,C=C, and
C−C intrinsic bond strengths, the equilibrium geome-
tries and vibrational frequencies for a subset of sub-
stituted hydrocarbon complexes, involving CF3, CH3,
CHO, F, NH2, or OH groups, their parent compounds,
and a conjugated system (Figure 1) were obtained using
frozen core coupled-cluster theory with singles, doubles,
and perturbative triples (CCSD(T)) [86] in combination
with Dunning’s cc-pVTZ basis set of triple-ζ quality
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Figure 1. A summary of the natural bond orbital charges (NBO) for the atoms/functional groups of systems 1–40. The CCSD(T)/cc-pVTZ
level of theory was used for systems 1–32 and 34–40while CCSD(T)/cc-pVDZ was used for system 33. The NBO charges for C atoms are
shown in black, H atoms in green, and corresponding substituent groups in pink.

[87–89]. It is noted that the CCSD(T)/cc-pVDZ level of
theory was used for 33 due to the size of the system
(eighteen heavy atoms are present). All CCSD(T) calcu-
lations were carried out using a convergence criterion of
10−9 for self-consistent "eld iterations and CC ampli-
tudes and a criterion of 10−7 hartree/bohr was used for
geometry iterations and forces. Inmost cases, the coupled
cluster calculations were performed with the CFOUR
programversion 2.00 [90,91], although some calculations
utilised a local development version with an improved
integral transformation step. For all systems, CCSD(T)
frequency calculationswere performed via analytical sec-
ond CCSD(T) derivatives [92,93] with the exception of
systems 22, 26, 31, 32, 33, 35, and 37 for which "nite dif-
ference procedures were used. After geometry optimisa-
tions, local vibrational mode analysis (LVMA) was used
to derive quantitative (intrinsic) bond strength descrip-
tors for all CC bond types using the LModeA software
package [79,94]. Because LVMA has been thoroughly
explained in Reference [79], only the heart of LVMA is
presented below.

Vibrational normal modes provide comprehensive
descriptions about bonding interactions and electronic
structure of molecules. Normal vibrational modes of
polyatomic systems are prone to electronic coupling
and mass coupling, the coupling results in delocalised
molecular motions (bond stretching/angle bending)
where, along with the bond of interest, the motions of
additional atoms and/or bonds within the system are
considered. Thus, because normal vibrational modes are

not restricted to particular bonds, they cannot be imme-
diately used to assess intrinsic bond strength. Regarding
Wilson’s secular equation of molecular vibration [95],
the electronic coupling of the normal vibrational modes
is attributed to the o!-diagonal elements of the force
constant matrix Fq

FqD = G−1D$ (1)

where q denotes internal coordinates. The Wilson mass-
matrix is represented by G, the eigenvector matrix
D is comprised of vibrational eigenvectors dµ (µ =
1,. . . ,Nvib), and the diagonal matrix $ consists of vibra-
tional eigenvalues λµ (λµ = 4π2c2ω2

µ, c = constant for
the speed of light) whereωµ are the harmonic vibrational
frequencies of the normal mode vectors dµ expressed
in cm−1.

The solution to Equation (1) involves the diagonalisa-
tion of the force constant matrix Fq which involves the
transformation of Cartesian coordinates to normal coor-
dinates Q. The solution yields a diagonal force constant
matrix K = FQ

K = FQ = D†FqD (2)

that is given in normal coordinatesQ and is not subject to
electronic coupling (Equation 2). From Equation (2), one
can derive harmonic vibrational frequencies. Nonethe-
less, the kinematic coupling between modes remains.
As demonstrated by Konkoli and Cremer, the kinematic
(mass) coupling is eliminated by solving mass-decoupled



4 A. A. ANN DELGADO ET AL.

Euler Lagrange equations and results in local vibrational
modes [76,77,96,97]. Unlike normal vibrational modes,
the local vibrationalmodes (ai) are free of all mode-mode
coupling

ai =
K−1d†

i

diK−1d†
i

(3)

enabling the local modes to be con"ned to a particu-
lar bond. Regarding Equation (3), the local mode vector
ai corresponds to the i-th internal coordinate qi (qi =
bond length, bond angle, dihedral angle, or puckering
coordinate). Expressing the local vibrational modes ai
in internal coordinates i allows for these modes to be
independent from the type of coordinates used to spec-
ify the molecular system of interest. Via the Adiabatic
Connection Scheme (ACS) of Zou and Cremer [78,97], it
was demonstrated that the normal and local vibrational
modes are directly related on a one-to-one basis.

To every local mode ai a corresponding local mode
force constant kai and local vibrational frequency ωa

i can
be de"ned via

kai = a†
i Kai = (diK−1d†

i )
−1 (4)

and

(ωa
i )

2 = 1
4π2c2

kai G
a
i,i (5)

where the diagonal element of the Wilson G matrix Ga
i,i

contains information pertaining to the mass of the local
mode ai. Measures of ka (i.e. ka = kai ) do not rely upon
atomic masses and only on changes in electronic struc-
ture (e.g. related to changing a substituent). Thus, ka
captures pure electronic e!ects and can be directly used
to assess the intrinsic strength of molecular bonds and
interactions.

A local mode force constant ka can be transformed
into a measure of bond strength order (BSO) according
to the generalised Badger rule derived by Cremer, Kraka,
and co-workers [98,99] through the power relationship:

BSO n = a(ka)b (6)

The ka values of two reference compounds of well-known
bond orders were used in order to obtain constants a
and b. It is assumed that where ka is zero the BSO n
value is also zero. As reported in the work of Kraka and
co-workers [98], di!erent chemical bonds that are com-
posed of atoms of the same period can be related to a
single power relationship (see Equation (6)). Thus, we
derive the various C≡C, C=C, and C−C bond orders
using the same force constant–bond order relationship.
For C≡C, C=C, and C−C bonds C2H4 (14) and C2H6
(27) were used as reference molecules with BSO n val-
ues of 2.00 and 1.00, respectively. The a and b constants

were determined to be 0.277 and 0.890, respectively. To
determine the BSO n(CC) value for 33 the reference
molecules, C2H4 and C2H6, were recomputed at the
CCSD(T)/cc-pVDZ level of theory. The a and b constants
were determined to be 0.233 and 0.968, respectively.

Natural population charges ofCCSD(T)were obtained
from the natural bond orbital (NBO) analysis [100,101]
with the NBO6 program [102]. Using the AIMAll pro-
gram, electron density ρc and energy density Hc val-
ues at C≡C, C=C, and C−C bond critical points
rc (BCP), from CCSD(T), were determined [103]. The
Cremer–Kraka criterion was used to distinguish bond
nature of C≡C, C=C, and C−C bonds where cova-
lent bonding is represented by negative energy density
Hc values (Hc < 0) and electrostatic interactions are
denoted by positive energy density Hc values (Hc > 0)
[69,72,104].

Charge transfer stabilisation energies ((E(2)) derived
from second-order perturbation theory require canon-
ical HF orbitals or Kohn–Sham orbital from DFT. The
latter has the advantage of accounting for electron corre-
lation e!ects. Therefore, we utilised ωB97X-D/cc-pVTZ,
a reliable functional that is well-known to reproduce
CCSD(T) energies and geometries [105], to compute
(E(2) values.

3. Results and discussion

In the following, the results of 40 hydrocarbon deriva-
tives and their parent compounds as well as a conjugated
hydrocarbon system possessing single, double, and/or
triple CC bonds are presented. First, we present the gen-
eral trends which are observed with respect to the local
mode force constant ka values of the targeted CC single,
double, and triple bonds. Secondly, the nature of all CC
bond interactions is discussed with respect to the energy
density Hc. Third, a comprehensive overview about the
BSO n(CC) values, which we derive directly from the
local mode force constant ka values, is given.

3.1. General trends

The calculated NBO charges of systems 1 –40 are shown
in Figure 1 where systems are grouped based upon the
type of CC bond. Molecules 1–40 are categorised into
four groups. Group 1 consists of systems with C≡C
bonds such as acetylene and its mono-substituted and di-
substituted counterparts (1–13). The C=Cbonds within
Group 2 are those of ethylene and cis-/trans- substi-
tuted systems (14–26). Group 3 pertains to C−C bonds
and includes ethane and di-/tetra- substituted systems
(27 –39) and Group 4 represents a conjugated system
having C≡C, C=C, and C−C bonds (40). Group 1
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Table 1. CC bond distances (R), local mode frequencies (ωa), local mode force constants (ka), bond strength orders (BSO n), electron
densities (ρc), energy densities (Hc), and the energy density ratios (Hcρc

) for molecules 1-40, calculated at the CCSD(T)/cc-pVTZ level of
theory with the exception of 33which was computed using CCSD(T)/cc-pVDZ.

# Molecule, Symmetry R ωa ka BSO ρc Hc Hc
ρc

(Å) (cm−1) (mdyn/Å) n (e/Å3) (h/Å3) (h/e)

CC triple bonds
1 HC ≡ CH, D∞h 1.210 2140 16.191 3.307 2.783 −4.631 −1.664
2 F−C≡ C−H, C∞v 1.203 2172 16.671 3.394 2.640 −4.558 −1.727
3 F−C≡ C−F, D∞h 1.193 2231 17.588 3.560 2.616 −4.453 −1.702
4 HO−C≡ C−H, Cs 1.208 2149 16.318 3.330 2.658 −4.570 −1.719
5 HO−C≡ C−OH, C2 1.203 2156 16.437 3.352 2.628 −4.403 −1.675
6 F3C−C≡ C−H, C3v 1.208 2146 16.287 3.325 2.775 −4.666 −1.681
7 F3C−C≡ C−CF3, D3h 1.206 2151 16.370 3.340 2.770 −4.701 −1.697
8 H3C−C≡ C−H, C3v 1.211 2133 16.079 3.287 2.754 −4.641 −1.685
9 H3C−C≡ C−CH3, D3h 1.212 2128 16.006 3.274 2.743 −4.565 −1.664
10 H2N−C≡ C−H, Cs 1.211 2127 15.997 3.272 2.691 −4.603 −1.710
11 H2N−C≡ C−NH2, C2 1.212 2114 15.798 3.236 2.656 −4.391 −1.653
12 OHC−C≡ C−H, Cs 1.213 2114 15.792 3.235 2.769 −4.585 −1.656
13 OHC−C≡ C−CHO, C2 1.217 2082 15.319 3.148 2.753 −4.560 −1.657

CC double bonds
14 H2C=CH2, D2h 1.337 1613 9.201 2.000 2.379 −3.149 −1.324
15 F(H)-C=C-(H)F (cis-), C2v 1.330 1637 9.467 2.051 2.467 −3.317 −1.344
16 F(H)-C=C-(H)F (trans-),Cs 1.330 1632 9.412 2.041 2.474 −3.333 −1.347
17 HO(H)-C=C-(H)OH (cis-), C1 1.336 1618 9.252 2.010 2.422 −3.212 −1.326
18 HO(H)-C=C-(H)OH (trans-), C1 1.342 1459 7.527 1.673 2.394 −3.141 −1.312
19 F3C(H)-C=C-(H)CF3 (cis-), C2 1.335 1614 9.203 2.000 2.378 −3.203 −1.334
20 F3C(H)-C=C-(H)CF3 (trans-), C2h 1.331 1629 9.375 2.034 2.402 −3.203 −1.334
21 H3C(H)-C=C-(H)CH3 (cis-), C2v 1.341 1591 8.953 1.952 2.375 −3.118 −1.313
22 H3C(H)-C=C-(H)CH3 (trans-), C2h 1.339 1601 9.062 1.973 2.380 −3.136 −1.318
23 H2N(H)-C=C-(H)NH2 (cis-), C2 1.341 1594 8.980 1.957 2.382 −3.127 −1.313
24 H2N(H)-C=C-(H)NH2 (trans-), C1 1.340 1589 8.923 1.946 2.391 −3.172 −1.327
25 OHC(H)-C=C-(H)CHO (cis-), Cs 1.350 1548 8.469 1.858 2.334 −3.018 −1.293
26 OHC(H)-C=C-(H)CHO (trans-), C2h 1.344 1562 8.630 1.889 2.366 −3.096 −1.308

CC single bonds
27 H3C-CH3, D3d 1.529 1093 4.223 1.000 1.651 −1.489 −0.902
28 F((H)2)-C-C-((H)2)F, C2h 1.516 1119 4.429 1.043 1.816 −1.728 −0.951
29 (F)2(H)-C-C-(H)(F)2, C2h 1.522 1120 4.433 1.044 1.899 −1.819 −0.958
30 (HO)(H)2-C-C-(H)(OH), C2h 1.515 1128 4.496 1.057 1.796 −1.704 −0.949
31 (HO)2(H)-C-C-(H)(OH)2, C2 1.539 1054 3.926 0.937 1.788 −1.629 −0.911
32 F3C((H)2)-C-C-((H)2)CF3, C2h 1.526 1093 4.223 1.000 1.668 −1.512 −0.906
33 (F3C)2(H)-C-C-(H)(CF3)2, C2 1.552 1052 3.910 0.871 1.544 −1.205 −0.781
34 H3C((H)2)-C-C-((H)2)CH3, C2h 1.529 1081 4.129 0.980 1.678 −1.518 −0.905
35 (H3C)2(H)-C-C-(H)(CH3)2, C2h 1.542 1043 3.843 0.919 1.650 −1.448 −0.878
36 H2N((H)2)-C-C-((H)2)NH2, C2h 1.522 1100 4.280 1.012 1.742 −1.616 −0.927
37 (H2N)2(H)-C-C-(H)(NH2)2, Ci 1.533 1074 4.075 0.969 1.754 −1.599 −0.912
38 OHC((H)2)-C-C-((H)2)CHO, C2h 1.519 1105 4.313 1.019 1.694 −1.559 −0.920
39 (OHC)2(H)-C-C-(H)(CHO)2, C2h 1.557 957 3.237 0.789 1.521 −1.273 −0.837

CC bondmix
40 H2C=C-(H)C#C-H, Cs

triple bond 1.214 2111 15.761 3.229 2.751 −4.604 −1.674
double bond 1.344 1580 8.824 1.927 2.353 −3.083 −1.310
single bond 1.434 1266 5.662 1.298 1.949 −2.189 −1.123

is organised by beginning with the parent compound
(acetylene) and alternating between mono-substitution
and di-substitution starting from the substituent which
has the greatest strengthening e!ect on the C≡C bond
to the substituent which has the least e!ect on the C≡C
bond. For Group 2, after ethylene, only substitutions in
cis- and trans-con"gurations were considered, the sys-
tems were organised by a substituent as done in Group
1. In Group 3, we begin with ethane and proceed to
only di-substituted and tetra-substituted systems, where
the systems were organised by substituent as done in
Groups 1 and 2. Table 1 summarises CC bond distances,
localmode frequenciesωa, localmode force constants ka,

bond strength orders BSO n, electron densities ρc, energy
densities Hc, and their ratios Hc

ρc
for systems 1 –40. The

data of Table 1 are organised in the same manner as that
done within Figure 1; note that for the conjugated system
of Group 4 the data is presented starting from the C≡C
bond ending with the C−C bond.

Figure 2 shows the correlation between the bond
strength order BSO n(CC) and the CC local mode force
constant ka (Figure 2). The color scheme of Figure 2 is as
follows: red data points represent Group I systems, green
data points represent Group 2 systems, and blue data
points denote Group 3 systems. The circular data points
within Figure 2 represent the parent systems (1, 14, 27).
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Figure 2. Bond strength order (BSO) n values of 1-39 calculated from ka via Equation (6). The CCSD(T)/cc-pVTZ level of theory was used
for systems 1–32 and 34–39 and CCSD(T)/cc-pVDZ was used for system 33. The red points denote Group 1 systems, the green points
indicate Group 2 molecules, and the blue points represent systems of Group 3.

The triangle data points represent themono-, cis-, and di-
substitutions of C2H2, C2H4, and C2H6. The square data
points represent the di-, trans-, and tertral-substitutions
of C2H2, C2H4, and C2H6.

Figure 3 shows the relationship between the CC
local mode force constant ka and the corresponding CC
bond lengths of molecules 1–39. It is noted that the
computed CC bond lengths for all parent systems (see
Table 1) are in agreement with their experimental coun-
terparts [106–108]. In general, it is widely believed that
a longer bond distance equals a weaker bond. However,
asmentioned earlier, previous publications involving var-
ious bonding scenarios have demonstrated that this is
not always the case [70,73,85,109–111]. As shown in
Figure 3, there exists an inverse exponential correlation
between bond strength and bond length (R2 = 0.992).
In this present study, a large deviation from this rela-
tionship is observed only for molecule 18 which was
found to be weaker than other double bonds of similar
length.

3.2. Carbon–Carbon bond nature

How a substituent modulates the CC bonds attributed
to acetylene, ethylene, and ethane di!ers due to the

variation of s-character on carbon. As the s-character on
the carbon atoms increases (sp3 < sp2 < sp) the attrac-
tive forces (covalent character) between the electrons and
nucleus increase to result in a shorter/stronger CC bond
[19,24]. The σ bond is held primarily responsible for the
stability of hydrocarbon systems as the overlapping of s-
orbitals, in comparison to theπ-overlapping of p-orbitals
to form π bonds, which allocates electron density above
and below the plane of theCCbond, localises the electron
density along the plane of the carbon atoms [112].

From Figure 4, we observe the correlation between the
local mode force constant ka and energy density Hc (i.e.
covalent bond character) to be exceptional (R = 0.990);
outliers 3, 5, 11, 18, and 39 demonstrate that the local
mode force constant, unlikeHc, does not re#ect the elec-
tronic structure at only a single point (i.e. bond critical
point, rc) but considers, overall, the electronic environ-
ment of atoms and the bond which they constitute [79].
In particular, this trend is very poor for C≡C triple
bonds. With regard to 2, 3, 4 and 5 the di-substitution
causes the energy density at the C≡C BCP (Hc) to
increase further (covalent character decreases) alongside
increasing bond strength (see Table 1 and Figure 4). Such
discrepancies can be a result of the fact that for mono-
substituted species the polarisation of the CC bond shifts
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Figure 3. The local mode force constant (ka) plotted against the corresponding CC bond lengths belonging to systems 1–39. Bond
distance values calculated at the CCSD(T)/cc-pVTZ level of theory for molecules 1–32; 34–39 and that of 33 was computed at the
CCSD(T)/cc-pVDZ level of theory. An exponential fit on this relationship yields an R2 value of 0.992, respectively.

Figure 4. The correlation between the local mode force constant (ka) and energy density values Hc for all systems investigated, for
systems 1–32; 34–39 values were calculated at the CCSD(T)/cc-pVTZ level of theory while those of 33were tabulated using CCSD(T)/cc-
pVDZ methodology. An R2 value of 0.990 resulted from fitting an exponential model to the data.
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the BCP away from the centre. As well, in this study, the
electron density ρc and energy densityHc values measure
local features which pertainmore to the σ bonds than the
π bonds. Thus, in the case that an electronegative sub-
stituent favours an increase of density within theπ region
over the σ region one may see the overall electron ρc and
energy density Hc values at the BCP to decrease, even if
the density within the π region increases, as ρc and Hc
values re#ect the electronic structure at a single point rc
that pertains more to the σ region. On another note, we
do observe a general trend for the C=C and C−C bond
strengths where the strength of such CC bonds decreases
in parallel with decreasing covalent character.

3.3. Bond strength order n

As depicted in Figure 2, theC−Cbonds of ethane analogs
28–39 show the smallest deviation in bond strength [BSO
n(C−C) values range from 0.789 to 1.057] re#ecting the
signi"cant change (weak) π orbital interactions have on
the CC bond strengths for double bonded [BSO n(C=C)
from 1.673 to 2.051 (15–26)] and triple bonded systems
[BSO n(C≡C) from 3.148 to 3.560 (2–13)]. Our results
are in line with the fact that the modulation of C=C and
C≡C bonds is more challenging than the modulation of
a C−C single bond as the orbital overlaps between σ and
π orbitals result in stronger CC bonds.

The di!erence between the BSO n of single and dou-
ble bonds (0.62 BSO n units) is smaller than that between
double and triple bonds (1.10 BSO n units) validating
that the power relationship is in agreeance with the uni-
versally accepted chemical principle that a higher bond
order leads to a higher bond strength. With regard to
Group 1, we "nd that the BSO n(C≡C) values of deriva-
tives 2 –7, which re#ect mono- or di-substitution with
−CF3, −F, or −OH groups, are larger than that of acety-
lene 1where di#uoroacetylene (3) results in the strongest
C≡C bond with a BSO n value of 3.560, respectively.
The Group 1 analogs 8 –13 reveal that substitution with
−CH3, −NH2, and −CHO groups lead to C≡C bond
weakening, where 13 acquires the weakest C≡C bond
(BSO n = 3.148). Similarly, BSO n(C=C) values larger
than that of 14 (BSO n = 2.00) are observed for Group
2 systems with −CF3, −F, or −OH substituents (in cis-
and trans-con"gurations) with the exception of trans-
1,2-dihydroxylethylene 18 which acquires the weakest
C=C bond with a BSO n value of 1.673. Overall, cis-
1,2-di#uoroethene 15 is found to acquire the strongest
C=C bond (BSO n = 2.051). The substituent groups
amine, tri#uoromethyl, formyl, and methyl are observed
to decrease the C−C bond strength order below that
of ethane (27) when applied to form 1,2-di-substituted
and 1,1,2,2-tetra-substituted ethanes (see Table 1), the

1,1,2,2-tetra-substitution of ethane with -CHO yields the
weakest C−C bond for Group 3 (BSO n = 0.789).

3.4. Bondmodulation properties of speci!c
substituents

3.4.1. Fluorination
Though previous literature has noted #uorine to have
destabilising e!ects for acetylene based derivatives [40],
we observe the single and double substitution of HCCH
with #uorine (2, 3) to yield, in contrast to that of acety-
lene (1), exceptionally strengthened C≡C bonds [BSO
n(C≡C): 3.307 (1); 3.394 (2); 3.560 (3)]. The inductive
(i.e. −I) e!ect of #uorine, which occurs via the attrac-
tion of σ electrons and repulsion of π electrons [20,46],
is re#ected in the natural charges of the carbon atoms
comprising the C≡C bonds of 2 and 3 as these charges
increase compared to the parent (1) (see Figure 1). More-
over, the electron density at the BCP of C≡C decreases
as HCCH undergoes substitution with #uorine and the σ

orbital undergoes contraction, as re#ected from shorter
C≡C bond lengths (see Table 1). The most impactful
charge transfer events on the C≡C bond regions within
2 and 3 are observed to involve delocalisation of electrons
from the lone pair (lp) of #uorine to the σ ∗ andπ∗ orbital
of the C≡C bond where the overall sum of (E(2) val-
ues, resulting from such instances of hyperconjugation,
is greater within 2 in comparison to 3 [(E(2) = 85.79
kcal/mol (2), 80.43 kcal/mol (3)] and leads to a weaker
C≡C bond within 2 where the covalent bond character
is smaller than that of 3 (see Table 1).

Di-#uorination of ethylene (14), in a cis- or trans-
con"guration (15 and 16), causes the C=C bonds to
shorten and strengthen [BSO n(CC): 2.051 (15); 2.041
(16)]. The C=C bond of 15, being stronger than that
of 16, is in agreement with previous "ndings where di-
#uorinated ethylene was found to energetically prefer the
cis-conformation [113]. The electron density at theC=C
BCP is seen to be larger in 16 and 15 (see Table 1); as the F
atoms withdraw electrons away from C=C through the
bonds (−I ), the charges of the C=C atoms increase (see
Figure 1). Moreover, fromNBO analysis, we observe that
the overall charge transfer between lp(F) orbitals and σ ∗,
π∗(C=C) orbitals is predominantly in#uenced by the
interaction between lp(F) orbitals andπ∗(C=C) orbitals
where such an interaction occurs at a greater magnitude
within 15, in contrast to 16 [sum of (E(2) = 78.95 (15),
72.89 kcal/mol (16)].

Similarly to acetylene and ethylene derivatives, the
#uorination of ethane increases the strength of the car-
bon–carbon single bond [BSO n(CC) = 1.043 (28),
1.044 (29)]. From Figure 1, we observe the NBO charges
of C−C atoms, in comparison to that of 27, to increase
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alongside the attachment of additional F groups from
28 to 29. We observe 29 to have a longer C−C bond
in contrast to 28 as to counterbalance steric repulsion
e!ects between the four F atoms (see Table 1). The
C−C bonds of 28 and 29 are stronger than that of
ethane due to greater covalent bond characters [Hc =
−1.489 (27), −1.728 (28), −1.819 h/Å3 (29)], where 29
is stronger than 28 as it acquires a greater covalent bond
nature.

3.4.2. Hydroxylation
Systems 4 and 5 represent the mono-hydroxylation and
di-hydroxylation of acetylene (1). The CC bond becomes
stronger as OH groups replace H atoms [BSO n(C≡C)
= 3.330 (4); 3.352 (5)]. As the C≡C bond strength
becomes stronger the C≡C bond distance becomes
shorter (see Table 1). FromNBO charges, we see that OH
groups have an +I e!ect on the C≡C bond region (see
Figure 1). Moreover, from stabilization energies (E(2),
a larger amount of charge transfer, from σ (C−O) and
σ (O−H) orbitals to π∗(C≡C) orbitals occurs within
4 with respect to 5 [sum of (E(2) = 23.77 (4), 22.14
kcal/mol (5)]. Due to a larger amount of electron delo-
calisation, 4 acquires a less covalent C≡C bond charac-
ter compared to 5 (see Table 1). In general, the C≡C
strengths of 4 and 5 are larger than that of 1 due to
an increase of covalent bond nature [Hc = −4.631 (1),
−4.570 (4), −4.403 h/Å3 (5)].

Di-hydroxylation of C2H4 strengthens the C=C
bond when substitution follows a cis-con"guration (17)
and weakens the C=C bond when following a trans-
con"guration (18) [BSO n(CC), = 2.010 (17); 1.889
(18)]. As the natural charges of the C atoms comprising
theC=Cbecome electropositive from 17 to 18 theC=C
bond distance becomes longer (see Figure 1 and Table 1).
Additionally, NBO analysis reveals that the C=C bond
region of 18 faces a larger extent of charge transfer
between σ (O−H) and π∗(C=C) orbitals in comparison
to 17 [sum of (E(2) = 4.15 (17), 9.32 kcal/mol (18)]. A
greater extent of hyperconjugation e!ects pertaining to
the carbon–carbon double bond region of 18 yields a less
covalent C=C bond and in turn a weaker C=C bond in
comparison to 17 [Hc = −3.212 (17),−3.141 h/Å3 (18)].

Substitution of ethane (27) with OH strengthens the
C−C bond via di-hydroxylation (30) and weakens C−C
bond strength through tetra-hydroxylation (31) [BSO
n(CC) = 1.057 (30); 0.937 (31)]. The changes in bond
strength correlate with changes of C−C bond length,
where as the C−C bond becomes stronger the bond
length becomes shorter and vice versa [R(CC): 1.529
(27), 1.515 (30), 1.539 Å (31)]. As the hydroxylation
of ethane proceeds, the charge transfer events between
σ (C−C) and σ ∗(O−H) become slightly larger [sum of

(E(2) = 3.66 (30), 4.38 kcal/mol (31)]. The strength-
ening of the CC bond within 30 is in line with increas-
ing covalent bond character observed via the Hc value
increasing from −1.489 to −1.704 h/Å3. The weakening
of the C−C bond within 31, in contrast to 30, is due to
a smaller covalent C−C bond nature within 31 (Hc =
−1.629 h/Å3).

3.4.3. Trifluoromethylation
Upon mono-tri#uoromethyl substitution of acetylene
(6), the NBO charges of the carbon–carbon atoms com-
prising the C≡C bond decrease (see Figure 1 and
Table 1). The σ -withdrawing character of CF3 [21,46],
attributed to the inductive through bond σ withdrawing
( −I) e!ect of #uorine [46], polarises the C≡C bonds
leading to a delocalisation of theσ bond, a loss of electron
density ρc at the C≡C BCP (see Table 1), and a #atten-
ing and contraction of the σ orbital. The contraction of
the C≡C sigma orbital increases the π orbital overlap
as revealed from the strengthening and shortening of the
CC triple bond within mono-tri#uoromethylacetylene 6,
with respect to that of the parent compound (1). The
C≡C atoms within di-tri#uoromethylacetylene (7), in
comparison to those of 6, are separated at a shorter
distance and have smaller NBO charges (see Table 1).
The NBO charges of C≡C atoms for 7 are smaller than
those of 6 due to CF3 substituents being present on both
ends where two dipole moments, which delocalise elec-
trons from the C≡C region towards the tri#uoromethyl
groups, cause the overall electron density at the C≡C
BCP to decrease further (see Figure 1 and Table 1).
This additional decrease in the electron density ρc at
the C≡C BCP within 7 causes the σ orbital of the car-
bon–carbon triple bond to contract further than that
occurring within 6, thus, the extent of π orbital over-
lap within the C≡C region of 7 increases as re#ected
from the shorter C≡C bond distance [R(CC) = 1.208
(6), 1.206 Å (7)] and the corresponding BSO n val-
ues [3.325 (6), 3.340 (7)]. From the stabilisation energy
values, relevant to the charge transfer events between
σ , π(C≡C) and σ ∗(C−CF3) orbitals, we observe that
less positive and negative hyperconjugation takes place
between σ , π(C≡C) and σ ∗(C−CF3) orbitals within
system 7 [sum of (E(2) = 10.50 kcal/mol (6), 6.01 (7)].
As hyperconjugation e!ects are more extensive within 6,
di(tri#uoromethyl)substituted acetylene (7) has a shorter
and stronger C≡C bond due to a greater covalent bond
character [Hc = −4.67 (6), −4.70 h/Å3 (7)].

The cis- and trans-tri#uoromethylation of ethylene
(19 and 20) modulates C=C bond strength in a sim-
ilar manner to the modulation of the C≡C bond via
mono- and di-tri#uoromethyl substitution of acetylene
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(6 and 7) (see Table 1). The steric repulsion between
the large CF3 groups of cis-1,2-ditri#uoromethylethylene
(19) yield a longer C=C distance with respect to trans-
1,2-ditri#uoromethylethylene (20). As seen from C=C
NBO charges (see Figure 1), the intramolecular dipole
moments of the C-CF3 bond interactions within 19 are
greater than that of 20where the electron densityρc value
at the C=CBCP is greater within 20 in comparison to 19
(see Table 1). The C=C bond within 20 is shorter and
stronger than that of 19 as a result of a higher covalent
nature (see corresponding Hc values in Table 1) due to
a lesser extent of charge transfer events (i.e. hyperconju-
gation) occurring between σ , π(C=C) and σ ∗(C−CF3)
within system 20with respect to 19 [sumof(E(2) = 6.12
(19), 4.96 kcal/mol (20)].

The strength of the C−C bond within 1,2-ditri#uoro
methylethane (32) is similar to that of ethane (27) and is
stronger than that of 1,1,2,2-tetratri#uoromethylethane
(33) (see Table 1). The −I e!ect of CF3 initiates charge
transfer between σ (C−C) and σ ∗(C−F) where greater
stabilisation energy values result for 33 in compari-
son to 32 [sum of (E(2) = 6.96 (32), 8.68 kcal/mol
(33)], the smaller amount of hyperconjugation within
32 results in a C−C bond that acquires a greater cova-
lent character [Hc = −1.512 (6), −1.205 h/Å3 (7)].
As well, the electron density ρc at the C−C BCP is
greater for 32 in contrast to 33 (see Table 1). These
results reveal that the C−C bond within system 1,1,2,2-
tetratri#uoromethylethane (33) is weaker and longer
than that of 1,2-ditri#uoromethylethane (32) due to a
greater extent of steric repulsion and positive hypercon-
jugation where such interactions lead to a decrease of the
covalent character within the C−C bond region.

3.4.4. Methylation
Mono-methylation of acetylene (8) causes C≡C bond
elongation and weakening [BSO n(CC) = 3.307 (1);
3.287 (8)]. The σ -donating character of CH3 occurs
through the bond by means of an (electron pushing)
+I e!ect [18,46,62,63]. In general, the +I e!ect pushes
electron density away from the α-carbon (the site of
substituent attachment) towards the neighbouring car-
bon atom (i.e. β-carbon), this type of bond polarisa-
tion is re#ected from the C≡C NBO charges of 8 (see
Figure 1). The polarisation occurring along the C≡C
bond region within 8 causes the electron density ρc
at the C≡C BCP to decrease in contrast to the par-
ent system (see Table 1). Because such a redistribution
of C≡C electron density, caused by the use of CH3
substituents, has been noted to primarily e!ect the π

bonds [18,48,63], the elongation of theC≡Cbondwhich
occurs from the mono-methylation of acetylene (8), are
fundamentally attributed to the π-bonding region [51].

The di-methylation of acetylene (9) yields aweakerC≡C
bond in contrast to 8 [BSO n(CC) = 3.274 (9)]. The
(E(2) values, which are relevant to the charge transfer
events from σ (C−H)→ σ ∗(C≡C) and σ (H3C−C)→
σ ∗(C≡C) (where C−H bonds pertain to that of CH3),
are greater for 9 in comparison to 8 [sum of (E(2) =
21.50 (8), 39.88 kcal/mol (9)]. Thus, di-methylacetylene
(9) acquires a weaker C≡C bond in contrast to mono-
methylacetylene (8) due to a larger magnitude of positive
hyperconjugation (i.e. σ withdrawal) on the C≡C bond
region. The smaller hyperconjugation e!ects within 8, in
contrast to 9, lead to 8 acquiring a larger electron density
ρc at the C≡C BCPwhich, in turn, establishes a stronger
and shorter C≡C bond formono-methylacetylene (8) in
comparison to di-methylacetylene (9) (see Table 1).

Similarly to the acetylene analogs (8 and 9), both cis-
1,2-di-methylethylene (8) and trans-1,2-methylethylene
(9) lengthen and weaken the C=C bond [BSO n(CC) =
1.952 (21), 1.973 (22)]. The longer C=C bond distance
of 21, with respect to 22, reveals that a greater extent
of steric hindrance between the methyl substituents of
cis-2-butene is present (21). The (E(2) value, stemming
from similar instances of positive hyperconjugation seen
on the C≡C bond of mono- and di-methylacetylene, is
greater for 21 in comparison to 22 [sumof(E(2) = 15.18
(21), 14.18 kcal/mol (22)]. Overall, the greater extent of
positive hyperconjugation within 21, with respect to its
trans-counterpart 22, causes the covalent C=C charac-
ter for 21 to be smaller than that of 22 [Hc = −3.118
(21), −3.136 h/Å3 (22)] resulting in 22 attaining a much
weaker C=C bond in contrast to 21.

Di- and tetra-methylation of ethane causes the C−C
bond strength to decrease [BSO n(CC) = 0.980 (34),
0.919 (35)]. NBO analysis reveals that a greater extent of
C−C bond polarisation taking place within 35 results in
smaller carbon–carbon NBO charges in contrast to those
of 34 (see Figure 1) and the C−C electron density ρc at
the C−C BCP is smaller for 35 with respect to 34 (see
Table 1). A lower electron density ρc is found at the BCP
of the C−C of 35 due to a greater magnitude of positive
hyperconjugation occurring between methyl σ (C−H)
and σ ∗(C−C) orbitals of 1,1,2,2-tetramethylethane (35)
with respect to that of butane (34) [(E(2) = 8.10 (34),
17.76 kcal/mol (35)]. Because the C−C bond of 35 is
exposed to a greater extent of hyperconjugation e!ects
the CC single bond is less covalent, and in turn, weaker
than that of 34 [Hc = −1.518 (34), −1.448 h/Å3 (35)].

3.4.5. Amination
Single and double amination of acetylene 1 causes C≡C
bond strength to decrease [BSO n(C≡C) = 3.272 (10);
3.236 (11)] along with slight increases in the C≡C bond
length (see Table 1). The electron-pushing inductive (+I)
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nature of NH2 is re#ected from the charges of carbon
atoms involved in C≡C bonding. For 10, the α-carbon
atom (carbon atom at site of substituent attachment)
decreases drastically in charge (α-C charge: +0.147 e)
alongside the increase of β-carbon atom charge (β-C
charge: −0.319 e), the charge at the β-carbon atom
increases by 0.146 e in comparison to that of 1 (see Figure
1). Further, the weaker C≡C bonds of 11, with regard
to 10, are attributed to a decrease in covalent charac-
ter where the covalent bond character of 11 is smaller
than that of 10. From the electron density analysis of
the C≡C bonds for 10 and 11, it is apparent that the
+I e!ect of amine is enhanced by additional substitution
due to the polarisation of electron density at the C≡C
BCP, where ρc and covalent bond character continually
decrease as the amination ofC≡Cproceeds (seeTable 1).
Because NH2 has been classi"ed as a π donor and σ

acceptor the charge transfer events between σ (C≡C)
→ σ ∗(N−H), σ (N−H) → π∗(C≡C) and lp(N) →
π∗(C≡C) for 10 and 11 are considered. The total stabili-
sation energy [i.e.(E(2)] a$liatedwith electron donation
from σ , π(C≡C) to NH2 is 13.73 kcal/mol for 10 and
22.3 kcal/mol for 11; the overall charge transfer from
NH2 to σ ∗, π∗(C≡C) yields stabilisation energy (E(2)

values of 73.69 kcal/mol and 142.84 kcal/mol for systems
10 and 11, respectively. From these(E(2) values, it is evi-
dent that as amine is substituted onto the C≡C, the σ

withdrawing and π donating nature of amine ampli"es
in parallel to diminishing covalent C≡C bond charac-
ter; which results in a weaker C≡C bond strength for
11 with respect to 10 due to a greater extent of electron
delocalisation primarily towards π∗(C≡C) orbitals.

Substitution of ethylene with NH2 groups to pro-
duce cis- and trans-con"gurations (23 and 24) causes the
C=C bond to become weaker [BSO(C=C) n = 1.957
(23); 1.946 (24)]. In contrast to 23, it is observed that
the C=C bond region of 24 involves a greater magni-
tude of charge transfer events, where the overall charge
transfer to π∗(C=C), for 23 and 24, results in stabili-
sation energy (E(2) values of 67.10 kcal/mol and 48.80
kcal/mol, respectively. Due to a smaller extent of electron
delocalisation primarily towards π∗(C=C) orbitals, 24
acquires a larger covalent bond character and in turn a
stronger C=C bond with respect to 23 (see Table 1).

Amination of ethane strengthens the C−C bond via
di-amination (36) and weakens the C−C bond through
tetra-amination (37) [BSO n(CC): 1.012 (36); 0.969
(37)]. Accordingly, the C-C bond length of 36 decreases
while the bond length of 37 increases compared to 27
[R(CC) = 1.529 (27), 1.522 (36); 1.533 Å (37)]. The
stronger and shorter C−C bond length for 36 corre-
sponds to a larger covalent C−C bond nature for 36with
regard to 37 [Hc = −1.616 (36), −1.599 h/Å3 (37)]

where the smaller covalent C−C bond nature of 37 is
attributed to a greater amount of electron delocalisation
between σ (C−C) and σ ∗(N−H) [sum of (E(2) = 4.40
(36), 9.44 kcal/mol (37)].

3.4.6. Formylation
Mono and di-formylation of 1 elongates and weakens the
C≡C bond (see 12 and 13 within Table 1). The NBO
charges of systems 12 and 13 re#ect the −I (through-
bond) e!ect of CHO on the C≡C bond region; for
example, with regard to 12, the charge of the carbon
atom, which is adjacent to the carbon atom at which
the substituent is attached, decreases drastically in com-
parison to that of the parent (1) (see Figure 1). More-
over, the withdrawing e!ect ( −I) of CHO causes the
electron density to diminish as the C≡C bond under-
goes additional substitution (see Table 1). Charge transfer
occurring fromσ (C≡C)→σ ∗(OHC−C) reveal that the
C≡C of 13 is weaker than that for 12 due to a larger
amount of electron delocalisation [sum of (E(2) = 5.77
(12); 10.10 kcal/mol (13)]. Because 13 acquires a greater
(E(2) the covalent nature, and in turn strength, of the
C≡C bond declines as the formylation of 1 proceeds [Hc
= −4.631 (1), −4.585 (12), −4.560 (13)]. As mentioned
in section 3.3, the weakest C≡C bond within Group 1
results from the di-formylation of acetylene (13).

Formyl substitution of 14, in the form of cis- (25)
and trans-con"gurations (26), leads to a weakening of
the C=C bond [BSO n(CC): 1.858 (25); 1.889 (26)] in
a similar manner to the C≡C bond weakening seen for
formylated acetylene (12 and 13). The C=C bond of 25
is weaker and longer than that of 26 (see Table 1). Via
electron density analysis we "nd the electron density at
the C=C BCP to decrease further when formyl groups
are in a cis-conformation (see Table 1). Moreover, we
observe 25 to acquire a longer C=C bond than that of
26 as a greater extent of steric repulsion occurs between
the CHO substituents of cis-1,2-formylethylene (25); the
steric repulsive forces within 25 leads to a smaller cova-
lent C=C bond character in comparison to 26 which
causes a weakening of the C=C bond (see Table 1).

Formylation of ethane (27) results in shorter and
longer bonds as the substitution proceeds [BSO n(CC):
1.019 (38); 0.789 (39)]. The C−C bonding region of 38
involves charge transfer events from σ (C−C) to formyl
σ ∗(C−H) orbitals, where the sum of (E(2) for the elec-
tron delocalisation between σ (C−C) and σ ∗(C−H) is
4.38 kcal/mol. For 39, the charge transfer events involv-
ing the C−C sigma bond as a donor are between σ (C−C)
and σ ∗(C−O) orbitals, where the overall value of (E(2)

for this charge transfer event is 12.40 kcal/mol. Due to
larger amounts of electron delocalisation between the
σ (C−C) and σ ∗(C−O) orbitals of 39, 39 has a smaller
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covalent C−C bond character, in contrast to 38, which
results in a longer and weaker C−C bond for 39 with
respect to that of 38 (see Table 1).

3.4.7. CC strengths of a conjugated system
System 40 (Group 4) is a conjugated system consisting of
a C=C,C−C, andC≡Cbonds (see Figure 1). Generally,
conjugated systems are said to possess stronger (more sta-
ble) single CC bonds due to some π-like bond character.
From Table 1, we observe that the C−C bond of 40 is
stronger than all C−C bonds of Group 3, where the dif-
ference between the BSO n(C−C) of 40 and largest BSO
n(C−C) value of Group 3 (30) is 0.241 units. Compar-
ing the energy density values at the C−C BCP, Hc of 30
and 40 shows that the C−C of 40 acquires a greater cova-
lent character ( −2.189 h/Å3 (40)). Note that the energy
density value at the C−C BCP of the conjugated system
(40) falls between the range of energy density values for
the C=C systems of Group 2 and the C−C systems of
Group 3;with regard toGroup 3 this value is seen to range
from −1.205 to 1.819 and for Group 2 this value ranges
from −3.018 to −3.333 h/Å3. These results demonstrate
the π-like bond character of the C−C bond within 40.
From Table 1, we observe the C=C bond of 25 and 26 to
be weaker than that of the conjugated system (40). More-
over, the C≡C bond of 40 is stronger than that of the
weakest C≡C bond of Group 1 (13) (see Table 1).

4. Conclusion

Understanding how a substituent in#uences electronic
rearrangement, and in turn, CC bond strength, is essen-
tial to the chemist as it enables one to classify molecules
and to discover, categorise, and predict reaction mech-
anisms such as those involving CC bond cleavage. In
this work, we investigated a set of 40 systems comprised
of 3 parent structures, 36 hydrocarbon derivatives, and
a conjugated system to comprehensively investigate the
in#uence of various substituents on C≡C, C=C, and
C−C bond strength.

We made use of local mode force constants, obtained
via local vibrational mode analysis, to provide a quan-
titative bond strength measure for CC bonds. Electron
density and NBO analyses were used to complement the
results from local vibrational mode analysis. We estab-
lished the covalent bond nature for every CC bond using
the energy densityHc at the bond critical point rc (BCP).
Through this work the following was concluded:

(1) The overall strongest and weakest C≡C bonds of
Group 1 are for di-#uorinated [BSO n = 3.560
(3)] and di-formylated acetylene [BSO n = 3.148
(13)], respectively. With regard to Group 2, the

cis-1,2-#uorination of ethylene yields the strongest
C=C bond [BSO n = 2.051 (15)] while the trans-
1,2-hydroxylation of ethylene results in the weak-
est C=C bond [BSO n = 1.673 (18)]. Within
Group 3, the strongest C−C bond is found within
1,2-dihydroxylethane [BSO n = 1.057 (30)] and
the weakest C−C bond is found from the 1,1,2,2-
tetracarboxylation of ethane [BSO n = 0.789 (39)].

(2) By comparing CC triple, double, and single bonded
analogs (e.g. comparing cis-/trans-con"gurations
which acquire the same substituent), we observe
the CC interactions to be weaker for the systems
that involve a greater magnitude of electron delo-
calisation (i.e. hyperconjugation) to and/or from the
CC bond region. The instances of hyperconjugation
across systems di!er as the substituents vary in their
inductive and σ /π withdrawing/accepting nature.

(3) From negative energy density values Hc taken at
the bond critical point rc, the covalent nature of
all C≡C, C=C, and C−C bonds was con"rmed.
In a majority of instances Hc correlates with cor-
responding ka or BSO n(CC) measures reveal-
ing that the strengthening of C≡C, C=C, and
C−C bonds occurs when the covalent nature of
the bond increases. Although, we also "nd some
notable anomalies: di-#uorinated acetylene (3),
di-hydroxylated acetylene (5), di-aminated acety-
lene (11), di-carboxylated acetylene (13), trans-
1,2-dihydroxyethylene (18), 1,1,2,2-tetra#uorinated
ethane (29), and 1,1,2,2-tetracarboxylated ethane
(39) (see Figure 4). These results show that the local
mode force constant is a sensitive bond strength
descriptor that takes into account second-order
e!ects unlike the energy density which is analysed
only at the bond critical point, where the ka con-
siders CC modulation via charge delocalisation (i.e.
hyperconjugation e!ects), dispersion interactions,
or steric repulsion e!ects.

(4) It was observed that the C−C bond within the con-
jugated system (40) is stronger than any C−C bond
of Group 3. The π-like character of the C−C bond
within 40 was veri"ed from the energy density Hc
taken at the bond critical point rc where theHc value
reveals that the covalent nature of the C−C bond
within 40 is greater than that generally observed for
the CC single bonded systems of Group 3 and is
smaller than that of the CC double bonded systems
of Group 2.

In general, this investigation demonstrates that the
local mode force constant allows for one to comprehend
how a substituent e!ects the electronic structure/nature
of CC triple, double, and single bonds. We show that
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the strengthening or weakening of these bonds is due
to increasing/decreasing covalent bond character which
becomes altered through charge transfer events that are
dictated by the substituent in play. The local mode force
constant is powerful in the sense that it can provide infor-
mation to guide the "ne-tuning of CC triple, double, and
single bond strength.
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