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Abstract
We introduce two new tools for the analysis of bond forming/breaking processes taking place during catalytic reactions, the Unified
Reaction Valley Approach (URVA) and the Local Mode Analysis (LMA), both being based on vibrational spectroscopy. We discuss how
URVA and LMA complement currently used computational approaches and provide valuable insights into catalytic processes,
supporting current design efforts aiming at more efficient and environmentally friendly catalysts. Three examples are presented; Au-
catalyzed [3,3]-sigmatropic rearrangement of allyl acetate, Re-catalyzed CO2 cycloaddition to epoxides, and a-ketoamide inhibitors for
SARS-CoV-2 main protease. We hope that URVA and LMA will become routinely applied tools in computational catalysis and also
enter the classroom.

Key Points

• Basic principles of catalysis
• Bond breaking/forming processes in catalysis
• Currently applied computational approaches to catalysis
• URVA - a new tool for the decrypting of mechanistic details
• LMA - a new tool providing a quantitative measure of bond strength
• Examples: Au-catalyzed[3,3]-sigmatropic rearrangement of allyl acetate; Re-catalyzed CO2 cycloaddition to epoxides;

a-ketoamide inhibitors for SARS-CoV-2 main protease

1 Introduction

Catalysis is a central topic in chemistry and plays a pivotal role in tackling the grand challenges of the 21st Century. There is an
increasing demand in goods and fine chemicals caused by the predicted rise in global population or climate change requesting
refined much more environmentally friendly production procedures. More than 90% of all commercial chemical compounds
are synthesized with the help of a catalyst at one stage of their production.1–5 Grand View Research, Inc. reports that the global
catalyst market size is expected to reach USD 34.1 billion by 2025.6
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As prognosticated in their combined Technology Roadmap Report of the International Energy Agency, the International
Council of Chemical Associations and the Gesellschaft für Chemische Technik und Biotechnologie, more efficient use of catalysts
and related processes could reduce the energy consumption in industrial processes by 20%–40% and greenhouse gas emission
(GHG) by 30%–40% by 2050.7 In particular, enzyme engineering and biocatalysis is a growing field, which is inspired by
enzymatic processes developed by Nature.8–14 Biocatalysts have become an essential tool in industrial biotechnology being aimed
at producing sustainably cheaper chemical products in chemical and pharmaceutical industries in an eco-friendly way.15 These
facts clearly show the urgent need to continuously optimize existing catalysts and to design new ones, a challenging enterprise for
both experimental and computational chemists. It is not surprising that so far 21 Chemistry Nobel Prizes (the most recent in 2021
awarded to Benjamin List and David MacMillan for the development of asymmetric organocatalysis) have been associated with
discoveries related to catalysts or catalysis.16

As sketched in Fig. 1 homogenous catalysts generally lower the barrier of a chemical reaction leading to higher rate constants,
predominantly by facilitating energy consuming bond breaking/forming processes; a well-accepted fact in the chemical com-
munity.1,17,18 A lot of effort has been put into the modeling of catalysis and their catalytic activities, ranging from the design and
optimization of catalysts based on quantum chemical calculations,19–26 automated in silico catalyst design,27 machine learning
based procedures28,29 to quantum computing enhanced computational catalysis,30 forming the gateway to the next generation of
efficient and more environmentally friendly catalysts. However, there is room for further improvement, in particular with regard to
(1) monitoring and analyzing the progress of a catalytic reaction at the atomic level, and (2) characterizing the chemical bonds
being formed/broken during a catalytic cycle, which are at the focus of this article. Currently used quantum chemical tools are
summarized and two new tools are introduced, the Unified Reaction Valley Approach (URVA)31 and the Local Vibrational Mode
Analysis (LMA),32 both having their roots in vibrational spectroscopy.
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Fig. 1 Homogenous catalysis: (a) Scenario I: The catalyst reduces the energy barrier. (b) Scenario II: The catalyst splits up the reaction into
multiple reaction steps. Each reaction step has a lower energy barrier than the original barrier. (c) Scenario III: Enzyme catalysis, the reaction takes
place in the active site pocket of the enzyme, shown for the Bacillus subtilis chorismate mutase catalyzed Claisen rearrangement of chorismate.
Reproduced from Freindorf, M., Tao, Y., Sethio, D., Cremer, D., Kraka, E., 2018. New mechanistic insights into the claisen rearrangement of
chorismate – A unified reaction valley approach study. Mol. Phys. 117, 1172–1192.
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2 Methodology

2.1 Monitoring Chemical Reactions

In this section popular computational strategies for exploring the mechanism of a chemical reaction are summarized followed by
short description of URVA.

2.1.1 Currently used strategies
The most elaborate way to model the mechanism of a chemical reaction is to map and analyze the potential energy surface (PES) spanned
by the reaction complex (RC, the union of reacting molecules). However, this is a daunting task, considering that the dimensionality of the
PES is (3 N-L)¼Nvib with N: number of atoms of the RC; L: number of overall translations and rotations of the RC. Over the past years,
different procedure have been developed to construct the PES, even for larger systems aiming toward chemical accuracy.34–37 Recently
machine learning and artificial intelligence have been added to the repertoire.36,38–40 However, not all locations on the PES are of
importance for a chemical reaction, in particular the high energy regions. Therefore, procedures have been developed to focus on reaction
paths (RP)s on PES traced by the RC on its way from an entrance to exit channel41–46 including algorithms for automatically finding
RPs46–50 and methods for working in a reduced dimensional space.51 Other efforts have been devoted to the analysis of the rich data
collected along the RPs. Some representative examples include (1) Monitoring changes of the topological features of the electron
density52,53 or the electron localization function54 along the RP;55–57 (2) The reaction force and force constant method, which is aimed at
extracting information from higher derivatives of the energy profile taken along the RP,58–60 where one has to take into account that the
energy is a cumulative property and as such the mechanistic information obtained is more of a holistic nature; (3) The discussion of local
reactivity descriptors, e.g., the Fukui function, and how they infer reactivity trends along the RP;61,62 and (4) The recently suggested
exploration of the PES with immersive virtual reality.63 A complementary approach of monitoring the reaction mechanism is pursued in
molecular dynamics (MD) simulations as to provide an atomic visualization into the detail of molecular reactions on a femtosecond time
scale.64–67 MD simulations can be performed on a previously constructed PES or alternatively with a direct methodology calculating the
trajectories on the fly.68–70 In contrast to classical MD which relies on Newton' s equation, ab initio MD is based on the Schrödinger
equation. It offers a more realistic simulation of complex molecular systems and processes from first principles.71,72 Recently MD has also
been connected with machine learning procedures.39,73,74 Finally, on the low end scale, there is the poor man's approach, i.e., the mechanism
is explored by just focusing on the properties of the stationary points, minima of reactants and products and transition state (TS), where
often their proper identification and verification demands the calculation of the reaction path connection of these points.

2.1.2 The Unified Reaction Valley Approach (URVA)
The Unified Reaction Valley Approach (URVA)75–79 provides the perfect compromise between exploiting the complex PES and tracing
the RP on the PES which connects the stationary points. URVA is based on vibrational spectroscopy and the early work of Hofacker,80

Marcus,81–83 and Hougen84 which describes the RC via a vibration of large amplitude along the RP and (Nvib-1) vibrations perpen-
dicular to it, which together define the so-called Nvib dimensional reaction valley. This ansatz led to the famous Miller, Handy, and Adams
(MHA) reaction path Hamiltonian (RPH)85 and related work of Kato and Morokuma.86 A comprehensive review of the URVA
methodology can be found in Ref. 31, the theoretical basis and background of URVA has also been thoroughly described in Refs. 76, 87
and 88 In the following, only some essentials are summarized. The central focus of the RPH is on (1) the RP, a curved line in Nvib-
dimensional space and (2) the coupling between the large amplitude and the perpendicular vibrations.

During the course of a chemical reaction the RC changes its electronic structure and this is directly registered by the vibrational
modes, which are sensitive to even the smallest electronic structure changes. The large amplitude motion along the RP and the
vibrations perpendicular to the path change, leading to changes in their coupling. MHA showed in their seminal paper that the
magnitude of the reaction path curvature κ sð Þ ¼ ‖κ sð Þ‖ at each path point s can be calculated as the sum over all coupling elements85

κ sð Þ ¼ ‖κ sð Þ‖¼ κ sð Þκ sð Þ½ %1=2 ¼
XNvib

m ¼ 2

B2
ms sð Þ

" #1=2

ð1Þ

Because of this relationship, the Bms sð Þ coefficients are called curvature couplings. In other words, the curving of the reaction path
is directly related to chemical change, i.e., important mechanistic features of a reaction such as bond breaking/forming events are
reflected by a strong curving of the RP.

Instead of numerically calculating κ(s) via Eq. (1), we developed a fully analytical procedure. Since the RP is a curved line in
Nvib dimensional space its direction and curvature can be derived with the Frenet-Serret formalism.89 The reaction path direction
g sð Þ at a path point s is given by the unit vector:

g sð Þ ¼ d~x sð Þ
ds

¼ &
~g ~x sð Þð Þ
c sð Þ ð2Þ

where the derivative of the mass-weighted reaction coordinate ~x sð Þ with regard to s is the normalized mass-weighted gradient
vector ~g sð Þ ' ~g ~x sð Þð Þ ¼M1=2g sð Þ and M is a diagonal matrix of atomic masses. The curvature vector κ(s) is then given by75,90

κ sð Þ ¼ d2~x sð Þ
ds2

¼ dg sð Þ
ds

¼ &1
‖~g sð Þ‖

~f
x
sð Þg sð Þ & g sð Þð Þ†~f

x
sð Þg sð Þ

h i
g sð Þ
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ð3Þ
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Matrix ~f
x
sð Þ is the mass-weighted force constants matrix expressed in Cartesian coordinates.

The curvature coupling Bms sð Þ coefficients can be calculated via

ð4Þ ð4Þ

where corresponds to the generalized mass-weighted normal vibrational mode of vibration m perpendicular to the RP,
which can be determined by solving the generalized Wilson equation projecting out at each path point s in addition to the
rotations and translations of the RC also the translational motion along the RP.90,91

Monitoring κ(s) along s, leads to a unique curvature profile for each chemical reaction, with curvature maxima K and minimaM
as schematically shown in Fig. 4(a). The curvature maxima define the locations of electronic structure change, such as charge
transfer and charge polarization, rehybridization, bond cleavage, and formation, and also changes in the optimal orientation of
the reactants for the reactive collision, whereas the curvature minima correspond to locations with minimal change of the RC, so-
called hidden intermediates, the transient points separating different chemical events.78,79,88,92 Different chemical reactions possess
different curvature patterns with a different number of reaction phases, which can be used as their fingerprints (Fig. 2).

Further insight into the reaction mechanism, e.g., answering the question of which bond is broken/formed during a certain reaction
phase, requires a decomposition of κ sð Þ. In the original RPH of Miller, Handy, and Adams, a decomposition into Bms sð Þ coefficients was
performed. However, for a mechanistic analysis, the coupling coefficients Bms sð Þ are of limited use because they refer to normal
vibrational modes which tend to delocalize over part or even the entirety of a molecule because of mode-mode coupling, in particular in
the case of larger compounds.91 Therefore, URVA alternatively decomposes κ(s) directly into internal coordinates qn sð Þ used to describe
the RC75 such as bond length, bond angles and dihedral angles or Cremer-Pople puckering coordinates.93 For each internal coordinate
qn, a unit column vector un can be defined32,87 through its local mass mq

n ¼G&1
n;n (Gn,n being a diagonal element of the Wilson

G-matrix)94,95 and the Wilson B-matrix formalism,91 which connects internal coordinate qn to Cartesian coordinates x via bn ¼ dqn=dx,

un ¼
M&1=2b†

n

‖M&1=2b†
n‖

¼G&1=2
n;n M&1=2b†

n

! "
ð5Þ

with Gn;n ¼ bnM&1b†
n.
91

This leads to a definition of the mass-weighted internal coordinate ~qn ¼ mq
n

# $1=2
qn in terms of g and κ.87

d2~qn sð Þ
ds2

¼ dgqn sð Þ
ds

¼ d
ds

u†
n sð Þg sð Þ

# $
¼ u†

n sð Þκ sð Þ þ du†
n sð Þ
ds

g sð Þ ð6Þ

¼ ‖κ sð Þ‖cosbn sð Þ þ

%%%%%

%%%%%
dun sð Þ
ds

%%%%%

%%%%%cos gn sð Þ ¼ κqn sð Þ þ gun sð Þ ð7Þ

The first term on the r.h.s. of Eq. (6) is the projection of un sð Þ onto the curvature vector κ(s) leading to the amplitude
‖un sð Þ‖cosbn sð Þ ¼ cosbn sð Þ ¼ κqn sð Þ as each un is a unit vector describing the local motion, which is driven by the internal coordinate
qn sð Þ. The amplitude is scaled by the scalar curvature ‖κ sð Þ‖ corresponding to the length of the curvature vector in Nvib-dimensional
space. The mixed second order term Zun sð Þ is determined by the change in the direction of un sð Þ with s and the tangent vector.
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Fig. 2 (a) Schematic representation of the curvature profile for a model reaction. The scalar curvature κ sð Þ as a function of the reaction
parameter s is given by the solid purple line. Curvature minima M and curvature maxima K are shown. The location of the TS (green symbol) is
denoted by a dotted blue line. Start and end of each reaction phase are denoted by dashed black lines. (b) Decomposition of the scalar curvature
κ sð Þ into components. Four different components are shown in orange, red, green and blue color.
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The vector derivative dun sð Þ=ds that is orthogonal to un sð Þ is projected onto vector g and therefore does not have any information
on the curvature.87 Hence, the curvature contribution of the internal coordinate qn is defined by the first term only, i.e.,

κqn sð Þ ¼ u†
n sð Þκ sð Þ ð8Þ

In this way, each curvature peak can be associated with a particular chemical event, as sketched in Fig. 2(b). Often, only a few
components at a given path point s contribute to the curving of the RP, which makes the analysis of even larger chemical reactions
feasible.75,92,96–103 It is noteworthy that the sign of a component reflects if it supports (positive sign) or resists (negative sign) the
chemical change and that a chemical event, such as bond breaking/forming, can stretch over several phases which we often find in
catalysis reactions.31

2.2 Characterizing Chemical Bonds

In addition to exploring the actual mechanism of the bond breaking/forming processes taking place during the catalytic cycle a
comprehensive investigation of the bonding situation at the stationary points leads to further valuable insights. It is frequently
speculated that the barrier of a catalytic reaction is lowered by strong bonding interactions in the TS, such as H-bonding, in
particular for enzyme reactions.33 To address these speculations a quantitative measure of bond strength is needed.

2.2.1 Some popular approaches
Current popular strategies to assess the strength of a chemical bond or weak chemical interaction include (1) bond dissociation
energies (BDE)s104–106 and related energy decomposition analysis (EDA) schemes107–109 (2) bond lengths110,111 and (3) molecular
orbital approaches.112 While these attempts have certainly contributed to our chemical understanding of bonding, one has to realize
that EDA schemes are not free from arbitrariness113 and that molecular orbital approaches depend on the underlying model
chemistry.114 The BDE is a reaction parameter that includes all changes taking place during the dissociation process. Accordingly, it
includes any (de)stabilization effects of the fragments to be formed. It reflects the energy needed for bond breaking, but also contains
energy contributions due to geometry relaxation and electron density reorganization in the dissociation fragments. Therefore, the
BDE is not a suitable measure of the intrinsic strength of a chemical bond and its use may lead to misjudgments, as documented in
the literature.79,115–119 Also the bond length is not always a qualified bond strength descriptor. Numerous cases have been reported
illustrating that a shorter bond is not always a stronger bond95,120–123 Other approaches are based on the inspection of the
electrostatic potential,124 or the topological analysis of the electron density via Bader's quantum theory of atoms in molecules
(QTAIM) approach.125–127 Electrostatic potentials face limitations when used to predict the strength of an interaction or chemical
bond because they do not cover the kinetic energy contributions.117 The topological analysis of the electron density can be useful to
uncover possible attractive contacts between two atoms via the existence of a maximum electron density path (i.e., bond path) with a
bond critical point connecting the two nuclei under consideration.128 However, the sole existence of a bond path and a bond critical
point does not necessarily imply the existence of a chemical bond; in particular the QTAIM description of weak chemical interactions
may be problematic.129–135 In this situation, vibrational spectroscopy offers a powerful alternative for exploring what are the main
contributions to bonding and weak chemical interactions in a compound due to specific atom-atom interactions.

2.2.2 The local vibrational mode analysis (LMA)
The idea of characterizing a chemical bond via the stretching force constant dates back to the 1920s and 1930s and includes the
well-known Badger rule, an inverse power relationship between bond length and stretching force constant.136 While this rule works
fine for diatomic molecules, its extension to polyatomic molecules has to turned out to be a major obstacle,32,137 because normal
vibrational modes tend to delocalize over the molecule rather than being localized in a specific bond.91,138 This disqualifies the
related normal mode stretching force constants as a suitable bond strength measure. The local vibrational mode analysis (LMA),
originally developed by Konkoli and Cremer,94,95,121,122,139 has solved this problem which has led to a new measure of the
intrinsic strength of a chemical bond or weak chemical interaction and a generalized Badger rule137 being based on local mode
force constants. A comprehensive discussion of the underlying theory of LMA, following two independent routes to derive local
vibrational modes, is given in Ref. 32. In the following some essentials are summarized.

There are two coupling mechanisms between vibrational modes, mass coupling and electronic coupling as reflected in the Euler-
Lagrange equation L q; _qð Þ of the vibrational mode, given here in internal coordinates q140:

L q; _qð Þ ¼ T _qð Þ & V qð Þ ð9Þ

¼ 1
2
_q†G&1 _q

|fflfflfflfflfflffl{zfflfflfflfflfflffl}
mass coupling

& 1
2
q†Fqq

|fflfflfflffl{zfflfflfflffl}
electronic coupling

ð10Þ

T _qð Þ is the kinetic and V qð Þ potential energy of the vibrational mode, where the local mode theory uses a harmonic poten-
tial.94,95 The mass coupling in Eq. (10) is related to the off-diagonal elements of the Wilson G matrix, reflecting pairwise kinetic
coupling between the internal coordinates,140 and the electronic coupling in Eq. (10) is related the off-diagonal elements of the
force constant matrix Fq. Solving Eq. (10), the Wilson equation of vibrational spectroscopy is obtained,140–142

FqD¼G&1DK ð11Þ
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Matrix D contains the normal mode vectors dm in internal coordinates q as column vectors with m¼ 1;⋯Nvibð Þ. The diagonal
matrix K collects the normal vibrational eigenvalues lm ¼ 4p2c2om, where om represents the harmonic vibrational frequency of
normal mode dm given in cm&1, c is the speed of light. The vibrational problem requires the calculation of the analytical second
derivatives of the molecular energy, which is generally solved in terms of Cartesian coordinates x.

f xL¼M&1LK ð12Þ
where f x is the force constant matrix in Cartesian coordinates and matrix L collects the vibrational eigenvectors lm in Cartesian
coordinates. In addition, the force constant matrix can be written in terms of normal coordinates Q as143–145

K¼ FQ ¼ L†f xL ð13Þ

Force constant matrix K is diagonal, i.e. the transformation to normal coordinates Q via Eq. (13), which is a routine part of a
quantum chemical frequency calculation, eliminates the electronic coupling, however it does not eliminate the mass-coupling,
which often has been overlooked.

Konkoli and Cremer eliminated the mass-coupling via mass-decoupled Euler-Lagrange equations94,95:

pn ¼
δL q; _qð Þ
δ _qn

a0; _pn ¼
δV qð Þ
δqn

a0;

pm ¼ δL q; _qð Þ
δ _qm

¼ 0; _pm ¼ δV qð Þ
δqm

¼ 0; 8man
ð14Þ

in which only the masses of the atomic fragment fn involved in the vibration described by internal coordinate qn are non-zero.
This led for the first time to mass-decoupled local vibrational modes an which can be directly derived from normal vibrational
modes dm and the force constant matrix K, both being available after a standard frequency calculation. Fig. 3 illustrates the
difference between a normal and a local mode for naphthalene.

an ¼
K&1d†

n

dnK&1d†
n

ð15Þ

For each local mode an the corresponding local mode frequency oa
n

ðoa
nÞ

2 ¼ 1
4p2c2

kan Gnn ð16Þ

and the corresponding local mode force constant kan

kan ¼ a†nKan ¼ dnK&1d†
n

# $&1 ð17Þ

can be calculated via Eq. (16) and Eq. (17), respectively.
Local mode force constants, contrary to normal mode force constants are independent of the choice of the coordinates used to

describe the molecule in question.137,146,147 They are sensitive to differences in the electronic structure (e.g., caused by changing a
substituent), and because they are, in contrast to frequencies, independent of the atomic masses, they capture pure electronic effects.
In their landmark paper, Zou and Cremer148 proved that the local stretching force constant kan(AB) reflects the intrinsic strength of the
bond/interaction between two atoms A and B being described by an internal coordinate qn. We have successfully applied local
stretching force constants for the characterization of covalent bonds118,120,137,148–152 and weak chemical interactions such as halogen
bonds,117,153–157 chalcogen bonds,158–160 pnicogen bonds,161–163 tetrel bonds,119 and hydrogen bonds,164–172 as well as so-called
p-hole interactions.173 Replacing the calculated vibrational frequencies in Eq. (16) with measured fundamental frequencies leads to
experimentally based local mode force constants121 which include anharmonicity effects which are not captured by calculated
harmonic force constants.165,166 This important feature makes LMA attractive to the experimental vibrational spectroscopists.

Fig. 3 Illustration of normal versus local vibrational modes.
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For the comparison of larger sets of ka values, the use of a relative bond strength order BSO n is more convenient. Both are connected
according to the generalized Badger rule derived by Cremer, Kraka and co-workers,79,137 via the following power relationship:

BSO n¼ a kað Þb ð18Þ

The constants a and b in Eq. (18) are calculated from the ka values of two reference compounds with known BSO n values and
the requirement that for a zero force constant the corresponding BSO n value is zero. For example, for CC bonds suitable references
are ethane and ethylene with bond orders n ¼ 1 and n ¼ 2, respectively.150 In the case of more complex bonding situations, e.g.,
metal-ligand bonding, guidance by Mayer bond orders174–176 can be utilized.177

3 Applications

In the following three examples are discussed (1) Au-catalyzed[3,3]-Sigmatropic Rearrangement of Allyl Acetate, (2) Re-catalyzed
CO2 cycloaddition to epoxides (3) a-ketoamide inhibitor for SARS-CoV-2 main protease. For each reaction, a reaction movie
following the geometrical changes of the RC along the reaction parameter s from entrance to exit channel is included in the
Supporting Materials, facilitating the discussions.

3.1 Au-Catalyzed[3,3]-Sigmatropic Rearrangement of Allyl Acetate

Homogenous gold catalysis has attracted a lot of attention in the past two decades because it offers a large variety of organic
transformations under mild reaction conditions and with high yields,178–182 in part due to its unique relativistic properties,183–185

leading to special gold-bonding features186–188 determining its color.189

In particular cationic gold complexes efficiently activate intra- or intermolecularly CC, CN, or CO multiple bonds for a
nucleophilic attack.190–194 Au[III] catalysts can be considered as hard Lewis acids with a higher oxophilic character, being useful
when d-holes are needed,190,195–197 Au[I] species are soft Lewis acids with high carbophilic character and high affinity to coor-
dinate with carbon p-systems.33,192,193,198–200 Both Au[I] phosphine complexes and Au[I] complexes with heterocyclic carbenes
(NHC) ligands201,202 are applied where the latter display a broader range of versatility and regio-selectivity.203–207

We have studied both Au[I]-phosphine and Au[I]-NHC complexes in a comprehensive study of the Au-catalyzed[3,3]-sig-
matropic Claisen Rearrangement of Allyl Acetate.103 In the following the main results and highlights of this work are featured,
demonstrating how URVA works and what we can expect. Fig. 4 shows the Non-catalyzed (R1), Au[I]-phosphine catalyzed (R2),
and Au[I]-NHC (R3) catalyzed Claisen rearrangement of allyl acetate discussed in this article. In Table 1 the energetics of the three
reactions are summarized and in Fig. 5 the reaction path curvature profiles of the three reactions are presented. Reaction movies
following the evolution of the RC along the reaction path are provided for both the non-catalyzed reaction R1 and the two steps of
the catalyzed reactions R2 and R3 in the Supporting Materials: videos M1 – M5.

Although the non-catalyzed reaction R1 is symmetry-allowed it has a relatively high barrier height of 37.4 kcal/mol limiting its
usefulness for synthesis. The activation energies for the catalyzed reactions proceeding in two steps (see Fig. 4) are considerably lower;
DEa ¼ 8.8 kcal/mol for the first and 4.2 kcal/mol for the second step of reaction R2 and 14.5 kcal/mol for the first step and 1.9 kcal/
cal for the second step of reaction R3, respectively, see Table 1. This clearly shows the overall drastic effect of the gold-catalyst.

Mechanistic details about the factors which cause the high barrier of reaction R1 and how the catalyst supports the rearrangement
can be obtained from the curvature profiles shown in Fig. 5. The pre-chemical phases 1 and 2 of reaction R1 (Fig. 5(a)) are characterized
by the rotation of methyl groups and the acetate unit, and phase 3 by a pseudo-rotation of the 6-membered ring reducing the distance
between the Cb and Ob atoms, which are forming a new bond (see reaction video M1, Supporting Materials). CbOb bond formation (red
line) starts to contribute to the reaction path curvature already in phase 2 with a resisting component stretching to the start of phase 7.
The CaOa bond cleavage starts in phase 5 with a supportive dominating contribution to curvature peak K3 (blue line). Phase 6,
containing the TS is characterized by a smaller curvature peak K4. It is interesting to note that the RC adapts a boat form at the TS with
CaOa and CbOb distances close to 2.1 Å. Both, the CaOa and the CbOb bonds are resisting a further change in this phase (see reaction
video M1, Supporting Materials), indicating the situation of a hidden intermediate,78 i.e., the possibility to break up the reaction in this
area into two steps with lower activation energies, e.g., with a catalyst that transforms the TS of the non-catalyzed reaction into a
stable intermediate (Fig. 4). In Phase 7, leading to the large curvature peak K5, the formation of the new CbOb bond is finalized. Phases
8–10 are characterized by six-membered ring pseudo-rotations as well as a final rotation of acetate methyl-group. In summary, the most
important curvature peaks are K3 before the TS (breakage of the CaOa bond), K4 close to the TS (boat form of the RC with equal CaOa

and CbOb bond lengths), and K5 after the TS (finalization of CbOb bond formation).
Fig. 5 (b,c) shows the curvature diagrams for the gold catalyzed reaction R2 which proceeds contrary to the non-catalyzed reaction R1

in two steps (see also videos M2 and M3, Supporting Materials). The first step starts from the p-bonded complex with the gold attached
to the CcCb double bond of the allyl acetate and ends with the formation of an intermediate s-bonded complex Au(I) complex with both
the CaOa to be broken still intact and the new CbOb bond formed, thus resembling the TS of the non-catalyzed reaction. The energy
consuming breakage of the CaOa bond determining the high barrier of reaction R1 is replaced with a less energy consuming loosening of
the AuCb interaction In addition, the Au atom pushes the Cb atom closer to the Ob atom (see reaction video M2, Supporting Materials)
and in this way mediates the formation of the new CbOb bond which occurs like in reaction R1 after the TS. This explain the drastic drop
in the activation energy form 37.4–8.8 kcal/mol. Since the formation of the Au-s complex is slightly endothermic by 0.7 kcal/mol, in
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Step 2 the regeneration of a stable Au(I)-p-complex occurs via establishing a new AuCa interaction (phase 2, green line) which
simultaneously weakens the CaOa bond, supporting its cleavage (phase 2, blue line) which now requires only 4.2 kcal/mol.

Fig. 5 (d,e) displays the curvature diagrams for reaction R3 (see also videos M4 and M5, Supporting Materials). The overall
curvature pattern of reactions R2 and R3 are the same, i.e., both Au(I) catalysts follow the same mechanism, despite the fact that later
is a weaker Lewis acid, which is reflected in the activation energy of 14.5 kcal/mol being 5.7 kcal/mol higher than that of reaction R3.
On the other hand, the activation energy of the second step is 2.3 kcal/mol lower and the reaction is more exothermic. There are two
major difference in the curvature profiles of the two reactions concerning rotations. K1 in the first step of reaction R2 results from PH3

rotations and K4 in step two resulting from rotations of methyl substituent of Ca is also more pronounced in reaction R2 (see M4,
Supporting Materials). The bulky t-but NHC substituents do not pay any signifiant mechanistic role because of the structural
arrangement of the NHC perpendicular to the plane of the 1,3-acetoxonium moiety as has been previously suggested.208

In summary, the URVA analysis shows how the Au[I] catalyst breaks up the non-catalyzed rearrangement into two steps by
acting as a chameleon, e.g., easily switching between Au[I]-p and Au[I]-s complexation. The catalytic action of the Au[I] catalyst of
allyl acetate is due to (1) the formation of a stable s-bonded intermediate avoiding to start with an energy-consuming breakage of
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Fig. 4 Non-catalyzed (R1), Au[I]-phosphine catalyzed (R2), and Au[I]-NHC (R3) catalyzed Claisen rearrangement of allyl acetate.

Table 1 Activation energy DEa, activation enthalpy DHa, reaction energy DER and reaction enthalpy DHR (kcal/mol) for reactions R1 - R3. The values of
the reaction second steps are given relative to the second step reactant. B3LYP/6–31þG(d,p)/SDD(Au) level of theory.

Reaction First step Second step

DEa DER DHa DHR DEa DER DHa DHR

R1 37.4 & 0.6 35.6 & 0.4
R2 8.8 0.7 8.3 1.6 4.2 & 2.3 3.0 & 3.5
R3 14.5 7.9 13.9 8.6 1.9 & 6.4 0.9 & 6.9

Source: Freindorf, M., Cremer, D., Kraka, E., 2017. Gold(I)-assisted catalysis - A comprehensive view on the [3,3]-sigmatropic rearrangement of allyl acetate. Mol. Phys. 116,
161–630.
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Fig. 5 Scalar reaction curvature profile (solid black line) as a function of the reaction path parameter s and its decomposition into the most
important components (colored lines) for the non-catalyzed reaction R1 (a); for the two steps of catalyzed reaction R2, (b) and (c); and the two
steps of catalyzed reaction R3, (d )and (e). The borders of the reaction phases are indicated by vertical dashed lines at curvature minima M1, M2,
M3, etc. The reaction phases are indicated by blue numbers. Curvature maxima are given as K1, K2, K3, etc. The TS at s ¼ 0 amu1/2 Bohr is also
indicated by a vertical dashed line. B3LYP/6–31þG(d,p)/SDD(Au) level of theory. Reprinted with permission from Freindorf, M., Cremer, D., Kraka,
E., 2017. Gold(I)-assisted catalysis - A comprehensive view on the [3,3]-sigmatropic rearrangement of allyl acetate. Mol. Phys. 116, 611–630.
Copyright 2020 from Taylor & Francis.
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the CaOa bond; (2) simplification of the ring pseudo-rotation, i.e., no need to bring the RC into a boat form and (3) the assistance
of gold with the breaking and forming of the CO bonds.

3.2 Re-Catalyzed CO2 Cycloaddition to Epoxides

The environmental concentration of CO2 has been dramatically increased over the last decades, contributing to global warming.209

The anthropogenic emission of CO2 exceed now 36 Gt and due to the growing demand for energy is expected to increase even
further by 25%–90% in the next decade.210 A variety of new technologies are under development to reduce anthropogenic CO2

emissions; one possible pathway, Carbon Capture and Utilization has recently attracted a lot of attention,211,212 in particular the
synthesis of cyclic carbonates from CO2 cycloaddition to epoxides, sketched in .Fig. 6(a)213–218 Organic cyclic carbonates have a
broad range of applications as high boiling point green polar aprotic solvents or electrolytes in Li-ion batteries, serving as
monomer for polycarbonates and polyurethanes synthesis, intermediates for the manufacturing of pharmaceuticals and many
other fine chemicals just to name a few.219

In the following we present a pilot study on the Re-catalyzed CO2 cycloaddition to epichlorohydrin (chloromethyl oxirane)
shown in Fig. 6(b) focusing on how URVA can unravel valuable mechanistic features for the optimization and redesign of this
process as well as providing useful new insights for the use of this greenhouse gas as chemical feedstock as better alternative to its
non-reactive sequestration. Re(CO)5Br-catalyzed coupling of epoxides with supercritical CO2 was first suggested in 2005220 and in
2010 theoretically investigated by Guo and co-workers221 for the coupling of epichlorohydrin and CO2 and providing an overall
view of the energetics and the catalytic cycle shown in Fig. 6(b). In the following we show how URVA can add valuable
mechanistic details with regard to the specific role of the catalyst mediating the bond forming/breaking processes.

An activation energy DEa of 60.4 kcal/mol (see Table 2) makes the direct cycloaddition shown in Fig. 6(a) unattractive for
practical use. The DEa values for the five steps of our model catalytic cycle are ranging from 37.6 kcal/mol to 0.7 kcal/mol (see
Table 2) providing evidence that the Re catalysts works in the right direction, i.e., substantially lowering the energy barrier. In order
to learn more about the mechanistic details we followed the same strategy as in the previous example, we first focused on the
URVA analysis of the non-catalyzed reaction in order to identify the chemical events which contribute to the large energy barrier
(see Fig. 7), followed by the URVA analysis of each step of the catalytic cycle (see Fig. 8) focusing on how the Re atom mediates the
cycloaddition. The corresponding reaction movies M6 - M11 can be found in the Supporting Materials.

Fig. 6 (a) Reaction scheme for the cycloaddition of CO2 to a mono-substituted epoxide. (b) Catalytic cycle of the Re-catalyzed CO2 cycloaddition
to epichlorohydrin discussed in this work. Reproduced from Guo, C.H., Song, J.Y., Jia, J.F., Zhang, X.M., Wu, H.S., 2010. A DFT study on the
mechanism of the coupling reaction between chloromethyloxirane and carbon dioxide catalyzed by Re(CO)5Br. Organometallics 29, 2069–2079.
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There are two possible causes for the high barrier of the direct cycloaddition (1) ring-opening of the epoxide, i.e., breakage of
one epoxide CO bond and (2) activation of the inert CO2, requesting the elongation of one carbon dioxide CO bond and the
bending of the molecule, or a combination of both. Whereas the energy profile shown in Fig. 7(a) cannot answer this question, the

Table 2 Activation energy DEa, activation enthalpy DHa, reaction energy DER and reaction enthalpy
DHR (kcal/mol) of the Re catalyzed transformation of CO2. The energy values in each reaction step are
relative to the reactant of this reaction step. B3LYP/6–31 G(d,p)/SDD(Re) level of theory

Energy Enthalpy

DEa DER DHa DHR

Non-catalyzed
60.4 & 14.7 58.7 & 13.1

Re-catalyzed
Step 1 37.6 24.7 35.8 23.8
Step 2 6.6 5.7 6.0 5.9
Step 3 13.3 8.5 12.7 8.6
Step 4 15.5 & 36.9 14.7 & 35.0
Step 5 0.7 & 30.4 & 0.8 & 30.7

Fig. 7 Non-catalyzed reaction between CO2 and epichlorohydrin. (a) Energy profile, the energy contribution to the total activation energy of each phase
(in kcal/mol) is shown; (b) Scalar reaction curvature profile (solid black line) as a function of the reaction path parameter s and its decomposition into
selected components (colored lines); (c) NBO atomic charges of selected atoms along the reaction path. B3LYP/6–31G(d,p) level of theory.
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reaction path curvature profile shown in Fig. 7(b) provides these insights. The reaction is composed of eight phases, phase 4
including the TS. In phase 3 the major chemical event contributing to the activation energy with 23.8 kcal/mol is the breakage of
the epoxide bond C3O4 (red line) accompanied by the start of C3O12 (green line) and C11O4 (blue line) bond formation and
the bending of the CO2 molecule (olive line). In phase 4 with an energy contribution of 36.6 kcal/mol the elongation of the
C11O12 carbon bond of CO2 comes into play. The formation of the new C11O4 bond is finalized in phase 5 followed by the
finalization of the C3O12 bond in phase 6 which is more difficult, because as shown in Fig. 7(c) both C3 and O12 are negatively
charged and therefore have to overcome electrostatic repulsion. Phases 7 and 8 are characterized by the five-membered ring
adjustments and rotations of the CH2Cl group.

Step 1, Epoxide coordination and ring opening (Fig. 8(a), reaction movie M7, Supporting Materials). This step starts from Re(CO)4Br being
loosely coordinated with the epoxide (distance ReO ¼ 2.3 Å). As reflected by the curvature diagram, the whole reaction proceeds via 7
distinct phases: In phase 2, the oxirane reorganizes with regard to the transition metal atom leading to a slight increase of the ReO distance
and a decrease of the ReCa distance. The most distinct peak before the TS is found in phase 3 characterized by the simultaneous start of
epoxide CaO bond breakage (blue line) and ReCa bond formation (green line) with a only a small contribution of the ReO bond (purple
line) hindered by a resisting CbO bond (red line), which must lengthen. These interactions reflect a donation of the CaO bonding electron
pair to an empty Re d-orbital which weakens the CO bonds and facilitates CaO bond breakage, reducing the barrier by 22.8 kcal/mol. In
phase 4, which also contains the TS, the ReCa, ReO and CaO bonds resist further change (negative components, maximum values at the
TS). In phase 5, CaO bond breakage is completed, the new ReO, ReCa bonds are finalized, and a four membered ring (4MR) is formed
leading to an expansion of the coordination sphere of the Re atom from 5 to 7. Typical for a catalytic reaction, bond forming/breaking
processes are stretched over several phases, in particular into the exit channel making them less cost intensive.

Step 2a, CO2 insertion, formation of a bicyclic structure (Fig. 8(b), reaction movie M8, Supporting Materials). After loss of one CO ligand
the metal complex prepares in Step 2a for the CO2 insertion. The CO2 coordinates to the metal via one oxygen atoms (Ob) and the central
C atom (Cc) is attracted by the oxirane oxygen (Oa). The metal coordination guides the reacting atoms in the right position, a process
which stretches over the first 2 phases. In phase 3 the chemical processes start with a bending of the linear O ¼ C ¼ O and the formation
of a biradicaloid structure. All major chemical events leading to the addition of CO2 to the Re atom occur in phase 4, after the TS, i.e., they
do not contribute to the small barrier of only 6.6 kcal/mol. In this important phase the newOaCc bond is formed and the ReO interactions
adjust so that both O atoms are loosely coordinated to Re (ReO distance: 2.18 Å). The resulting complex possesses a somewhat strained
bicyclic structure characterized by 7-coordinated Re atom with 18 electrons in its valence shell. This relaxes to a six-membered ring in the
following step.

Step 2b CO2 insertion, formation of a six-membered ring (Fig. 8(c), reaction movie M9, Supporting Materials) This step is
characterized by the cleavage of the ReOa bond leading to a six-membered carboxylate ring (6MR) out of which the following
catalyst migration and the formation of a five-membered (5MR) ring carbonate is facilitated. In the first 3 phases, the 4MR ring
containing Ca puckers moving the CaH bonds out of the mean ring plane, so that the ReOa bond slightly lengthens preparing for
its cleavage starting in phase 4. The Re-Br bond is initially resisting and then supporting the bond cleavage. In phases 5 and 6 the
6MR adjusts to a distorted boat form with the keto group in one of the 4 hull positions to guarantee a larger internal ring angle.

Step 3 Formation of a 5-membered ring carbonate (Fig. 8(d), reaction movie M10, Supporting Materials) In this reaction the 6MR is
transformed into a 5MR reducing the coordination number of Re to 5. This process requires the cleavage of the ReCa bond and the
formation of a new bond between Ob and Ca. Phases 1 and 2 are dominated by puckering changes of the 6MR. In phase 3,
the cleavage of the ReCa bond starts and is stepwise continued in phases 4, 5, and 6, (red line, curvature diagram). The formation of
the CaOb bond also starts in phase 3 and it is finalized in phase 5 stretching over almost 25 s units driving all other bond length
changes. Phases 6 and 7 are characterized by conformational changes of the 5MR and the final adjustment of the ReCa and ReOb

distances.
Step 4 CO addition (Fig. 8(e), reaction movie M11, Supporting Materials) The final step before carbonate elimination and

catalyst regeneration is the addition of CO to the Re atom. This reaction which stretches over 8 phases has a small barrier of less
than 1 kcal/mol determined by small conformational changes taking place in phases 1–3 and the onset of ReCd bond formation
(blue line) which is first resistant (most negative component value around the TS). The ReCd bond is finalized in phase 6 far out in
the exit channel indicated by a large curvature peak. The resulting 4-chloromethyl-[1,3]dioxolane-2-one molecule is bound to the
complex by weak electrostatic interactions between Re and Ob as confirmed by an electron density analysis. Therefore, the final
carbonate elimination and catalyst regeneration proceed without any barrier.

In summary, the key role of the Re-catalyst is to mediate and support the coupling of CO2 and oxirane via the formation and
cleavage of a series of ReC and ReO bonds, which in each of the different steps stretches over several reaction phases, and as such
imply a series of small energy-saving changes rather than an abrupt change consuming a larger amount of energy. Another key
feature is the ability of Re to easily change its coordination sphere thus facilitating the coupling reaction.

3.3 a-ketoamide Inhibitor for SARS-CoV-2 Main Protease

The topic of the third example is enzyme catalysis. Over the past decades, a lot of emphasis has been devoted to replace traditional
chemical processes relying on heavy metal catalysts (often leading to toxic byproducts) with Nature's powerful way of producing
environmentally pure compounds under eco-friendly conditions using enzymes as catalysts. Nature has designed over billions of
years the most efficient catalysts accelerating chemical reactions under the physical conditions in which organisms live by more
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Fig. 8 Scalar reaction curvature profile (solid black line) as a function of the reaction path parameter s and its decomposition into selected
components (colored lines) for the Re(CO2)4Br-catalyzed reaction between CO2 and epichlorohydrin. (a) Step 1; (b) Step 2a; (c) Step 2b; (d) Step
3; and (e) Step 4 of the catalytic cycle shown in Fig. 6(b). B3LYP/6–31G(d,p)/SDD(Re) level of theory.
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than a factor of 1020,222–226 which has inspired the community to design so-called metalloenzymes combining Nature's efficiency
with the robustness of man-made catalysts12,14,227,228 or to create new artificial enzymes based on Nature's principle.10,11,229,230

Whereas in this scenarios acceleration of the reaction rate is the major goal, there is another scenario frequently desired e.g., in drug
design, i.e., to reduce the rate of an enzyme-catalyzed reaction or to complete prevent the reaction in an enzyme, which may lead
decease. In this scenario the catalyst works as an inhibitor, also called negative catalyst, which should not to be confused with the
term negative catalyst applied to enzyme-catalyzed reactions that do not follow the Bell-Evans-Polanyi principle,231,232 which
states that the driving force of a chemical reaction should be proportional to its activation energy.233

Since December 2019, the world has been suffering from a global pandemic, the coronavirus disease (COVID-19) caused by
the highly contagious severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2).234–237 So far, more than 250 M cases and
more than 5 M deaths have been reported worldwide.238 Although the development of several vaccines against covid has slowed
down the spread, the pandemic is still among us.239 Many proteins in SARS-CoV-2 have been targeted for the design of new drugs
or repurposing of known drugs240–243 The main protease of SARS-CoV-2 (SARS-CoV-2Mpro), a cysteine protease (CP) that takes
part in the viral replication process has been one promising candidate,244–246 in particular for the design of an a-ketoamide
inhibitor247 that blocks the virus from replication.248–250 A recent crystal structure of the inhibitor bound SARS- CoV-2Mpro251

suggests that the a-ketoamide inhibitor forms a CN bond with Cyst145 of the virus, i.e., identifying the inhibitor as covalent
binder. Generally, covalent inhibitors have turned out to be more efficient and selective than their non-covalent counterparts,
because they form covalent bonds with the proteins, which makes them attractive.252–254 Most of the designs of covalent inhibitors

Fig. 9 (a) One-step reaction between a-ketoamide inhibitor and Cys145 of SARS-CoV-2Mpro. (b) a-ketoamide inhibitor after CS bond formation in
the active site pocket of SARS-CoV-2Mpro for the His41! protonation form, (c) for the His41δ protonation form.
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is so far based on experimental studies while computational research is still lacking behind. The major reason is following:
non-covalent binding can be reasonably described with molecular dynamics (MD) computational protocols.255 MD is a popular
method in the drug design community, very fast but less accurate, because it is based on a classical molecular mechanics (MM)
approach256–258 treating the bonds of a molecule as springs while totally ignoring the electrons. Covalent binders need a more
sophisticated description, in particular with regard to the description of the chemical bond being formed between inhibitor and

Table 3 Activation energy DEa, activation enthalpy DHa, reaction energy DER and reaction enthalpy DHR
(kcal/mol) of the CS bond formation between a-ketoamide inhibitor and SARS-CoV-2 main protease. The
B3LYP/6–31G(d,p)/AMBER level of theory

Energy Enthalpy

DEa DER DHa DHR

Gas phase 40.3 7.2 38.4 8.8
Protein (His41!) 34.4 & 6.8 33.0 & 3.8
Protein (His41δ) 31.4 & 11.6 28.7 & 10.6

Fig. 10 (a) Energy profiles for the one-step reaction between a-ketoamide inhibitor and CH3-SH (gas phase) and Cys145 of SARS-CoV-2Mpro (protein).
(b) - (d) Scalar reaction curvature profile (solid black line) as a function of the reaction path parameter s and its decomposition into selected components
(colored lines); (b) gas phase reaction, only reaction phases 5–9 are shown; (c) reaction in the protein with His41! protonation form; (d) reaction in the
protein with His41δ protonation form. Gas phase: B3LYP/6–31G(d,p) level of theory, protein: B3LYP/6–31G(d,p)/AMBER level of theory.
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enzyme, e.g., offered by so-called hybrid quantum mechanics/molecular mechanics (QM/MM) methodologies, which combine
accurate quantum chemical methods describing both nuclei and electrons with fast but less accurate MM approaches.259,260 The
inhibitor and a sufficiently large portion of the active site of the enzyme including the chemical bond to be formed are described
with QM and the reminder of the protein with MM. However, this is not a black-box approach, and results may depend on the
choice of the active site, level of theory used for the QM part and other approximations.226,261–268

In the following we present a combined URVA and LMA QM/MM study of the a-ketoamide inhibitor inside SARS-CoV-2Mpro

focusing on (1) the mechanism of CS bond formation between the inhibitor and Cyst145 of SARS-CoV-2Mpro and (2) the
assessment of the strength of this CS bond; following the same protocol we recently applied to the Bacillus subtilis chorismate mutase
(BsCM) catalyzed Claisen rearrangement of chorismate to prephenate33 (sketched in Fig. 1(c)), which forms an important part of
the shikimate pathway controlling the synthesis of aromatic amino acids in the cells of fungi, bacteria and plants.269–271

The formation of the CS bond between the a-ketoamide inhibitor and the side chain of Cys145 in SARS-CoV& 2Mpro was
investigated in our study as a one-step reaction, in which the nucleophilic attack of cysteine on the C carbonyl atom of the inhibitor
takes place synchronously with hydrogen migration from Cys145 to the carbonyl oxygen atom of the inhibitor (see Fig. 9(a)). The CS
bond formation in the protein is influenced by the interaction with the His41 residue of SARS-CoV& 2Mpro , which is located in close
proximity of the reaction site. There are two different protonation forms of His41 determining how it interacts; in His41! the
interaction is via a hydrogen atom of the ! nitrogen atom of the histidine imidazole ring (Fig. 9(b)) and in His41δ via the lone pair of
the δ nitrogen atom of the histidine imidazole ring (Fig. 9(c). Both possibilities were considered in our QM/MM study of the protein
reaction and compared with the reaction in the gas phase, where the cysteine residue was modeled by CH3-SH.

The activation and reactions energies along with the activation and reaction enthalpies for the three reactions are reported in Table 3.
According to Table 3 the activation energy DEa of the reaction in the gas phase has a value of 40.3 kcal/mol, which is energetically higher
than the activation energies calculated in the protein (34.4 and 31.4 kcal/mol, for the His41! and His41δ protonation forms, respectively).
This indicates that the protein environment, in particular the His41 interaction supports CS bond formation. In the gas phase the reaction
is endothermic with a reaction energy DER of 7.2 kcal/mol, making it unfavorable. In contrast, the reaction in the protein becomes
exothermic with reaction energies of & 6.8 and & 11.6 kcal/mol, for the His41e and His41δ protonation forms, respectively. This shows
the efficiency of the inhibitor establishing a chemical bond with SARS-CoV& 2Mpro being supposed to block the virus from replication. The
corresponding enthalpy values in Table 3 reflecting thermal effects show the same trends.

In the next step we used URVA to explore the mechanistic details leading to a better an understanding of what causes the
decrease of the barrier in the protein and why the reaction becomes exothermic in the protein environment. Fig. 10(a) compares
the energy profiles for the three reactions and Fig. 10(b–d) show the corresponding curvature profiles. The corresponding reaction
movies M12 – M14 can be found in the Supporting materials.

3.3.1 Gas phase reaction
There are 9 distinct reaction phases. Phases 1–4 are uneventful preparation phases which are not in Fig. 10(b). Phase 6 is characterized
by the start of CS bond formation (red line) and transformation of the carbonyl CO double bond of inhibitor into a single bond
(purple line), both being supportive. Hydrogen migration involving the formation of the new OH bond (green line) and the cleavage of
the SH bond (green line) are still resisting. The formation of the new OH bond starts in phase 6. Whereas OH bond formation is still

Table 4 Bond length (Å), local mode force constant (mDyn/Å), and bond strength order for the reactant, TS and the product of the CS, SH,
OH, CO, and NH bonds investigated in our study in the gas phase and in the protein. Gas phase: B3LYP/6–31 G(d,p) level of theory, protein:
B3LYP/6–31G(d,p)/AMBER level of theory

Bond Reactant TS Product

R (Å) ka (mDyn/Å) BSO R (Å) ka (mDyn/Å) BSO R (Å) ka (mDyn/Å) BSO

Gas phase
C-S 4.2291 0.014 0.015 2.7350 0.408 0.220 1.8746 1.962 0.760
S-Ha 1.3495 4.035 0.752 1.8512 0.122 0.231 2.7113 0.108 0.222
O-Ha 2.4720 0.003 0.066 1.0862 0.569 0.389 0.9683 7.958 0.945
C-O 1.2158 12.340 1.872 1.2952 6.805 1.249 1.4087 4.399 0.929
HIS!
C-S 3.1082 0.153 0.101 2.2425 0.347 0.193 1.8624 2.158 0.819
S-Ha 1.3527 4.062 0.753 1.5965 0.613 0.398 2.6982 0.224 0.284
O-Ha 2.6142 0.070 0.192 1.3212 0.299 0.313 0.9730 7.620 0.931
C-O 1.2147 12.621 1.900 1.3054 7.575 1.343 1.4002 4.759 0.980
O—Hb 1.9408 0.200 0.273 1.9696 0.157 0.252 2.0486 0.114 0.226
HISδ
C-S 2.9231 0.186 0.118 2.1671 0.453 0.239 1.8458 2.264 0.850
S-Ha 1.3544 4.051 0.753 1.5762 0.723 0.421 2.6410 0.297 0.312
O-Ha 2.7224 0.067 0.189 1.3699 0.324 0.321 0.9750 7.773 0.937
C-O 1.2203 11.967 1.833 1.3158 6.792 1.247 1.4171 4.323 0.918
N-Ha 1.9467 0.181 0.264 2.1457 0.165 0.256 1.8723 0.514 0.375
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resisting in phase 7, SH bond cleavage becomes supportive and dominating the large curvature peak. In phase 8 including the TS,
finalization of OH bond formation becomes the dominating event accompanied by the finalization of CS bond formation as well as SH
bond cleavage and CO bond adjustment leading to a large curvature peak located at the TS, i.e., all these events account for the barrier.

3.3.2 Protein reaction
As revealed by the curvature pattern shown Fig. 10(c) and 10(d), the overall reaction mechanism in the protein is similar to that in
the gas phase. However, there are two important differences. For both the His41! and the His41δ protonation form the large
curvature peak connected with the finalization of OH bond as well as SH bond cleavage and CO bond adjustment have been
moved into phase 4 after the TS which is contained in phase 3, i.e., these events do not longer contribute to the energy barrier,
explaining the lower activation energies in the protein. Whereas in the gas phase CS bond formation is completed synchronously
with OH bond formation (see phase 8) in the protein the CS bond formation is finalized in a subsequent phase (phase 6, read
line, supporting) reflecting the final adjustment in the binding pocket.

URVA was complemented with LMA performed at the stationary points, i.e., reactant complex, TS, and product complex for
each of the three reactions to assess and compare the strength of the formed and cleaved bond in gas phase and protein. In

Fig. 11 Chemdraw sketches of the reactant complex, TS, and product complex for gas phase and protein. Bond length in Å (black numbers) and BSO
n values (brown, italic numbers) are given for all bonds/interactions involving the proton shift and CS bond formation. (a) Gas phase reaction, (b) His41!
protein reaction, and (c) His41δ protein reaction. Gas phase: B3LYP/6–31G(d,p) level of theory, protein: B3LYP/6–31G(d,p)/AMBER level of theory.
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addition to local mode force constants ka we also calculated the corresponding strength order BSO n via Eq. (18) which provide a
more intuitive measure of bond strength. For the OH and SH bonds we used as references FHF- (BSO n ¼ 0.5, ka(FH) ¼ 1.203
mDyn/Å) and HF (BSO n ¼ 1.0, ka(FH) ¼ 9.420 mDyn/Å), for CO bonds CH3OH (BSO n ¼ 1.0, ka(CO) ¼ 4.905 mDyn/Å) and
CH2O (BSO n ¼ 2.0, ka(CO) ¼ 13.607 mDyn/Å), and for CS bonds CH3SH (BSO n ¼ 1.0, ka(CS) ¼ 2.779 mDyn/Å) and CH2S
(BSO n ¼ 2.0, ka(CS) ¼ 6.682 mDyn/Å).

In Table 4 and Fig. 11 the corresponding bond lengths R, local mode force constants ka and BSO n values for the CS, SH, OH,
CO, and NH bonds at the stationary points are summarized for each reaction investigated in this work. Fig. 12 presents the
corresponding ka versus BSO n power relationships; Fig. 12(a) for all OH and SH bonds, Fig. 12(b) for all CO bonds and Fig. 12(c)
for all CS bonds including the reference molecules providing a more holistic view.

Most important is the CS bond. Its formation contributes to the activation energy and to the final stabilization of the inhibitor-
protein complex, a stronger CS bond will block the replications of virus more efficiently. The initial CS interaction is the weakest
the gas phase with as reflected by a BSO n value of 0.0015, caused by the long CS distance of 4.229 Å (see Table 4 and Fig. 11). In
the protein, caused by space confinement in the active site, the CS distance is considerably reduced to a value of 3.108 Å in His41!
and 2.9231 Å in His41δ. This leads to a somewhat stronger interaction (BSO n values of 0.101 and 0.118 for the H41ε and H41δ,
respectively) from the start leading to a smaller barrier. In the final inhibitor-protein complex His41δ has the strongest CS bond
with a BSO value of 0.850 compared with BSO n values of 0.819 for His41! and 0.760 for the gas phase reaction.

In addition to CS bond formation the reaction barrier also depends on the proton migration, which involves SH breakage and
OHa formation both starting before the TS. As reflected by the data in Table 4 and Fig. 11 there is no signifiant difference between
the three reactions, the same holds for the SHa and OHa bond strengths in the final inhibitor-protein complex. In each case the

Fig. 12 Power relationship between constant ka and bond strength order BSO n calculated via Eq. (18). (a) For hydrogen bonds, (b) for CO
bonds, (c) for the CS bonds for the gas phase (Gas), and protein calculations (H!, Hδ). Symbols R, T, and P denote reactant complex, TS, and
product complex, respectively. Gas phase: B3LYP/6–31G(d,p) level of theory, protein: B3LYP/6–31G(d,p)/AMBER level of theory.
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covalent SH bond in the reactant complex (BSO n values in the 0.753 range) changes to a weak chemical interaction in the product
complex (BSO n values ranging from 0.222 to 0.312). The OHa bond is changing in the opposite way, i.e., the weak chemical OHa

interaction in the reactant (BSO n values from 0.066 to 0.189) transforms into a covalent OHa bond in the final product (BSO n
values ranging from 0.918 to 0.945). The change of the keto CO bond from double to single bond is comparable for the three
reactions reflected by BSO n values in the range of 1.872–1.900. It is interesting to note that the CO double bond in His41δ is the
longest and weakest among the three bonds, (R ¼ 1.220 Å and BSO n ¼ 1.833).

The additional stabilization of the final inhibitor-protein complex results from hydrogen bonding with His41 which is different
for His41! and His41δ caused by the different geometry. In His41! there is a OHb interaction (R ¼ 2.049 Å and BSO n ¼ 0.226)
whereas His41δ benefits from a somewhat stronger NHa interaction (R ¼ 1.872 Å and BSO n ¼ 0.375) contributing to the
stability as reflected by the more exothermic character of this reaction. Overall, the analysis favors His41δ over His41! and suggests
that the design of inhibitor modifications should focus on weakening the keto CO bond and increasing the CS interaction in the
reactant complex. We are currently analyzing recently suggested inhibitor modifications in this regard aiming at adding more
points to Fig. 12, i.e., identifying inhibitors with CS bonds in final complex with BSO n values closer to 1.0 or even above (see
Fig. 12(c)) and starting keto CO double bonds with BSO n values below 1.8 (see Fig. 12(b)).

4 Computational Details

The reaction of the Au-catalyzed Claisen rearrangement and the Re-catalyzed transformation of CO2 were performed with the popular
hybrid density functional B3LYP272–275 using Stuttgart-Dresden effective core potentials (SDD)276 with the corresponding basis sets for
the Au and the Re atoms accounting for relativistic effects;277 for all atoms of the Au complexes Pople's 6&31þG(d,p) basis set278–280

and for all atoms of the Re-complexes Pople's 6&31G(d,p) basis sets were utilized.278,279 We used in this study as reaction path the
intrinsic reaction coordinate (IRC) path of Fukui which follows the reaction path in mass-weighted Cartesian coordinates.281 It is
important to note that the use of mass-weighted coordinates allows for a one-to-one comparison of reaction and curvature profiles of
reaction with different substituents or reactions in different media, i.e., gas phase versus solution or enzyme environment.31,87,101 All

Fig. 13 Flowchart of the pURVA software. Reprinted with permission from Kraka E, Zou W, Tao Y, Freindorf M. Exploring the Mechanism of
Catalysis with the Unified Reaction Valley Approach (URVA) – A Review. Catalysts. 2020;10:691, copyright 2021 from MDPI
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IRC calculations were performed using an ultrafine grid and a tight convergence criterion with a step size of s ¼ 0.03 amu1/2 Bohr,
applying the reaction path following procedure of Hratchian and Kraka, which allows for precise calculations at the enter and exit
channels of the reaction.282 The calculations of the reaction between a-ketoamide inhibitor and the SARS-CoV-2Mpro were started from
the available crystal structure (PDB: 6Y2G, chain A).283 The reaction in the gas phase was calculated at the B3LYP/6&31G(d,p) level of
theory, and the reaction in the protein was calculated for two protonation forms, His41 (His41! and His41δ) located close the reaction
site. The inhibitor was placed in the active site of the enzyme using the TS geometry from the gas-phase calculations. The entire protein
system was neutralized by 4 Naþ ions, and surrounded by a TIP3P284 water sphere of a 16 Å radius centered at the protein active site, in
order to mimic a water solution environment. The energy of the protein, the water, and the inhibitor was minimization using
AMBER285 separately for the His45! and His45δ protonation forms with the frozen inhibitor geometry. Hydrogen atoms were placed
according to standard rules of the AMBER force field. The minimized protein structure was divided into a QM part, which included the
inhibitor and the side chain of Cys145, while the MM part included the rest of the protein and water atoms. A H linker atom was placed
on the side chain of Cys145 in order to fill correct valences of the QM subsystem. The QM/MM TS geometry optimization was followed
by the IRC calculations, which were performed with the ONIOM method286 and applying the B3LYP/6& 31G(d,p)/AMBER level of
theory, and using an ultrafine grid with the IRC step size of s ¼ 0.05 amu1/2 Bohr. The URVA calculations were performed with the
program pURVA,287 and the local mode analysis was performed with the LmodeA program.288 The density functional theory calcu-
lations were carried out with Gaussian09.289

5 Conclusions

We introduce in this article two new tools for the analysis of bond forming/breaking processes taking place during catalytic
reactions, the Unified Reaction Valley Approach (URVA) and the Local Mode Analysis (LMA), both being based on vibrational
spectroscopy, describing how these new tools complement existing computational strategies, and elucidate URVA and LMA with
three examples, two from homogenous catalysis: Au-catalyzed[3,3]-sigmatropic rearrangement of allyl acetate, Re-catalyzed CO2

cycloaddition to epoxides, and one from enzyme catalysis:a-ketoamide inhibitor for SARS-CoV-2 main protease. In each case the

Fig. 14 Flowchart of the LMODEA software. Reprinted with permission from Kraka E, Zou W, Tao Y. Decoding Chemical Information from
Vibrational Spectroscopy Data: Local Vibrational Mode Theory. WIREs: Comput Mol Sci. 2020;10:1480. copyright 2020 from Wiley.
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following protocol is applied: First the non-catalyzed reaction is analyzed, in particular with regard to chemical events which cause
a high barrier; then the catalyzed reaction is analyzed and the specifics of the catalyst are decrypted.

URVA records all chemical events as the RC moves along the RP form the entrance channel through the TS into the exit channel
leading to the final products. All chemical events can be disclosed by analyzing the curvature of the RP. Different types of chemical
reactions are characterized by different curvature profiles (i.e., patterns of curvature minima and maxima), which can serve as their
fingerprints. A unique decomposition of the path curvature into internal coordinate components provides comprehensive insights
into the origins of all chemical changes taking place. Energy demanding chemical events such as bond cleavage taking place before
the TS and as such contribute to the activation energy can be identified. This information is in particular valuable in catalysis,
helping to modify existing and or to design new catalyst and catalytic cycles.

LMA decodes information on the electronic structure of a compound, the strength of its bonds, its geometry, and its
conformational flexibility is contained in the normal vibrational modes. However, these modes are generally delocalized
caused by a coupling of the atomic movements during the vibration, which hinders the direct access to this valuable
information. LMA provides a unique solution to this problem by extracting local vibrational modes and related local
properties from the fundamental normal modes. Local mode stretching force constants quantify the main contributions to
bonding and weak chemical interactions in a compound due to specific atom-atom interactions, providing first-hand
information for the fine-tuning and designing of new materials as well as shedding light into the frequent suggestion that in
catalysis the barrier is lowered because of specifically strong bonding in the TS.

Although catalysis can have many different facets, URVA studies suggest that there are only a few electronic principles that are
characteristic of catalysis. Overall we find that in catalytic reactions breaking/forming bonds generally stretch over several reaction
phases which demands less energy than bond breaking/forming in just one phase, which is often the case in small organic
reactions.98 More specific results concerning the three examples presented in this article are:

• The Au(I) catalyst in the Au-catalyzed[3,3]-sigmatropic rearrangement of allyl acetate features barrier lowering via a split-up of
the non-catalyzed reaction into two reaction steps by acting as a chameleon, e.g., easily switching between Au[I]-p and Au[I]-s
complexation. The catalytic action of the Au[I] catalyst of allyl acetate is due to (1) the formation of a stable s-bonded
intermediate avoiding to start with an energy-consuming breakage of a CO bond; (2) simplification of the ring pseudo-
rotation, i.e., no need to bring the RC into a boat form and (3) the assistance of gold with the breaking and forming of the
CO bonds.

• The Re-catalyzed CO2 cycloaddition to epoxides shows another type of catalysis, the coordination-sphere-driven
catalysis, often found for transition metal catalysts which facilitate costly bond forming/breaking events by changing the
coordination sphere of the transition metal. The key role of the Re-catalyst is to mediate and support the coupling of CO2

and oxirane via the formation and cleavage of a series of ReC and ReO bonds, which in each of the different steps
stretches over several reaction phases, and as such imply a series of small energy-saving changes rather than an abrupt
change consuming a larger amount of energy. In addition, the Re atom changes its coordination sphere as needed to
facilitating the coupling reaction.

• The a-ketoamide inhibitor for SARS-CoV-2 main protease study features a combined URVA and LMA QM/MM enzyme study
with the objective to explore mechanism of CS bond formation between the inhibitor and Cyst145 of SARS-CoV-2Mpro and the
assessment of the strength of this CS bond in the final complex, which plays a key role for blocking the replication of the
corona virus. URVA reveals that for both possible protein forms (His41! and His41δ protonation form) the reaction barrier is
lowered by moving the finalization of the OH bond as well as SH bond cleavage and CO bond adjustment, the essential feature
of the reaction, into a post-TS phase, so that these events do not longer contribute to the energy barrier. LMA shows that final
inhibitor-protein complex His41δ has the strongest CS bond with a BSO n value of 0.850 compared with BSO n values of 0.819
for His41! and 0.760 for the gas phase reaction. In this regard LMA is the perfect tool for identifying inhibitors leading to CS
bonds with BSO n values close to 1.0 or even above.

In summary, we hope that this article will attract the attention of the computational community to URVA and LMA, so that in
the future URVA and LMA will be frequently applied as mechanistic tools to a broad range of chemical reactions, in particular
catalytic reactions, and that both URVA and LMA will also enter the classroom.
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58. Toro-Labbé, A., Gutieŕrez-Oliva, S., Murray, J.S., Politzer, P., 2007. A new perspective on chemical and physical processes: The reaction force. Mol. Phys. 105,
2619–2625.
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