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In the recent application of scientific modeling, machine learning models are largely 
applied to facilitate computational simulations of fluid systems. Rotation symmetry is a 
general property for most symmetric fluid systems. However, in general, current machine 
learning methods have no theoretical guarantee of Rotation symmetry. By observing 
an important property of contraction and rotation operation on high order symmetric 
tensors, we prove that the rotation operation is preserved via tensor contraction. Based 
on this theoretical justification, in this paper, we introduce Rotation-Equivariant Network 
(RotEqNet) to guarantee the property of rotation-equivariance for high order tensors in 
fluid systems. We implement RotEqNet and evaluate our claims with four case studies on 
various fluid systems. The property of error reduction and rotation-equivariance is verified 
in these case studies. Results are showing the high superiority of RotEqNet compared to 
traditional machine learning methods.

© 2022 Elsevier Inc. All rights reserved.

1. Introduction

With recent developments in data science and computational tools, machine learning algorithms have been increas-
ingly applied in different engineering and science areas to model physical phenomena. The data from physical experiments 
and numerical simulations are a source of knowledge about the physical world, on which data-driven methods could be 
performed to extract new physical laws [1–6]. For example, in turbulence RANS modeling in fluid mechanics, traditional 
modeling methods have failed in many flow scenarios. A unified RANS model that can successfully describe complex flows, 
including boundary layer, a strong rotation, separation still does not exist according to the author’s knowledge [7,8]. On 
the other hand, advanced measurement and direct numerical simulations provide plenty of data that could be utilized to 
establish and validate new models. With the above argument, data-driven methods are particularly suitable for turbulence 
modeling and some other areas in physics and engineering. There have been many attempts to discover new turbulence 
models using machine learning methods. Milano and Koumoutsakos [9] reconstruct near-wall flow applying neural net-
works and compared their results with linear methods (POD). Zhang and Duraisamy [10] used Gaussian process regression 
combined with an artificial neural network to predict turbulent channel flow and bypass transition. Beck, Flad, and Munz 
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[11] applied residual neural network for Large Eddy Simulation. Chen et al. proposed an ODE network to generally learn 
differential equations [12].

The physical laws often appear in the form of tensorial equalities which inherently obey certain types of symmetry. For 
example, the constitutive laws in fluid and solid mechanics should obey translation and rotation invariance [13]. Physical 
symmetries mostly appear in the form of invariance under continuous group actions on the tensorial equalities. The preser-
vation of symmetries is essential for simulation algorithms to capture physical reality, and often difficult to achieve in both 
traditional numerical methods and data-driven machine learning methods. For example, neural networks and most of the 
deep learning methods do not naturally guarantee rotation equivariance when they are used as approximators between 
the Cartesian components of tensors. Although the universal approximator theorem guarantees convergence to any com-
pact supported functions [14] including rotation equivariant functions, the symmetry is not generally preserved for training 
results from finite sample points.

There have been different attempts to achieve rotation equivariance in deep learning of turbulence RANS models, which 
also appear as local tensorial equality between mean velocity gradient and Reynolds stress. Data augmentation is one simple 
way of improving symmetry preservation in deep learning methods of physical laws. In [15], an augmented dataset is 
generated by rotating the existing sample points in arbitrarily different directions. The training cost increases significantly 
while the prediction is still far from rotation equivariance. Data augmentation method achieves rotation equivariance at 
infinite sample limit by universal approximation theorem, but normally fails on finite sample set.

Another method that has been explored in previous research requires the construction of integrity basis on first and 
second-order tensors. In [15,16], Reynolds stress is expressed as a general expansion of nonlinear integrity basis multiplied 
by scalar functions of invariants of strain rate and rotation rate tensors. Machine learning is performed to find these scalar 
functions of tensor invariants of strain rate and rotation rate tensors. Mathematically this expansion comes from an ap-
plication of the Caylay-Hamilton theory. The special case used in [15,16] is derived by S.B. Pope in [17]. Although such 
construction is general and possible for higher-order tensors and tensor tuples containing multiple tensors, the number of 
this basis and the derivation complexity will grow exponentially and become prohibitive for real applications [18,19].

There have been previous works considering group-equivariance with convolutional neural networks (CNN) in image 
recognition. A general method has been proposed using group convolution [20–22]. Based on the idea of using convolution, 
several methods composed a steerable filter for rotation-equivariance in convolutional neural networks [23–27]. However, 
these works cannot be applied directly to physical systems. One of the most important reasons is that the rotation operation 
on the image is different from rotation operation on physical systems. The rotation on image is a global coordinate transfor-
mation, which is different from tensor rotation [28]. Additionally, these methods have a strong restriction that this model 
must be built on CNNs. CNNs are not well suitable for the approximation of tensorial equations, which lack the spatial scale 
similarity that is often explored in a natural image by CNNs.

In this paper, we establish Rotation-Equivariant Network (RotEqNet), a data-driven framework for learning equalities 
from tensorial data which exactly satisfies rotation-equivariance with finite samples. We first establish a general method to 
achieve rotation equivariance on the learning of equalities from 1st and 2nd order tensorial data using diagonalization. Then 
through tensor contractions, the problem of preserving rotation equivariance for higher order tensorial data is reduced to 
lower order problems, which have been established in previous step. In the realization of rotation equivariance, a rotation 
matrix can be extracted from the sample data, which is applied to transform sample data to its standard position. Standard 
position algorithm is proven to truncate infinite rotation group into a learnable finite group in Lemma 3.1. Therefore, the 
learning rules based on standard position are forming a quotient space of the original rules in random rotated plural position 
[23,29]. In this way, RotEqNet lowers the training difficulty of a randomly positioned dataset and leads to finite learnability 
of RotEqNet in Theorem 1. Further, RotEqNet is also proven to be rotation-equivariant in Theorem 2. These advantages of 
RotEqNet would result in an observable error reduction compared to previously introduced data-driven methods.

We applied RotEqNet into four different case studies ranging from second-order, third-order, and fourth-order. These case 
studies are designed based on Newtonian fluids, Large-eddy simulations, and Electrostriction. Improved performances could 
be observed for using RotEqNet. We show the rotation error could be reduced to machine precision, and the prediction 
errors are reduced for 99.6%, 32.17%, and 54.63% for second, third, forth-order case studies respectively. The error from 
random rotation reaches machine precision for RotEqNet in all tested cases. Our contribution in this paper is three-fold:

1. We design a position standardization algorithm that could find the standard position for arbitrarily rotated tensors. We 
prove this algorithm would truncate infinite rotation group into finite groups for machine learning.

2. We propose and analyze RotEqNet which could obtain rotation-equivariance property with finite training samples. RotE-
qNet has the theoretical guarantee to improve generalization with lower testing errors.

3. We implement RotEqNet with various case studies to show its improvement to baseline methods with data augmenta-
tion. The generalization error on random rotations reaches machine precision.

2. Problem description

In this paper, we aim to build a Rotation-equivariant model with machine learning algorithms using finite samples. Firstly, 
for a machine learning model, it is generally not built up with rotation-equivariance. As a typical solution, data augmentation 
has been largely applied by increasing training data with random rotations. However, to guarantee the learnability from a 
2
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continuous rotation group, it will require infinite amount of samples. This would harm the performance of machine learning 
model leading to a high generalization error. We formalize the above problems into the following parts.

2.1. Rotation-equivariant machine learning: idea and definition

Group equivariance is an important property for most physical systems. Typical cases of group equivariance could 
be rotation group equivariance, scaling group equivariance, and translation group equivariance. Modeling rotation group 
equivariance in fluid dynamics prediction is critical to real life applications like atmospheric air currents simulation. Math-
ematically, group equivariance is a property defined as follows.

Definition 2.1 (Rotation-equivariant functions). A mapping f : X → Y to commute from X to Y under rotation group actions. 
Specifically, let R ∈ SO (n) be a rotation action. f is rotation-equivariant if

f (R(x)) = R( f (x)), ∀R ∈ SO (n), x ∈ X . (1)

Consider supervised learning models as functions, name a parametric machine learning model M : X → Y . For a rotation 
operation R , we define this ML model to be rotation-equivariant as the following:

Definition 2.2 (Rotation-equivariant ML model). A model M is rotation-equivariant if

M(R(x)) = R(M(x)), ∀R ∈ SO (n), x ∈ X . (2)

Here, notice this property is generally not true as long as M is non-linear. Modern machine learning algorithms are 
typically non-linear, which are not naturally Rotation-equivariant.

2.2. Learnability with finite samples

Machine learning could only be trustworthy if it is learnable within finite samples. Suppose we have a set of dataset 
which is finite learnable. From probably approximately correct (PAC) learning [30] point of view, we can assume a hypothesis 
class H which is learnable with finite samples D = {(xi, yi) : xi ∈ X, yi ∈ Y }ni=1.

Finite learnable typically represents the data that can be shattered into finite sets. If an arbitrary large subset can be 
shattered, since its VC dimension is ∞, this would not be finite learnable. Building on a finite learnable H , we further 
define the extension of this hypothesis class with a group action by the following:

Definition 2.3 (Group action on hypothesis class). Suppose an unknown distribution function D can be learned by a realizable 
hypothesis class H . G is a group. The G-extension of this hypothesis class of H is G(H), which is realizable on the group 
action G on D.

Since H is realizable on D, according to Realizability Assumption, we know there exists h∗ ∈H such that the training 
loss LD, f (h∗) = 0. For a realizable hypothesis class on G(D) = {(g(x), g(y)) : ∀g ∈ G}, it can be only true on a hypothesis 
space with larger expressive power. We denote this extended hypothesis class by G(H).

We introduce a Lemma here to qualify when the cardinality of G is finite for G(H), we still have finite learnability.

Lemma 2.4 (Finite learnability). Suppose G is a group, and H is a finite learnable hypothesis class. If |G| is finite, G(H) is finite 
learnable. If |G| is infinite, G(H) is not finite learnable.

We include the proof in Appendix B via VC dimension [31,30].

Remark 1. For a rotation group GSO (3) , in general, GSO (3)(H) is not finite learnable.

To guarantee M could learn GSO (3)(H), applying data augmentation requires infinite amount of training samples to 
guarantee the learnability (Remark 1). In the practice of fluid dynamic modeling, we could only generate finite data for ML 
models. The requirement of infinite samples would cause the trained ML model to be ill-conditioned. In our paper, we aim 
to solve the problem of rotation-equivariant machine learning with finite number of samples. This would allow ML models 
could be easily generalized on the testing set, with low training effort and high accuracy.
3
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Fig. 1. Rotation-equivariant Network Architecture.

3. Rotation equivariant network

In this section, we propose a Rotation Equivariant Network (RotEqNet) architecture to learn constitutive laws of higher 
tensors in fluid systems with rotation-equivariance. The general process of RotEqNet is described in Fig. 1 with 3 steps:

1. This step is position standardization. For an input data X , S(X) is the standard position of X . The algorithm treats input 
tensors differently for even and odd orders.

2. Train a machine learning model based on (S(X), S(y)). The machine learning model in the middle of Fig. 1 only needs 
to learn the standard positions of X, y.

3. Denote the kernel machine learning model in the middle of Fig. 1 as M� . After M� is trained, in the inference stage, 
suppose for an input X , X = R(S(X)), the RotEqNet is defined as

MR = R−1(M�(R(S(X)))) (3)

as the prediction of X . Here, R is determined by position standardization algorithm S .

3.1. Position standardization algorithm for high order tensors

Let D denote as our data set. The first stage of RotEqNet is to find a good representative of randomly rotated tensors. 
We will call this representative the sample in standard position (Xs, Ys). S is the position standardization algorithm. �(T )

denotes a set generated by all standard positions of T .
The position standardization algorithm is defined as follows. For a tensor T , we aim to find a representative in the 

orbit O (T ), (where O (T ) = {R · T |R ∈ SO (n)}), as the standard position of T [32]. In our algorithm, we first perform tensor 
contraction to higher-order tensors. Then, we use diagonalization and QR factorization to obtain rotation information R in 
lower-dimension. Finally, R is used to rotate the tensor to its standard position. This final operation, using lower-dimension 
R to find standard position in original dimension, is compatible as shown in Lemma A.3.

The purpose of position standardization algorithm is to perform data reduction on the rotation group. Instead of per-
forming machine learning on GSO (3)(H), we wish to distill ancillary information and learn only on G�(H) where G� is 
finite.

3.1.1. Position standardization: tensor of even-order
Given a symmetric tensor of even-order Tn ∈ ⊗nV (n is even). Let C denote a sequence of contraction along the first two 

axes until we reach a second-order tensor (Fig. 2). Applying C to Tn we get:

T 2 = C(Tn) (4)

Then we find the orthonormal eigen-vectors of T 2 and use them to form the orthonormal matrix R that diagonalize 
T 2. Technically, orthonormal eigen-vectors are not unique with random sign and permutation (see Appendix). We choose R
where the first row of R is positive and sort the order of eigen-vectors (ascending from left to right in rotation matrix R) 
using the corresponding eigenvalues. This ensures this process is well-defined.

T 2 = R−1 × D × R (5)

Since R is an orthonormal matrix, we have

R−1 = RT (6)
4
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Fig. 2. Rotation-invariant extraction for even-order.

We will call D the standard position of T 2. We write R(T 2) = D to shorten the notation
Since contraction and rotation are compatible by Lemma A.3. We can apply R to Tn before we apply contraction, and we 

will have

C(R(Tn)) = D (7)

For the even tensor Tn , we could obtain

S(Tn) = R−1(Tn), (8)

as its standard position.

3.1.2. Position standardization: tensor of odd-order
Given a symmetric tensor of an odd-order tensor Tn ∈ ⊗nV (n is odd). Let C denote a sequence of contraction along the 

first two axes until we reach a third-order tensor (Fig. 3). Applying C to Tn we get:

T 3 = C(Tn) (9)

After we obtain T 3, we could obtain three different order-one tensors by contracting it along axes (2,3), (1,3) and (1,2). 
Name the contracted results, which are first-order tensors i.e. vectors, V1, V2, V3. We could get an second-order tensor by 
concatenating them.

T 2 = (V1, V2, V3) (10)

Then, we perform QR factorization to obtain rotation matrix R . We can execute the QR decomposition via Gram-Schmidt
to ensure R is well-defined.

T 2 = R × U2, (11)

For odd tensor, we define:

S(Tn) = R−1(Tn) (12)

The pseudocode of our proposed algorithm is documented in Algorithm 1.

3.2. Theoretical analysis of rotation-equivariant property

In our analysis, we aim to show the rotation-equivariant property is able to be obtained with finite samples for RotEqNet. 
The first step is to analyze the property of standard positions of any T would form a finite set. Then, we construct rotation-
equivariant property based on our model’s algebraic structure.

3.2.1. Main theorems and proofs
Since we will perform machine learning on �(T ) instead of GSO (3)(T ), we wish to show that �(T ) is finite. We introduce 

the following Lemma to show � is a finite group.
5
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Fig. 3. Rotation-invariant extraction for odd-order.

Algorithm 1 Position standardization algorithm.
1: function PositionStandardization(T )
2: Tn = T
3: if T is in even then
4: # For even cases
5: while order(Tn) �= 2 do
6: Tn−2 = contraction(Tn → Tn−2, 1, 2)
7: Tn = Tn−2

8: end while
9: T 2 = Tn

10: RotMat = le f tEigenvector(T 2)

11: Ts = tensorRotation(RotMat, T )

12: else
13: # For odd cases
14: while order(Tn) �= 3 do
15: Tn−2 = contraction(Tn → Tn−2, 1, 2, 3)
16: Tn = Tn−2

17: end while
18: T 3 = Tn

19: V1, V2, V3 = contraction(T 3 → T 1, 2, 3), contraction(T 3 → T 1, 1, 3), contraction(T 3 → T 1, 1, 2)
20: T 2 = concat(V1, V2, V3)

21: RotMat = Q R(T 2)

22: Ts = tensorRotation(RotMat, T )

23: end if
return R, Ts

24: end function

Lemma 3.1. For all standard positions of T , let �(T ) = {S(R(T )) : ∀R ∈ SO (3)} be the set of all standard positions (derived by 
algorithm S) of randomly rotated T . We have

1. � is a group.
2. �(T ) is a finite set and{

|�(T )| = 1, T is second-order or odd-order tensor,

|�(T )| = 8, T is even-order (≥ 4) tensor.
(13)
6
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This lemma is purely technical by verifying different orders of tensors. We provide the proof in Appendix D. Using 
Lemma 3.1, we can construct finite learnability of RotEqNet in the following theorem.

Theorem 1. Suppose H is realizable hypothesis class of D, G�(H) is a realizable hypothesis class of G(D). If H is finite learnable, 
G�(H) is finite learnable.

Theorem 1 is a direct application of Lemma 3.1. Using Theorem 1 we can obtain finite learnability of the kernel of 
RotEqNet. Compare to infinite sample requirement for data augmentation, RotEqNet truncates the infinite rotation group 
into finite groups, resulting in only finite sample requirement. We provide a proof in Appendix E.

Theorem 2 (Rotation-equivariant). Suppose a well-trained RotEqNet MR is trained with dataset D = {Xi, yi}ni=1 with loss LD(MR) =
0. This well-trained MR is rotation-equivariant, i.e. for all rotation R ∈ SO (n) and input tensor Xi

MR(R(Xi)) = R(MR(Xi)) (14)

Theorem 2 completes the proof of rotation-equivariant property of RotEqNet. We provide details in Appendix F.

3.2.2. Analysis on testing error improvements
Comparing the data augmentation, the design of RotEqNet improves the model by reducing the following three errors: 

approximation, optimization, and generalization. We could define generalization error from testing loss decomposition. The 
testing loss Ltest(Mθ ) can be decomposed into the following,

Ltest(Mθ ) = Ltrain(Mθ ) + Ltest(Mθ ) − Ltrain(Mθ )

= minθ Ltrain(Mθ ) (Approximation error)

+Ltrain(Mθ ) −minθ Ltrain(Mθ ) (Optimization error)

+Ltest(Mθ ) − Ltrain(Mθ ) (Generalization error). (15)

For approximation errors, the truncation of the SO (3) group will relax the difficulty in approximation. The learning task 
of RotEqNet only targets on a much smaller functional space with nearly Rn×n/SO (3). This will lower the approximation 
error. Further, the optimization error could also be controlled based on finite sample size. Different from data augmentation, 
RotEqNet can achieve convergence within finite time. The generalization error is also proven to be smaller specifically on 
the generalization on the entire SO (3) group. Applying RotEqNet, we expect to see loss reduction numerically compared to 
data augmentation.

4. Case studies

In this section, we conduct cases studies to show the performance of RotEqNet. In the following subsections, we include 
second-order, third-order, and fourth-order testing equations. The interpretation of experimental results is included in each 
subsection separately.

4.1. Machine learning model and evaluation metrics

Model setup. The machine learning model we apply here is neural networks and random forests because of the ability of 
these two models to approximate arbitrary functions. For Neural Networks, in our implementation, the logistic activation 
function is used as an activation function for every neuron. The number of neurons for two layers is 512 and 4, respectively. 
Adam optimizer [33] is applied as the algorithm for optimization, and the learning is set up to be 1 × 10−3. We also set the 
batch size to be 64. For random forests, 100 estimators are set up with mean squared error as the criterion. The maximum 
depth of random forests is 3 to lower the chance of overfitting. We used Sklearn for implementation [34]. The computation 
environment of this experiment is CPU.

Prediction error in MSE. The effect of error reduction is evaluated for the first. A standard position predictor is trained by 
standard positions derived from training data using Algorithm 2. Then, the prediction algorithm is applied to both training 
and testing set to obtain the training and testing performances. The validation error EMS is defined as the Mean Squared 
Loss using the formulation that:

EMS =
∑N

i=1(yi −M(Xi))
2

N
(16)

In Eqn. (16), N is the number of data in dataset D , M is the trained machine learning model, and (Xi, yi) ∈ D describes the 
input-output pair of the dataset. This evaluation EMS represents the MSE of model M with dataset D .
7
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Rotation-equivariance error. There are two metrics in this case study. The first metric, as defined in the following, describes 
the error of rotation-equivariance for the model itself.

ER(M) = E
[
‖M(R(X0)) − R(M(X0))‖22

]
, (17)

R is a random variable with all possible rotations and X0 ∈ X . Note here if a parameterized model M have EM = 0, we 
know from definition that M is rotation-equivariant.

To empirically evaluate EM , first, we randomly generate data (X0, y0). Then we apply the rotation set {Ri}10000i=1 with 
10,000 random rotation matrices to (X0, y0). To fully investigate the property of rotation-equivariant, there are two different 
measurements of the rotation-equivariant property of a specific model.

Another error metric here is the standard L2 error defined as ED is the error of model with respect to data, which is 
defined in the following:

ED(M) = E
[
‖M(R(X)) − R(y)‖2

]
,

R is a random variable with all possible rotations and (X0, y0) is an input-output pair from the learning target.

4.2. Case study from Newtonian fluid: a second-order linear case

4.2.1. Problem statement and data generation
Newtonian fluid is a type of fluid such that its viscous stress changes based on its flow. In this experiment, we aim 

to use simulation data to demonstrate this rule of Newtonian fluid. This would serve as a case study with second-order 
linear equations. Let σ ∈ R3×3 be stress tensor, p ∈ R pressure and S ∈ R3×3 strain rate. The rule of Newtonian fluid is a 
second-order physical equation which satisfies the following condition [35]:

σ = −pI + μS (18)

Another definition of the equation for Newtonian fluid would use the velocity vector field, defined as ∇v . ∇v could be 
expressed as a 3 × 3 matrix. Using this definition, the equation of Newtonian fluid could also be written as:

σ = −pI + μ(∇v + ∇vT ) (19)

This could also be considered as the definition of strain rate Based on this definition, we could observe that S = ∇v +
∇vT , and it is symmetric since S = ST . Since S is symmetric and I is an identity matrix, σ is also symmetric. Therefore, 
defining an arbitrary rotation matrix R , this system is equipped with the property of rotation-equivariant that R(σ ) =
R(−pI + μS).

To quantify the stress for Newtonian fluid simulation, it would be useful to be able to predict the Newtonian fluid stress, 
given the simulation of pressure and velocity vector field. Based on this scenario, in this subsection, we provide a case study 
for the machine learning model on inputting the shear of Newtonian fluid and prediction of the stress.

Based on Eqn. (19), we first generate random data to obtain ∇v and p. The generation of random numbers in ∇v follows 
a normal distribution from range (0, 1). Derived from generated ∇v and p, we could obtain σ from Eqn. (19). We denote 
the dataset as D = {xi, yi}Ni=1. To form a proper dataset D with N elements for a machine learning model for Newtonian 
fluid, the input x is set up to be a vector where x ∈ R10. Specifically, x is composed by p and flattened S in Eqn. (18). 
The output y ∈ R9 is a vector which is the flattened result of matrix σ derived by p and S . The dataset D is set up as 
the description above. To compare the difference of our method to the baseline method, we trained two models with the 
same hyper-parameter using different amounts of training data, ranging from 10, 000, 20, 000, ..., 100, 000. 85% of generated 
data is used for training and 15% of data is used for testing. A rotation set with 10,000 random rotation matrices is also 
generated for evaluating the property of rotation-equivariant, denoted by {Ri}10000i=1 .

4.2.2. Results
Fig. 4(a) shows the error reduction property of RotEqNet. This plot consists of three groups of experimental groups. The 

first experiment group focuses on the accuracy of the baseline model, a single feed-forward Neural Network, on raw data 
with random rotated positions. As represented by blue curves in Fig. 4(a), the triangle curve represents training error and 
the circle curve represents testing error. The second experiment group is RotEqNet with Neural Network as the standard 
position predictor. As represented by red curves in Fig. 4(a), the triangle curve represents training error, and the circle 
curve represents testing error. For 100,000 training samples, the testing error of RotEqNet is 0.0037, and the testing error 
of the baseline method is 1.333. We could observe a huge error reduction 99.56% in training and 99.60% in testing. The 
last experiment group, represented by a black curve in the figure, reports the performance of standard position predictor 
with standard position only. This experiment would explain why RotEqNet would improve performance since training with 
standard positions would be an easier task compared to raw data.

Further, Fig. 4(b) shows the error reduction effect of RotEqNet using Random Forest as a standard position predictor. 
Similarly, as shown in Fig. 4(b) with blue curves, it represents the performance of the baseline method (Random Forests). 
8
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Fig. 4. Error of training with baseline model with random position, RotEqNet, and standard position predictor with the standard position for (a) Neural 
Networks and (b) Random Forests in the case study of Newtonian Fluid. Different colors represent different experimental groups. The RotEqNet model is 
trained with random positions and tested with random positions (red curves). Baseline models that trained and tested on raw data are shown as blue 
curves. The performances of standard position predictors that trained and tested with only standard positions are also shown as black curves. Training 
errors are shown with lines marked with triangles, testing errors are shown with lines marked with circles. (For interpretation of the colors in the figure(s), 
the reader is referred to the web version of this article.)

Table 1
Evaluation of Rotation-equivariant property between baseline model and RotEqNet.
Model Baseline (NN) RotEqNet (NN) Baseline (RF) RotEqNet (RF)

EM 0.6973 8.4594 × 10−32 0.5177 0.0
ED 0.4872 0.0011 0.6243 0.0592

The second experiment group is RotEqNet with Random Forests as the standard position predictor. As shown in Fig. 4(b) 
in red curves, the triangle curve represents training error and the circle curve represents testing error. We could observe 
a huge error reduction, 99.56% in training and 99.72% in testing, for RotEqNet compared to the error of using only the 
Random Forest predictor. The last experiment group (black curves in the figure) trains the standard position predictor with 
standard position only. As stated before, this could also serve as a reason for the error reduction effect for RotEqNet on 
random forests.

According to the reported results, RotEqNet has a good generalization result without overfitting. For cases training with 
raw data for baseline models, the testing error is typically higher compared to training error. For example, the difference is 
training and testing errors are 0.44 for Neural Networks, 1.01 for Random forests when N = 100, 000. This represents that 
for both Neural Networks and Random Forests would be easy to overfit this task on Newtonian Fluid. By contrast, RotEqNet 
would help to reduce this difference in training and testing error. As we could observe from the training and testing error 
of RotEqNet, the errors are much lower. When N = 100, 000, there are only 0.0002 for Neural Networks and 0.0078 for 
Random Forests. In the case of linear second-order equations, the application of RotEqNet would result in better-generalized 
results in learning.

As shown in Table 1, for both baseline methods, using neural networks and random forests, there are large errors for 
EM and ED . The baseline methods have no theoretical guarantee that it has the property of rotation-equivariant. However, 
there is error reduction for both machine learning models when applying with RotEqNet’s architecture. For RotEqNet with 
Neural Networks as standard position predictor, we have EM = 8.4594 ×10−32 and ED = 0.0011. For RotEqNet with Random 
Forests as standard position predictor, we have EM = 0.0 and ED = 0.0592. This very low error of EM could guarantee the 
rotation-equivariant property of RotEqNet.

Fig. 5 is a visualization of our tested case with contour plot of RotEqNet and baseline models. The x-axis is p and y-axis 
is S0,0. The color map is representing the numerical result of σ0,0. RotEqNet is reaching lower error with similar contour 
pattern compared to true data. We could observe that the plotting of RotEqNet (the top middle plotting) has nearly identical 
trend and numerical range to true data. The plotting of baseline method (the bottom middle plotting) is mainly predicting 
values in range [0.0, 1.0), which causes its color to be blue and white. Therefore, we could make a further conclusion that 
RotEqNet has a better result in flow simulation for the second-order linear cases.
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Fig. 5. Comparison of contour plot with RotEqNet and baseline method for the second-order linear case study. First row: RotEqNet, second row: baseline 
(Neural Network). Left column: true data, middle column: predicted solution, right column: L1 difference between the true data and prediction.

4.3. Case study from large Eddy simulation: a second-order nonlinear case

4.3.1. Problem statement and data generation
In this case, we consider the subgrid model of large eddy simulation (LES) of turbulent flow by Kosovic [36]. In this case 

study, as formulated previously in [37,38], we hope to obtain a learned model by simulation data from LES. This would 
serve as a case study with second-order non-linear equations. LES is defined as:

τi j = −(Cs�)2
{
2
√
2SmnSmnSij + C1

(
Sik Skj − 1

3
SmnSmnδi j

)
+ C2

(
Sik�kj − �ik Skj

)}
(20)

Here τi j is subgrid stress, which is a symmetric traceless 2nd order tensor. Sij and �i j are symmetric and anti-symmetric 
parts of velocity gradient tensor Gij , where Tr(G) = 0. Further, Cs , �, C1, C2 are all constants. The configuration of constants 
above is reported in the next subsection.

In order to qualify the subgrid stress for LES, this study aims to predict the subgrid stress, given the simulation of 
velocity gradient tensor. This case study for the machine learning model on inputting the velocity gradient tensor.

Based on Eqn. (20), we first generate random data to obtain a simulated velocity gradient tensor Gij . The generation 
of random numbers follows a normal distribution from range (0, 1), and Gij is obtained from a random matrix Graw by 
subtracting 13Tr(Graw) from diagonal position. This would keep Tr(G) = 0. Sij and �i j could be obtained from Gij by getting 
its symmetric and anti-symmetric parts. For the setup of constants, Cs = 0.4, � = 0.4, C1 = C2 = 1.0. τi j is computed from 
the above setting with Eqn. (20). Denote the dataset as, D = {xi, yi}Ni=1. To form a proper dataset D with N elements for a 
machine learning model for Newtonian fluid, the input x is set up to be a vector where x ∈ R9. Specifically, x is composed by 
flattened Gij . The output y ∈ R9 is a vector, which is the flattened result of matrix τ derived by G and other constants. To 
compare the difference of our method to the baseline method, we trained two models with the same hyper-parameter using 
different amounts of training data, ranging from 10, 000, 20, 000, ..., 100, 000. 85% of generated data is used for training, and 
15% of data is used for testing. A rotation set with 10,000 random rotation matrices is also generated for evaluating the 
property of rotation-equivariant, denoted by {Ri}10000i=1 .

4.3.2. Results
The effect of error reduction is evaluated, which the validation error EMS is defined as the Mean Squared Loss using the 

formulation in Eqn. (16). This evaluation EMS represents the expected error of model EM with dataset D .
Fig. 6(a) shows the error reduction effect of RotEqNet with Neural Network as a standard position predictor for second-

order nonlinear cases with three groups of experimental groups. The first experiment group focuses on the accuracy of the 
baseline method on raw data with random rotated positions. As shown in Fig. 6 with blue curves, triangle curve represents 
training error and the circle curve represents testing error. The second experiment group is RotEqNet, with Neural Network 
as a standard position predictor. As shown in Fig. 6(a) in red curves. For 100,000 training samples, the testing error of 
RotEqNet is 0.1391, and the testing error of the baseline method is 0.2946, with 52.77% of error reduction. The performances 
of the last experiment group are marked as black curves in the figure, with only standard position trained for standard 
position predictor.
10



L. Gao, Y. Du, H. Li et al. Journal of Computational Physics 461 (2022) 111205
Fig. 6. Error of training with baseline model with random position, RotEqNet, and standard position predictor with the standard position for (a) Neural 
Networks and (b) Random Forests in the case study of large eddy simulation. Different colors represent different experimental groups. The RotEqNet model 
is trained with random positions and tested with random positions (red curves). Baseline models that trained and tested on raw data are shown as blue 
curves. The performances of standard position predictors that trained and tested with only standard positions are also shown as black curves. Training 
errors are shown with lines marked with triangles, testing errors are shown with lines marked with circles.

Table 2
Evaluation of Rotation-equivariant property between baseline model and RotEqNet.
Model Baseline (NN) RotEqNet (NN) Baseline (RF) RotEqNet (RF)

EM 0.2804 1.8895 × 10−16 0.3264 0.0
ED 0.2029 0.005 0.4799 0.2090

Based on the experimental results, firstly, RotEqNet could reach a better learning performance compared to simply apply-
ing Neural Networks (baseline method). Training with standard positions could lower the training difficulty, and therefore 
RotEqNet could obtain better performance. Further, Fig. 6(b) shows the error reduction effect of RotEqNet using Random 
Forest as a standard position predictor. The general performance of using Random Forests as a standard position predictor 
is relatively worse compared to using Neural Networks as a standard position predictor. In Fig. 6(b), blue curves represent 
the performance of training with raw data by Random Forests (baseline method); red curves represent the performance of 
RotEqNet; black curves represent the performance of standard position predictor trained with standard positions. We could 
observe an error reduction for 36.63% in training and 57.58% in testing for RotEqNet with Random Forests.

Moreover, RotEqNet has a good generalization result without overfitting. Applying raw data in learning directly on base-
line models, the testing error is much higher compared to the training error. For example, the difference is training and 
testing errors are 0.0068 for Neural Networks, 0.1068 for Random forests when N = 100, 000. It is also observable in 
Fig. 6(a) that the training error of the baseline model with raw data is the lowest, while the testing error of the baseline 
model is the highest. In this case study, Neural Networks are worse for the sake of overfitting compared to Random Forests. 
By contrast, introducing the architecture RotEqNet would help to reduce this difference in training and testing error. As we 
could observe from the training and testing error of RotEqNet, the errors are much lower. When N = 100, 000, there are 
only 0.0046 for Neural Networks and 0.0022 for Random Forests. In this case study of LES, the application of RotEqNet 
would result in better-generalized results in learning.

As shown in Table 2, for both baseline methods, using neural networks and random forests, there are large error for 
EM and ED . The baseline methods have no theoretical guarantee that it has the property of rotation-equivariant. However, 
there is an error reduction for both machine learning models when applying with RotEqNet’s architecture. For RotEqNet 
with Neural Networks as standard position predictor, the errors are EM = 1.8895 × 10−16 and ED = 0.005; for RotEqNet 
with Random Forests as standard position predictor, the errors are EM = 0.0 and ED = 0.2090. This very low error of EM
for RotEqNet could guarantee the rotation-equivariant property for nonlinear second-order cases.

Fig. 7 is a visualization of our tested case with contour plot of RotEqNet and baseline models. These contour plots are 
resulted from changing G0,0 using range (0, 1). The color map is representing the numerical result of τ0,0. RotEqNet is 
reaching lower error with similar contour pattern compared to true data. We could observe that the plotting of RotEqNet 
(the top middle plotting) has identical trend and numerical range to true data. The plotting of baseline method (the bottom 
middle plotting) is mainly predicting values in range [10, 15), which causes its color to be blue. We could make a further 
conclusion that RotEqNet is performing better in this case of second-order non-linear flow simulation.
11
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Fig. 7. Comparison of contour plot with RotEqNet and baseline method for the second-order nonlinear case study. First row: RotEqNet, second row: baseline 
(Neural Network). Left column: true data, middle column: predicted solution, right column: L1 difference between the true data and prediction.

4.4. Case study from testing Newtonian fluid equation: a third-order case

4.4.1. Problem statement and data generation
In this section, we study the performance of RotEqNet for tensor with odd-order. In this case, we specifically set a 

third-order test equation. We used a test equation here revised from Newtonian fluid equation from Eqn. (19). We name 
this testing equation as ‘testing Newtonian fluid equation’ for simplicity. The testing equation revised from Newtonian fluid 
equation can be described as:

σ = −pI + μ(∇v + ∇vT ), (21)

where σ ∈ R3×3×3 is testing stress, p ∈ R is testing pressure, and v ∈ R3×3×3 is testing velocity field. I ∈ R3×3×3 is the 
identity third-order tensor.

Based on this testing equation, we could observe that (∇v + ∇vT )T = ∇v + ∇vT . Since ∇v + ∇vT is symmetric, and I
is symmetric, we have σ is also symmetric. Therefore, defining an arbitrary rotation matrix R , this system is equipped with 
the property of rotation-equivariant that R(σ ) = R(−pI + μ(∇v + ∇vT )).

In order to qualify stress for testing the Newtonian fluid equation, this study aims to predict the stress, given the sim-
ulation of pressure and velocity gradient tensor. This case study for the machine learning model on inputting the pressure 
and velocity gradient tensor.

Based on Eqn. (21), we first generate random data to obtain ∇v and p. The generation of random numbers in ∇v follows 
a normal distribution from range (0, 1). σ could be obtained using the Eqn. (21), derived from generated ∇v and p. Denote 
the dataset as, D = {xi, yi}Ni=1. To form a proper dataset D with N elements for a machine learning model for Newtonian 
fluid, the input x is set up to be a vector where x ∈ R28. Specifically, x is composed by p and flattened (∇v + ∇vT ) in 
Eqn. (21). The output y ∈ R27 is a vector which is the flattened result of matrix σ . The dataset D would set up in the 
description above. To compare the difference of our method to the baseline method, we trained two models with the same 
hyper-parameter using different amounts of training data, ranging from 10, 000, 20, 000, ..., 100, 000. 85% of generated data 
is used for training and 15% of data is used for testing. A rotation set with 10,000 random rotation matrices is also generated 
for evaluating the property of rotation-equivariant, denoted by {Ri}10000i=1 .

4.4.2. Results
Fig. 8(a) shows the error reduction effect of RotEqNet with Neural Network as a standard position predictor for third-

order cases with three groups of experimental groups. The first experiment group focuses on the accuracy of the baseline 
model (Neural Network) on raw data with random rotated positions as shown in Fig. 8(a) with blue curves. The second 
experiment group is RotEqNet, with Neural Network as standard position predictor as shown in Fig. 8(a) in red curves. For 
100,000 training samples, the testing error of RotEqNet is 1.6770 and the testing error of baseline method is 2.4723 with 
32.17% of error reduction. The performances of the last experiment group are marked as black curves in the figure, with 
only standard position trained for standard position predictor.

Based on the experimental results, for the third-order testing equation, RotEqNet could reach a better learning perfor-
mance compared to the baseline method. Training with RotEqNet could lower the training difficulty, and therefore RotEqNet 
12
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Fig. 8. Error of training with baseline model with random position, RotEqNet, and standard position predictor with the standard position for (a) Neural 
Networks and (b) Random Forests in the case study of testing Newtonian Fluid equation. Different colors represent different experimental groups. The 
RotEqNet model is trained with random positions and tested with random positions (red curves). Baseline models that were trained and tested on raw data 
are shown as blue curves. The performances of standard position predictors that trained and tested with only standard positions are also shown as black 
curves. Training errors are shown with lines marked with triangles, testing errors are shown with lines marked with circles.

Table 3
Evaluation of Rotation-equivariant property between baseline model and RotEqNet.
Model Baseline (NN) RotEqNet (NN) Baseline (RF) RotEqNet (RF)

EM 1.0526 7.9563 × 10−30 0.1410 3.2561 × 10−30

ED 2.8454 2.6992 3.0788 0.4085

could obtain better performance. Moreover, RotEqNet has good generalization capability without overfitting. As shown in 
the blue curves of Fig. 8, if we apply raw data in learning directly on baseline models, the testing error is much higher 
compared to the training error. In this case study, introducing the architecture RotEqNet would help to reduce this differ-
ence in training and testing error. As we could observe from the difference of training and testing error of RotEqNet, the 
errors are much lower. When N = 100, 000, the differences of RotEqNet for training and testing errors are only 0.0033 for 
Neural Networks and 0.0002 for Random Forests. In this case study of testing the Newtonian fluid equation, the application 
of RotEqNet would result in better-generalized results in learning.

Further, Fig. 8(b) shows the error reduction effect of RotEqNet using Random Forest as a standard position predictor. 
The general performance of using Random Forests as a standard position predictor is relatively worse compared to using 
Neural Networks as a standard position predictor. In Fig. 6(b), blue curves represent the performance of training with raw 
data by Random Forests (baseline method); red curves represent the performance of RotEqNet; black curves represent the 
performance of Random Forest trained with standard positions. For the first point, we could observe an error reduction for 
0.90% in training and 6.84% in testing for RotEqNet with Random Forests. As another point, RotEqNet is also obtaining a 
better-learned model for the model’s capability in generalization. The testing error of the baseline method is observably 
higher than testing error, while the training and testing performance of RotEqNet is approximately the same. As suggested 
in Fig. 8(a), in second-order nonlinear cases, RotEqNet could reach a generalized learning result with remarkably lower error 
compared to baseline methods.

As shown in Table 3, for both baseline methods, using neural networks and random forests, there are large error for 
EM and ED . The baseline methods have no theoretical guarantee that it has the property of rotation-equivariant. However, 
there is an error reduction for both machine learning models when applying with RotEqNet’s architecture. For RotEqNet 
with Neural Networks as standard position predictor, the errors are EM = 7.9563 × 10−30 and ED = 2.6992; for RotEqNet 
with Random Forests as standard position predictor, the errors are EM = 3.2561 × 10−30 and ED = 0.4085. This very low 
error of EM for RotEqNet could guarantee the rotation-equivariant property for third-order linear cases.

4.5. Case study from electrostriction: a fourth-order case

4.5.1. Problem statement and data generation
This case study focuses on a linear relationship of fourth-order tensor. Nye [39] has introduced a fourth-order tensor in 

modeling elastic compliances and stiffnesses, which has been investigated using machine learning methods [40,41]. Gen-
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Fig. 9. Error of training with baseline model with random position, RotEqNet, and standard position predictor with the standard position for (a) Neural 
Networks and (b) Random Forests in the case study of Electrostriction. Different colors represent different experimental groups. The RotEqNet model is 
trained with random positions and tested with random positions (red curves). Baseline models that trained and tested on raw data are shown as blue 
curves. The performances of standard position predictors that trained and tested with only standard positions are also shown as black curves. Training 
errors are shown with lines marked with triangles, testing errors are shown with lines marked with circles.

erally, in the study of the properties of a crystalline and anisotropic elastic medium, a fourth-order tensor coefficient will 
typically be applied to model the relationship between two symmetric second-order tensors [42]. In this case, we study 
Electrostriction, a property causing all electrical non-conductors to change their shape under the application of an electric 
field. The relationship is described as:

Tij = Sijkl Vkl (22)

Here Tij ∈ R3×3 is a symmetric traceless second-order strain tensor. Skl ∈ R3×3, Skl = Sk Sl where Vk and Vl are first-order 
electric polarization density. Note here Vkl is symmetric. Vijkl ∈R3×3×3×3 is the electrostriction coefficient.

Based on the formulation above, this system is symmetric. Since Sij is symmetric, T T
i j = (Vijkl Si j)T = SklVkli j = Tij . This 

could guarantee that Tij is also symmetric. Due to the face that the system is symmetric, applying a random rotation matrix 
R , R(T ) = R(V S).

In order to qualify strain for study on Electrostriction, we aim to predict the strain, given the simulation of electrostriction 
coefficient and electric polarization density.

Based on Eqn. (22), we first generate random data to obtain simulated electrostriction coefficient tensor V ijkl and electric 
polarization density tensor Sij . The generation of random numbers follows a normal distribution. Tij is computed from 
above setting using Vijkl and Sij . Denote the dataset as, D = {xi, yi}Ni=1. To form a proper dataset D with N elements for a 
machine learning model for the study on Electrostriction, the input x is set up to be a vector where x ∈ R90. Specifically, 
Tij is composed by flattened Vijkl and Sij . The output y ∈ R9 is a vector, which is the flattened result of second-order 
tensor T . To compare the difference of our method to the baseline method, we trained two models with the same hyper-
parameter using different amounts of training data, ranging from 10, 000, 20, 000, ..., 100, 000. 85% of generated data is used 
for training, and 15% of data is used for testing. A rotation set with 10,000 random rotation matrices is also generated for 
evaluating the property of rotation-equivariant, denoted by {Ri}10000i=1 . We use Numpy to generate this simulated dataset by 
generating a random symmetric fourth-order tensor V , and second-order tensor S . T is computed from generated V and S
by Eqn. (22).

4.5.2. Results
The effect of error reduction is evaluated for the first. The validation error EMS is defined as the Mean Squared Loss using 

the formulation in Eqn. (16). This evaluation EMS represents the expected error of model M with dataset D . Fig. 9 shows 
the performance of Neural Networks and Random Forests as standard position predictor separately. It is observable that in 
high-order cases, Neural Networks outperform Random Forests. Details will be demonstrated in the following paragraphs.

We are starting with Neural Networks, Fig. 9(a) shows the error reduction effect of RotEqNet with Neural Network as 
a standard position predictor. As shown in blue curves, the first experiment group focuses on the accuracy of the baseline 
model on raw data with random rotated positions. The second experiment group is RotEqNet marked with red curves. As 
shown in black curves, it shows the performance of the standard position predictor trained by standard position. For 10,000 
training samples, the testing error of RotEqNet is 4.0106 and the testing error of baseline model is 8.6458 with 53.61% of 
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Table 4
Evaluation of Rotation-equivariant property between baseline model and RotEqNet.
Model Baseline (NN) RotEqNet (NN) Baseline (RF) RotEqNet (RF)

EM 0.0324 3.5723 × 10−35 0.1410 2.9985 × 10−34

ED 0.0951 0.0202 0.4241 0.0004

error reduction. The testing performance of the standard position predictor is only evaluated on the testing set with only 
standard positions. It will be helpful to explain the reason for the improved performance of RotEqNet.

To interpret the experimental results, firstly, RotEqNet could reach a better learning performance compared to simply 
applying Neural Networks (baseline method). A dataset with only standard positions has lower training difficulty compared 
to random positions. This claim is supported by black curves in Fig. 9(a), the performance of the standard position predictor 
is much better than the baseline model. RotEqNet could obtain better performance for utilizing rotation symmetry as a prior, 
and training standard position predictor with only standard positions. Moreover, RotEqNet has a good generalization result 
without clear overfitting. The training error and testing error of RotEqNet is considerably close to each other, and sometimes, 
the testing error of RotEqNet is even slightly better than its training error. By contrast, applying raw data in learning 
directly on Mbaseline would result in an overfitted model. The testing error is much higher compared to the training error. 
To demonstrate the improved learning result in generalization, for example, when N = 100, 000, the difference between 
training and testing errors for RotEqNet is only 0.0024 while the difference of the baseline method is 2.1118. As a quick 
conclusion, for Neural Networks as a standard position predictor, the application of RotEqNet would be better compared to 
the baseline method.

Further, Fig. 9(b) shows the error reduction effect of RotEqNet using Random Forest as a standard position predictor. At 
first glance, we could find that the curves for Random Forests are quite messy without certain patterns like Fig. 9(a). The 
general performance of using Random Forests as a standard position predictor is worse in both aspects of performance and 
generalization. We could observe a training error reduction for 0.58% and testing error reduction of 2.96%. Even if we could 
still see the general error of RotEqNet seems to be slightly lower than the baseline method. This result is not comparable to 
the error reduction performance with setting Neural Networks as a standard position predictor. As another point, selecting 
Random Forests as a standard position predictor fails to extract learning rules with the standard position. As we could 
observe the black curves in Fig. 9(b) is not showing an improved performance as good as using Neural Networks. Finally, 
the learned model of RotEqNet is also not getting a model with better generalization capability. There is no significant 
reduction of overfitting error compared to the baseline method.

As shown in Table 4, for both baseline methods, using neural networks and random forests, there are large error for 
EM and ED . The baseline methods have no theoretical guarantee that it has the property of rotation-equivariant. However, 
there is an error reduction for both machine learning models when applying with RotEqNet’s architecture. For RotEqNet 
with Neural Networks as standard position predictor, the errors are EM = 3.5723 × 10−35 and ED = 0.0202; for RotEqNet 
with Random Forests as standard position predictor, the errors are EM = 2.9985 × 10−34 and ED = 0.0004. This very low 
error of EM for RotEqNet could guarantee the rotation-equivariant property for fourth-order linear cases.

5. Discussion and conclusion

The large error reduction observed in case studies raises new opportunities in solving the problem of the physical system 
with rotation symmetry. Most physical systems have the property of rotation symmetry, and currently, there exist few works 
that could provide a theoretical guarantee to this property for machine learning methods. A key point in this problem is 
to design a properly defined algorithm to obtain rotation invariant for high-order tensors. This paper has demonstrated 
RotEqNet with theoretical and experimental results aiming to solve the problem of rotation symmetry for high-order fluid 
systems.

In our work, we define the position standardization algorithm to extract rotation-invariants, which is compatible for high-
order tensors. It allows us to utilize the rotation-invariants of high-order tensors using contraction with diagonalization, and 
QR factorization. The theoretical guarantee is shown in Theorem 1, and the algorithm is shown in Algorithm 1. RotEqNet is 
built on Algorithm 1 with a standard position predictor which only deals with rotation-invariants. By setting kernel predictor 
with Neural Networks and Random Forests, these two methods are compared with baseline methods in four different case 
studies focusing on second-order linear, second-order nonlinear, third-order linear, and fourth-order linear cases.

There are three conclusions to address from the observation of case studies.
First, the design of the position standardization algorithm is trustworthy. We aim to define a position standardization 

algorithm to extract standard position, simplifying the learning task to a smaller function space. In our case, the position 
standardization algorithm can truncate infinite rotation group into a finite group. We could observe in most of the cases, 
training kernel predictors with only standard positions could reach lower error in the MSE sense.

Second, RotEqNet is guaranteed to have the property of Rotation-equivariant with finite samples. As we could observe 
from the results of case studies, the rotation error EM of RotEqNet could reach machine precision. The perseverance of 
the property of Rotation-equivariant shows proves Theorem 2. Further, RotEqNet will have a lower test error. Under this 
situation, adding with the property of Rotation-equivariant, this would cause RotEqNet could generalize this system with 
any rotation.
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The two conclusions above are causing the error reduction for RotEqNet. Since we may have a random sign group U for 
high-order even tensors, Neural Networks is the best model because of its flexibility to approximate arbitrary functions. We 
only reported the performance of Neural Networks and Random Forests following previous work of Ling [15]. As described in 
Sec. 4.5.2, the performance of Random Forests is limited compared to Neural Networks. Also, as a general trend in previous 
experiments, Neural Networks are usually reaching better performance compared to Random Forests. In conclusion, we 
believe the application of Neural Networks as a kernel predictor has a series of advantages than other machine learning 
models.

We would like to mention that we only apply relatively small machine learning models and shallow neural networks. 
Since applying deeper models could also help to have better performances considering rotation-equivariance. In accordance 
to our main focus, we only use small models to avoid possible lurking effects by deep models. The application of deeper 
models will certainly help to allow the flow simulation to reach the state-of-the-art, which is a feasible extension for future 
applications.

For future work, there are mainly three directions to contribute: a better definition of standard position, application to 
other groups, and generalization to non-symmetric systems. For the first direction, for the current definition, the rotation 
invariant of odd-order tensors is not reaching equivalent performance as even-order tensors. It would be a good work for 
revising the definition of standard position for odd tensors. Second, besides rotation symmetries, there are also physical 
systems with other group-equivariant properties such as scaling and transaction. This work could provide a method in 
solving problems with other groups, but the detailed design of an algorithm should differ from case to case. Third, current 
work could only deal with the symmetric system. However, for a general case, if the system is not symmetric, there are 
certain methods to use RotEqNet in a symmetric system for solving a non-symmetric system. One of the possible approaches 
is to deal with P P T . This is a good intuition to extend our current work into non-symmetric physical systems.
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Appendix A. Preliminaries

A.1. Tensor and its operations

In this section, we first introduce an abstract way in defining tensor. One reason for us to introduce the more abstract 
way to think about tensors is that it provides a convenient formalism for the operations we will be doing on the tonsorial 
data discussed in the previous section. The operations are

• Linear transformation
• Contraction

It will also help us proving that these two operations commute, which will be made precise in the subsequent sections. 
The commutativity of these operations will be used to define and compute a representative among tensorial data that are 
obtained by rotation.

A.1.1. Abstract definition of tensors
Following [43], fix a vector space V of dimension n over R. A tensor product V ⊗ V is a vector space with the property 

that R-bilinear maps V × V → R are in natural one-to-one correspondence with R-linear maps V ⊗ V → R.
The tensor product V ⊗ V can be constructed as the quotient vector space V × V /C , where C is generated by vectors of 

the following types

(i) (x+ y, z) − (x, z) − (y, z) (ii) (x, y + z) − (x, y) − (x, z) (iii) (ax, y) − a(x, y) (iv) (x,ay) − a(x, y) (A.1)
16
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where x and y are vectors in V and a is a scalar in R. This means any element in C can be written as a linear combination 
of vectors of the above form. C is not necessarily a vector space of finite dimension. But the quotient space V ⊗ V is. Let 
g : V × V → V ⊗ V be the natural projection map, then we use x × y to denote the image of (x, y) under g .

Let 〈e1, · · · , en〉 be a basis of V , then ei ⊗ e j for i = 1, ..., n and j = 1, ..., n form a basis of V ⊗ V . This means any vector 
p ∈ V ⊗ V can be written as∑

i, j

ai jei ⊗ e j (A.2)

for some aij ∈ R.
Here are some relations of tensors which come directly as a consequence of the relations generating C :

a(ei ⊗ e j) = aei ⊗ e j = ei ⊗ ae j (A.3)

(aiei + a je j) ⊗ (akek) = aiak(ei ⊗ e j) + a jak(e j ⊗ ek) (A.4)

The representation of a tensor in V ⊗ V is similar to the representation of a linear map V → V , i.e. a matrix. In fact, 
there is a natural way to think of a tensor as a linear map:

For each element ei ⊗ e j in the basis of V ⊗ V , we can think of it as a linear map V → V by defining ei ⊗ e j(v) = ei <
e j, v >, where <, > is the natural inner product on V . Extend the definition linearly to every element in V ⊗ V , we obtain 
a way to identify V ⊗ V as the space of linear map V → V . In fact, the tensor 

∑
i, j ai, jei ⊗ e j corresponds to the linear map 

represented by the matrix [aij].

We have defined the tensor product V ⊗ V over V . The definition/construction of order k tensor 

k︷ ︸︸ ︷
V ⊗ · · · ⊗ V follows the 

same course. We will denote order k tensor by ⊗kV .
The basis of ⊗kV is given by ei1 ⊗ · · · ⊗ eik , where i j = 1, ..., n and j = 1, ..., k. With respect to this basis, any order k

tensor can be written as 
∑

i1,··· ,ik ai1,...,ikei1 ⊗ · · · ⊗ eik . Analogous to the order 2 case, we can think of an order k tensor as 
a k-dimensional matrix, the typical way a tensor in physical experiments are represented.

We will use T k to denote a tensor of order k, i.e. a vector in ⊗kV . k is called the rank of the tensor.

A.1.2. Rotation on tensors: a linear transformation
A linear transformation on higher-order tensor is a generalization of a linear transformation on first-order tensor, i.e. 

a vector. Rotation is a special kind of linear transformation where R ∈ SO (n). An important connection in our paper is to 
under rotation operation on tensors in matrix form.

Let g : V → V be a linear transformation. Use the basis 〈e1, · · · , en〉 of V , we can represent by

g(ei) =
n∑
j=1

aije j (A.5)

Let M(g) denote the matrix representation of g with respect to the basis 〈e1, · · · , en〉. Then

M(g) = [aij]t (A.6)

i.e. the transpose of the matrix [aij]
The map g naturally induces a map ⊗k g on ⊗kV . On the basis element ei1 ⊗ · · · ⊗ eik , the action of ⊗k g is defined as

ei1 ⊗ · · · ⊗ eik �→ g(ei1) ⊗ · · · ⊗ g(eik) (A.7)

For any tensor T ∈ ⊗kV , we will use g(T ) to denote the extension of g on ⊗kV
There is a convenient way to represent linear transformation of 2-tensor as matrix multiplication.
For a 2-tensor T = ∑

i, j bi jei ⊗ e j , use M(T ) be the matrix whose (i, j) term is bij .

Lemma A.1. Rotation operation by matrix R on second-order tensor (matrix) is a change of basis operation.

M(R(T )) = M(R) × M(T ) × M(R)t, (A.8)

where × here means the usual matrix multiplication.

Proof. We will use column vector convention to represent vectors in V . Let v1 and v2 be vectors in V . Then

M(v1 ⊗ v2) = M(v1) × M(v2)
t (A.9)
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Then,

M(R(v1 ⊗ v2)) = M(R(v1) ⊗ R(v2)) (A.10)

= M(R(v1)) × M(R(v2))t (A.11)

= M(R) × M(v1) × M(v2)t × M(R)t (A.12)

= M(R) × M(v1 ⊗ v2) × M(R)t (A.13)

Therefore,

M(R(T )) = M(R) × M(T ) × M(R)t � (A.14)

Remark A.2. Rotation operation by matrix R on first-order tensor (vectors) T could be viewed as

M(R(T )) = M(R) × M(T ). (A.15)

Proof. We will use column vector convention to represent vectors in V . Let v1 be vector in V . Then

M(R(v1)) = M(R) × M(v1) (A.16)

Therefore,

M(R(T )) = M(R) × M(T ) � (A.17)

As we have shown in this subsection, one could use matrix form of rotation operation with certain rules of matrix 
multiplication to perform a rotation on tensor. In the following proofs of this paper, we applied this idea to perform rotation 
operation on tensors via matrix multiplication.

A.1.3. Contraction on tensors: reduction of order
Let 〈, 〉 be the standard inner product on V . Using this inner product, we can define the contraction of a tensor. It 

“merges” vectors on the specified axes using the inner product and reduces the rank of the tensor by 2. Formally, let C(a, b)
denote the contraction along axis-a and axis-b. Here, the axis means the ordinal of V in ⊗kV . For example, axis-1 refers to 
the first copy of V in ⊗kV .

On the element ⊗k
j=1vij , C(a, b) acts on it by pairing via and vib via the inner product 〈, 〉, i.e.

C(a,b)(vi1 ⊗ · · · ⊗ vin) = 〈via, vib〉vi1 ⊗ · · · ˇvia · · · ˇvib · · · ⊗ vin (A.18)

where v̌ means v is not present.
We can then define C(a, b) on ⊗kV by extending linearly. When k = 2, contraction is nothing other than taking the trace 

of the corresponding matrix.

Lemma A.3. Let R : V → V be a rotation. Let T ∈ ⊗kV , then

C(a,b)(R(T )) = R(C(a,b)(T )) (A.19)

Proof. Since both C(a, b) and g are linear, we may assume that T is of the form vi1 ⊗ · · · ⊗ vin .

C(a,b)(g(T )) = C(a,b)(g(vi1) ⊗ · · · ⊗ g(vin)) (A.20)

= 〈g(via), g(vib)〉g(vi1) ⊗ · · · ˇg(via) · · · ˇg(vib) · · · ⊗ g(vin) (A.21)

Since g is a rotation, it preserves the inner product i.e.

〈g(via), g(vib)〉 = 〈via, vib〉 (A.22)

So

C(a,b)(g(T )) = C(a,b)(g(vi1) ⊗ · · · ⊗ g(vin)) (A.23)

= 〈via, vib〉g(vi1) ⊗ · · · ˇg(via) · · · ˇg(vib) · · · ⊗ g(vin) (A.24)

= g(C(a,b)(T )) � (A.25)

Lemma A.3 shows an interesting connection between rotation operation and contraction. To understand this lemma, it 
represents that contraction of tensor is compatible with a linear transformation if this linear transformation is a rotation. 
This is an important lemma which is the foundation of entire analysis in this paper. We would further utilize this lemma 
for extracting its rotation operation from higher (arbitrary) orders.
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A.2. Supervised learning setup

In our problem, given data set D = {Xi; yi}i=1,...,N . The data set contains N input-output pairs (Xi; yi). The input here is 
a tensor tuple:

Xi = [X1, X2, ..., XNx ] (A.26)

Nx , is the length of Xi . Normally, we only have one output.
Generally speaking, following the definition of [44,45], parametric supervised learning can be viewed as a type of a 

model composed from two parts. The first part is a predictor. Given a model M, we have:

ŷ =M(Xi) (A.27)

where ŷ is the prediction output of learning model M. As stated, it predicts value based on input Xi .
The second part is an optimizer, which updates the model based on a loss function. A typical loss function would be 

defined as:

L(M) = 1

N

N∑
i=1

‖yi −M(Xi)‖2, (A.28)

where ‖ · ‖ represents 2-norm.
We hope to minimize this loss function. It is formulated by:

min
M∈H

L(M). (A.29)

In our work, we applied Neural Networks from parametric family [46] and Random Forests from nonparametric family [47].

A.3. Modeling symmetric fluid systems via supervised learning

The machine learning approach to the fluid dynamics modeling is to train a supervised learning model M using Xi as 
features and Y as label.

In our case, the physical model F is complete with respect to rotation. This means for all rotation R : Rn → Rn , R(p) ∈
F for all p ∈ F . In this case, we can study the tensor fields on F that are rotation equivariant. Those are tensor fields 
(X1, · · · , Xn, Y ) such that

X1(R(p), · · · , Xn(R(p)), Y (R(p)) = R(X1(s)), · · · , R(Xn(s)), R(Y (s)) (A.30)

Then underlying physics law relating X ’s to Y is rotation-equivariant, because

f (R(X)) = R(Y ) = R( f (X)), (A.31)

X as a short-hand for X1, · · · , Xn .

Appendix B. Proof of Lemma 2.4

Proof. We can always construct two steps of learning by first learning H and then learning the group action G .
By construction, we know that H is learnable with finite samples.
If group Gn has finite cardinality that |Gn| = n, we know the VC dimension of Gn is at most n since it could be shattered 

by log(n) subsets in maximal [31].
From this construction, using Theorem 2 in [48], we further know this group transformation G is (ε, δ)-learnable with 

sample size N upper bounded by

N =O
(
log(n) + ln

( 1
δ

)
ε

)
, (B.1)

where ε , δ are constants to control the error.
As long as |Gn| ≤ ∞, since Gn and H are both learnable with finite samples, we know their combination Gn(H) is still 

learnable with finite samples.
If group G∞ has infinite cardinality that |G∞| = ∞, we know that G cannot always be learned with finite sample from 

the same derivation above. This will result in G∞(H) not learnable with finite sample. �
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Appendix C. Note of eigenvectors are nonunique

Consider an eigenvector v of matrix A. By definition, we have

Av = cv, c ∈R. (C.1)

For −v ,

A(−v) = c(−v) ⇐⇒ Av = cv. (C.2)

We know both v and −v is an eigenvectos of A. Therefore, for A ∈R3×3, consider a eigen-decomposition that A = RDRT ,
there will be 23 ways of eigenvectors R , with random sign applied. In our implementation, we always fix the first row of R
to be positive. This process guarantees algorithm S is well-defined.

Appendix D. Proof of Lemma 3.1

Proof. We discuss two situations separately in this proof: second-order and odd orders and even orders (≥ 4).
odd-order tensors. In position standardization algorithm S , the derivation of odd-order tensors are via QR factorization 

with sorting eigenvalues. In the following, we will show why the standard position of T through the entire orbit R(T ) is 
unique, equivalently as |�(T )| = 1.

Suppose T has odd order. Let C be the sequence of contraction along the first two axes such that C(T ) = T 3, where T 3 is a 
third-order tensor as described in the algorithm.

T 3 = C(Tn) (D.1)

Let V1, V2, V3 be vectors of contraction operation on T 3 via different axes, i.e.,

V1 = C(2,3)(T 3) V2 = C(1,3)(T 3) V3 = C(1,2)(T 3) (D.2)

Based on S , we have

[V1 V2 V3] = R1 × U1 (D.3)

In this case,

S(Tn) = R−1
1 (Tn) (D.4)

Consider any rotation operation P acting on Tn . We have,

P (T 3) = P (C(Tn)) (D.5)

Using QR-factorization,

[P × V1 P × V2 P × V3] = R2 × U2 (D.6)

The standard position of P (Tn) will be defined as:

S(P (Tn)) = R−1
2 (P (Tn)) (D.7)

Using Remark A.2, we could obtain

C(2,3)(P (T 3)) = P ×C(2,3)(T 3) = P × V1 (D.8)

Considering V2 and V3, for the same reason, we could know that

[P × V1 P × V2 P × V3] = P × [V1 V2 V3] (D.9)

By reorganizing (D.3), (D.6), and (D.9),

[V1 V2 V3] = R1 × U1 = P−1 × R2 × U2 (D.10)

The QR factorization is not unique with random permutations. We could follow Gram-Schmidt process to remove the per-
mutation group. After this step, QR-factorization is unique. Therefore, we have U1 = U2. Then,

R2 = P × R1 (D.11)
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Plugging (D.11) into (D.7), comparing the result of (D.4) we have:

S(P (Tn)) = R−1
2 (P (Tn)) = (R−1

1 × P−1 × P )(Tn) = R−1
1 (Tn) = S(Tn) (D.12)

At this point, with a random rotation P , we will still have S(P (Tn)) = S(Tn). This means that

�(Tn) = {R−1
1 (Tn)} → |�(Tn)| = 1. (D.13)

This part shows Lemma 3.1 when T has odd-orders.
Even-order tensors. Then we show the even-order cases. Notice that position standardization algorithm relies on eigen-

decomposition. Like QR factorization, eigen-decomposition is also not naturally unique. Specifically, consider the decomposi-
tion of an arbitrary symmetric matrix A = RDRT . There are various options for R with permutation and random sign. In the 
following analysis, we wish to show the algorithm S is still able to obtain a finite set with |�(T )| = 8. Here, � is equivalent 
as a group action U : a random column sign group which determines the sign of each column of R .

Suppose T has even order. Let C be the sequence of contraction along the first two axes such that C(T ) = T 2, where T 2 is a 
second-order tensor as described in the algorithm.

Given arbitrary even high order tensor T , we could perform contraction to a second order tensor T 2 via first two indices:

T 2 = C(Tn) (D.14)

For T 2, using Lemma A.1, there exists a rotation R such that:

T 2 = R(T 2
s ). (D.15)

Here, R is not unique. We see this from the process of eigen-decomposition. The non-uniqueness is caused by two 
parts. First, the order of eigenvalues could be random. We can select any order of eigenvalues which will result in different 
permutations of eigenvectors. Second, the sign of each eigenvector is not specified. A eigenvector only need to satisfy 
Av = av for matrix A and scalar a. If v is an eigenvector, −v is also an eigenvector. A random sign could be added to each 
eigenvector.

In position standardization algorithm, we remove the permutation group action by making the eigenvalues ordered. This 
operation commutes for higher orders.

The second source of non-uniqueness, random sign group, will bring non-uniqueness of standard position for high-order 
even tensors. Before the proof of the second part, we define this sign group U as

U =
⎧⎨
⎩

⎛
⎝1 0 0

0 1 0
0 0 1

⎞
⎠ ,

⎛
⎝1 0 0

0 1 0
0 0 −1

⎞
⎠ ,

⎛
⎝1 0 0

0 −1 0
0 0 1

⎞
⎠ , . . . ,

⎛
⎝−1 0 0

0 −1 0
0 0 1

⎞
⎠ ,

⎛
⎝−1 0 0

0 −1 0
0 0 −1

⎞
⎠

⎫⎬
⎭ . (D.16)

There are 8 elements in U and let U1 = I3×3, ..., U8 = −I3×3. U is a group.
Suppose a tensor R0(T ) rotated from T with rotation R0. Using eigen-decomposition, we cannot know the sign of R0. In 

the position standardization algorithm, we fix R to be positive in the first row to make the algorithm well-defined. However, 
we can only guarantee the rotation obtained from this algorithm to be one element in set U (R0) = {U1R0, U2R0, ..., U8R0}. 
This is troublesome since we may mistakenly set the standard position to Ui(T ) (which should be T instead).

Part 1. Second-order tensors will not be affected by random sign group.
Consider a symmetric second-order tensor T 2 which is a matrix. Applying random sign operation ∀Ui on T 2, we have

Ui(T
2) = Ui × T 2 × Ui = T 2. (D.17)

In second-order cases, the standard position will not be affected since applying Ui two times to T 2 will cancel the sign 
flipping effect.

Based on S the standard position S(T ) is defined as

S(T 2) = Ui(R
−1(T 2)) = R−1(T 2) (D.18)

For its standard position S(P (T 2)) we have:

S(P (T 2)) = (R−1 × P−1 × P )(T 2) = R−1(T 2) = S(T 2) (D.19)

To simplify, for a rotation operation P acting on an even high order tensor T ,

S(P (T )) = S(T ). (D.20)

Therefore, we know that

�(T 2) = {S(T )}, |�(T 2)| = 1. (D.21)
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Part 2. Higher even-order tensors will be affected by random sign group.
For higher order tensors, we know

Ui(T
n) �= Tn. (D.22)

Suppose the real standard position, Tn
s = R−1(Tn), based on S the standard position from algorithm S(T ) is

S(Tn) = Ui(R
−1(Tn)) = (Ui × R−1)(Tn), (D.23)

where Ui is a sign matrix.
Consider a rotation operation P acting on T . For this new tensor, applying contraction we could have:

C(P (Tn)) = P (T 2) = Ui((P × R)(T 2
s )) (D.24)

For its standard position S(P (T )), since Ui commutes, we know there exist U j ∈ U such that

S(P (T )) = U j(R
−1 × P−1 × P )(T ) = U j(R

−1(T )) = U j(S(T )). (D.25)

To simplify, for a rotation operation P acting on an even high order tensor T ,

S(P (T )) = U j(S(T )). (D.26)

Therefore, the entire orbit after position standardization will form a set �(Tn) such that

�(Tn) = {U1(T
n),U2(T

n),U3(T
n)...,U8(T

n)}, |�(Tn)| = 8. (D.27)

Finally, we show � is a group. When T is second or odd-order tensor, we know � = {I} which is a trivial group with 
identity. When T is a higher even-order tensor, the sign group U = �. We know � is a group in both cases.

By summarizing all situations above, we complete the proof of this Lemma. �
Appendix E. Proof of Theorem 1

Proof. By definition of realizable assumption, we know there exists h∗ ∈ H such that LD, f (h∗) = 0. Since G� extend the 
distribution functional with additional structure with group actions, we also have to increase the space of hypothesis class 
G�(H) to guarantee realizable. Since � is a finite group, using Lemma 2.4, we know G�(H) is finite learnable. �
Appendix F. Proof of Theorem 2

Proof. Name RotEqNet as MR , kernel classifier as M� . Consider an input pair (Xi, yi).
If Xi has order two or odd-order, suppose the result of standardize position algorithm S would have S(X) = P1(X), 

where P1 denote a rotation operation.
First, based on the definition of MR ,

MR(Xi) = P−1
1 (M�(S(Xi))) = P−1

1 (M�(P1(Xi))). (F.1)

Consider another rotation operation P2 in the matrix form acting on X , using Lemma 3.1 we know that:

S(P2(Xi)) = S(Xi) = P1(Xi) = (P1 I)(Xi) = (P1 · P−1
2 )(P2(Xi)). (F.2)

Then, consider MR(P2(X)) the process of RotEqNet is defined as:

MR(P2(X)) = (P1P
−1
2 )−1(M�(S(P2(X)))) = (P2P

−1
1 )(M�(S(P2(X)))) (F.3)

We know that S(P2(X)) = S(X) from Eqn. (F.2). Therefore, we have MR(S(X)) =MR(S(P2(X))). Substitute MR(X) back 
into previous equation,

MR(P2(X)) = P2P
−1
1 (M�(S(X))) = P2(MR(X)) (F.4)

We know if Xi has order two or odd-order, RotEqNet is rotation-equivariant.
If Xi has even-order ≥ 4, we need to show previous property still holds under an additional sign flipping group U .
Suppose the result of standardize position algorithm S would have S(X) = V1 · P1(X), where P1 is solved via position-

standardization algorithm and V1 ∈ U is a sign matrix.
First, based on the definition of MR ,

MR(Xi) = (V1 · P1)
−1(M�(S(Xi))) = (V1 · P1)

−1(M�(V1P1(Xi))). (F.5)
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Consider another rotation operation P2 in the matrix form acting on X , using Lemma 3.1 we know that:

S(P2(Xi)) = V2(S(Xi)) = V2V1P1(Xi) = (V1P1V2 I)(Xi) = (V1P1V2P
−1
2 )(V2P2(Xi)), (F.6)

where V2 ∈ U is an element of the sign flipping group. By Theorem 2 and realizable assumption, we further know

M�(V2(S(Xi))) = V2S(yi) = V2(M�(S(Xi))). (F.7)

Then, consider MR(P2(X)) the process of RotEqNet:

MR(P2(X)) = ((V1P1)(V2P2)
−1)−1(M�(S(P2(X)))) = ((V2P2)(V1P1)

−1)(M�(S(P2(X)))) (F.8)

We know that S(P2(X)) = V2S(X) from Eqn. (F.7). Therefore, we have V2MR(S(X)) =MR(V2S(X)) =MR(S(P2(X))). 
Substitute MR(X) back into previous equation,

MR(P2(X)) = P2(V1P1)
−1(M�(S(X))) = P2(MR(X)) (F.9)

We know if Xi has even-order ≥ 4, RotEqNet is rotation-equivariant. �
Appendix G. Training and prediction algorithm of RotEqNet

The training of RotEqNet would first normalize the entire dataset into the standard position, including the input tensor 
T and output tensor y. This would allow RotEqNet to obtain Ts and ys . After this step, we would train a neural network 
using (Ts, ys). This process is described as Algorithm 2.

Algorithm 2 RotEqNet training algorithm.
1: function train(T , y)
2: R, Ts = GetRot Invariant(T )

3: R, ys = GetRot Invariant(y)
4: Net = NeuralNetwork()
5: Net.train(Ts, ys) return Net
6: end function

After the training process, we would obtain a trained neural network focusing on standard position. For a new incoming 
tensor data with random rotation R , we could use the following process to predict its position.

Algorithm 3 RotEqNet prediction algorithm.
1: function predict(T )
2: R, Ts = GetRot Invariant(T )

3: ys = Net.predict(Ts)

4: y = R−1 · ys return y
5: end function
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