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Abstract

In this article, we develop and analyze a novel fully discrete decoupled finite element method to solve a flow-coupled ternary
phase-field model for the system consisting of three immiscible fluid components. Based on the Lz-gradient flow approach,
the conserved Allen—Cahn type dynamics is used to describe the free interface motion, where multiple nonlocal type Lagrange
multipliers are used to accurately conserve the volume of each phase. The scheme is also linear, second-order time accurate,
and unconditionally energy stable, due to the combination of several effective numerical techniques, including the two-step
backward differentiation scheme, finite element discretization, explicit-SAV (scalar auxiliary variable) method for handling
the nonlinearity, and projection method of Navier—Stokes equation. At each time step, the non-local splitting technique only
requires solving several decoupled constant-coefficient elliptic equations. The implementation issues are discussed in detail.
The solvability and the unconditional energy stability of the scheme are rigorously proved. Plenty of 2D and 3D numerical
simulations are carried out to numerically demonstrate the accuracy, energy stability, and applicability of the proposed scheme.
©2021 Elsevier B.V. All rights reserved.
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1. Introduction

The mathematical modeling and numerical simulation of the three-component immiscible and incompressible
fluid system using the diffusive interface (phase-field) method begin with a series of pioneering works in [1-4].
Its basic modeling framework is to use three independent phase-field variables to label the three immiscible fluid
components separately, and then assume the total free energy as the combination of the respective hydrophobic
(double-well potential) and hydrophilic (gradient potential) effects of each fluid component. The system not only
needs to consider that the surface tension between every two fluid components may be different but also needs to
include some special cases (e.g., the so-called “total spreading” when some coefficients of the gradient potential
might be non-positive). Therefore, to make the entire system always be well-posed, a common practice is to add
an additional energy potential to the total free energy, which is formulated as a sixth-order polynomial function
involving all three phase-field variables, cf. [1,2]. In this way, as long as the specific consistency conditions of the
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surface tension parameters are satisfied, the partial differential equation (PDE) system can always maintain the law
of energy dissipation.

Although the use of this sixth-order polynomial potential can bring a good energy dissipation property to the
three-phase system, it also brings additional numerical challenges in designing energy stable algorithms. This is
because formally, this term couples the three phase-field variables very closely together in a nonlinear manner.
Through long-term exploration, so far, some unconditionally energy stable methods for the three-phase model have
been developed, including the Invariant Energy Quadratization (IEQ) [5] and Scalar Auxiliary Variable (SAV) [6,7]
methods, the convex splitting method [8], semi- or fully-implicit method [2—4], etc. Among them, the semi-implicit,
IEQ, SAV methods are second-order time accurate, while the convex-splitting is first-order time accurate. The semi-
implicit [2,3] and convex splitting method [8] are both nonlinear and coupled type, where the multiple phase-field
variables are coupled in a nonlinear manner, resulting in relatively high computational costs at each time step. The
IEQ method [5] has linear structure. But it is still a coupled type method. The SAV method [6,7] is both linear and
fully-decoupled.

It should be pointed out that most of the numerical schemes mentioned above (IEQ, SAV, convex-splitting) are
developed for the reduced version of the three-phase fluid flow model, i.e., the situation without coupling the flow
field. This is because the complexity of the three-phase model itself is already very high. Hence it is natural to
consider the algorithm design for the reduced version first. When the flow field is involved, the model turns to
a highly coupled complex form, which brings great difficulties to the design of an easy-to-implement numerical
scheme. There may be some intuitions that one only needs to simply combine the method of dealing with the
no-flow model and the method of dealing with the Navier—Stokes equations (e.g., the projection/Gauge/penalty
methods, etc., cf. [9—15]) to successfully obtain the desired scheme. But the reality is opposite. The simple stacking
idea can indeed produce some numerical schemes. However, when considering to achieve some desired features,
such as temporal second-order accuracy, full decoupling, linearity, and energy stability, then the numerical scheme
design will become very challenging.

To understand the difficulty of this problem more clearly, we emphasize that there exist substantial differences
between the following two types of schemes, one is the “second-order time accurate and fully-decoupled” scheme,
and the other is the “second-order time accurate, fully-decoupled, and energy-stable” scheme. It seems that there
is not much difference between these two types of schemes, and the latter only emphasizes stability more. But in
fact, there exist huge differences in the difficulty of achieving these two schemes. For example, the former can be
obtained as long as the second-order temporal discretization is used for all terms. However, after the energy stability
requirement is considered, it will no longer be possible to arbitrarily discretize coupled nonlinear terms to reach
both second order and unconditional energy stability, because the premise of adopting any discretization method
has become whether the provable energy stability can be guaranteed.

After clarifying the difference between these two types of schemes, we immediately discover that the main
challenge in designing a full decoupling scheme is about how to discretize the advection and surface tension terms,
since it is these two terms to couple the phase-field equations and fluid equations together. Here, we summarize
the available numerical schemes according to the temporal discretization techniques of these two terms. So far,
there are mainly five different methods that can achieve the energy stability, including the fully-implicit method
(cf. [16,17]), the implicit—explicit method (cf. [18-22]), fully-explicit method (cf. [23]), the stabilized-explicit
method (cf. [24-27]), and the explicit-auxiliary variable method [28]. The fully-implicit method leads to a nonlinear
and fully-coupled scheme. The implicit—explicit method can generate a linear scheme, and even a second-order
time-accurate scheme (for the matched-density case), but the resulted scheme is still fully-coupled. In [21,22], the
unconditional energy stability is achieved only for the semi-discretization scheme, while the spectral method is used
for the spatial discretization in the numerical experiments. The fully-explicit scheme can achieve a full decoupling
structure, however, it can only obtain conditional energy stability on the time step, see [23]. The explicit-stabilization
method [24-27] and the explicit-auxiliary variable method [28] are the only numerical methods that have fully-
decoupled structure while ensuring unconditional energy stability. However, the explicit-stabilization method is only
first-order accurate in time. In [28], which considers the Cahn—Hilliard equation, the unconditional stability of the
explicit-auxiliary variable method is achieved only for the semi-discrete scheme in which the space is assumed to
be continuous, while the spectral method is used for the spatial discretization in the numerical experiments.

Therefore, in this article, we aim to construct a fully discrete finite element method to solve the flow-coupled
three-component phase-field model. We first replace the classic flow-coupled three-phase Cahn-Hilliard model,
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which was developed in [1-3], by a relatively simpler conserved Allen—Cahn equation, where multiple nonlocal
Lagrange multipliers are added so that the volume of each phase can be conserved accurately. This is a well-known
effective volume-preserving method for the L?-gradient flow model originated from [29], and has been applied in
various models (especially two-phase case), see [30-39]. There also exist many works for handling the nonlinearity
in the phase field models, including the convex-splitting method [40—45], the implicit quadrature method [46], the
stabilization method [27,47-49], the IEQ method [50-53], the scalar auxiliary method (SAV) method [53-55], etc.
Finite element methods have also been developed to solve various phase field models [56-68].

After the new flow-coupled three-component phase-field model is formulated, we aim to design the first fully
discrete finite element scheme for it. More importantly, we expect that the scheme can follow the following five
properties: (i) it has a fully-decoupled structure; (ii) it is second-order time accurate; (iii) it is unconditionally
energy stable; (iv) it only needs to solve linear equations at each time step; and (v) it only needs to solve equations
with constant coefficients, thereby saving the extra computational cost caused by handling variable coefficients.

To this goal, inspired by the semi-discrete version of the explicit-auxiliary variable method developed in [28]
and the finite element method for spatial discretization [69], this article proposes a fully discrete numerical scheme
to deal with the flow-coupled version of the ternary phase-field model. Its key idea to handle the time marching
is the introduction of two auxiliary variables and the corresponding special ordinary differential equations (ODEs).
Using these tools, the original system is then reformulated into an equivalent form by using an ingenious coupling
method. Here, we highlight that the newly obtained PDE system is completely equivalent to the original system in the
continuous level. When the new system is properly discretized, the discretized ODE plays a key role in achieving the
full decoupling structure while maintaining the provable unconditional energy stability. The advantage to achieve an
equivalent system for the original model is that the property of unconditional energy stability can be easily obtained
by using simple explicit methods to discretize nonlinear terms. The nonlocal auxiliary variable can also be used
to decompose every discrete equation into several sub-equations with constant coefficients, so that each variable
can be solved independently at each time step, thereby greatly improving the computational efficiency. We further
strictly prove the solvability of the scheme and its unconditional energy stability, and conduct various numerical
examples to demonstrate the stability and accuracy numerically. Moreover, the proposed algorithm design framework
is also applicable for establishing efficient numerical schemes to solve other coupled systems with high nonlinearity,
including the hydrodynamics-coupled model discussed here, or the magnetic field [70], electric field [71,72], etc.
The developed model can be coupled with variable density/viscosity to study the drop dynamics and approximate
the real world simulation more accurately [73,74].

The rest of the paper is organized as follows. In Section 2, we introduce the Navier—Stokes coupled, three-
component volume-conserved Allen—Cahn phase-field model, and derive its associated PDE energy dissipation law.
In Section 3, we introduce the numerical scheme, explain its implementations in detail, and prove its solvability and
discrete energy dissipation law rigorously. Then we provide numerous numerical examples in Section 4 to illustrate
the accuracy and stability of the developed scheme and some concluding remarks in Section 5.

2. Model system

We first formulate the Navier—Stokes coupled volume-conserved Allen—Cahn phase-field model to simulate a
three-phase fluid flow system with three incompressible and immiscible fluid components. Let 2 be a smooth,
open bounded, connected domain in R, d =2,3. Let ¢i(x,t) withi = 1,2, 3 be the ith phase-field variable which
represents the volume fraction of the ith fluid component in the three-phase mixture, i.e.,

1 inside the ith component,
¢i (xv t) =

. (2.1)
0 outside the ith component.

A smooth layer with the thickness € is used to connect the interface between the regions of {¢; = 0} and {¢; = 1}.
Assuming that the three-phase fluid mixture is perfect (free-leakage), thus the three unknown variables
(@1, P2, P3)(x, 1) satisfy the following condition:

G1(x, 1) + o(x, 1) + p3(x, 1) =1, 2.2)
which can be called as the “perfect mixture” or “hyperplane link condition” or “free-leakage condition”, see [1,2,25].
3
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In this paper, we adopt the total free energy formulated in [1,2,25] for the three-component model, which
considers different surface tension parameters. Hence, after coupling with the fluid momentum, the total free energy
is given as

E(u, ¢1, ¢, $3) = Eginetic + Enix, (2.3)

where
3
| B 3e , 12
Etinetic = /Q Shuldx, Epic = fg g(i}:l:mwﬂ + ZF (1. ¢2. 90))dx. @4

Here, u is the fluid velocity field, A is a positive parameter that characterizes the relative magnitude of the kinetic
energy Epiineric and mixing energy E,;,, the three gradient terms of each of the phase-field variable in E,;,
contribute to the hydrophilic type (a tendency of mixing) of interactions, the energy potential F represents the
hydrophobic type (a tendency of separation) of interactions, and the parameter € < 1 is related to the width of the
interface. The coefficients Y;,i = 1,2, 3, which are related to the surface tension parameters among each phase,
represent the “spreading” coefficient of the ith at the interface between jth phase and kth phase. In [1,2,25], it is
shown that when the three surface tension parameters o;; (012, 013, 023) verify the following conditions:

Yi=o0jj+op—ojp,i=1,2,3, (2.5)

the three-phasic system is algebraically consistent with the two-phasic system. Note that J; might not be always
positive. If X; > 0, Vi, the spreading is said to be “partial”, and if there exists J; < 0 for some i, it is called “total”.
The nonlinear potential F(¢;, ¢, ¢3) is given as

X by X
F(1, ¢ ¢3) = 71¢%<1 — 1)’ + 7%&%(1 — o)’ + 73¢§<1 — $3)> + P($1, b2, ¢3), (2.6)
where

3Apip3p:,  for 2D,

" ) ~ 2.7
(@1, D2, ¢3) 34¢3p2p2 P, for 3D, N

with0 <a < £,

A is a non-negative constant, P = Z?zl 8a(9i), and gy(x) = m 5
Assuming that the three fluid components have the matched density and viscosity, and following the modeling
framework given in [1,2,25], the Navier—Stokes coupled conserved Allen—Cahn model for the three-phase fluid flow

system based on the L?-gradient flow approach is formulated as:

1
i + V- (ug;) = —MEI_M, i=1,2,3, (2.8)
3 12 .
mz—zex,-Aqs,-Jr?(f,- + ). i =123, (2.9)
3
utu-Vu—vAu+Vp+iad ¢V =0, (2.10)
i=1
V-u=0, (2.11)
where [i; = u; — IQ\ o Midx, p; = W and - is the chemical potential, M > 0 is the mobility, f; = d;F, p
is the pressure, v represents the fluid viscosity parameter ,BL is the Lagrange multlpher to ensure the free-linkage
condition (2.2) and it can be derived as 8, = ET(E1 2 + L ) with Yp = — -t E + 23

The initial conditions read as

0 0
U=g) = 0", plo=o) =P,

(2.12)
b1la=0) = B}, P2lu=0) = D5, B3la=0) = 93, P} + ¢ + B3 = 1.
The boundary conditions read as (n is the unit outward normal on the boundary 9{2),
ulgo =0,0¢il0 =0,i=1,2,3. (2.13)

Note that the periodic boundary conditions are also widely used in [2,3,5-8].
4
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Remark 2.1. Different from the regular Allen—-Cahn dynamics that cannot conserve the volume, three nonlocal
Lagrange multiplier terms are used in i; of (2.8). By integrating each side of (2.8), it is easy to see that the volume
can be accurately conserved for each phase, namely,

d
. / $idx =0, (2.14)
2

which is derived by using the boundary condition (2.13) for u. Similar volume conservation method had been used
for the reduced version of three-phase model (no flow field coupled), see [7].

Remark 2.2. Remarkably, it can be proved that the system (2.8)—(2.9) with three unknown phase-field variables
is equivalent to a system with only two unknown phase-field variables that read as

1
G +V-up)=-M—=p;, i =1,2,
>

3 12 (2.15)
Wi = _ZGEiA¢i + ?(fi +BL), i =12,
and the unknown variables for the third phase (¢3, 13, [t3) are given by the following explicit formula:
o1+ + 3 =1, (2.16)
e
Sy, 2.17
2 * by * 25 @17
Hi o Ha (3
LT ATt 2.18
5 + 5 + 5 (2.18)
Since the proof is quite similar to Theorem 3.1, we omit the details here.
Remark 2.3. From [1,2], the following two statements hold.
(i) For any & + &, 4+ & = 0, there exists a constant 2 > 0 such that
SaP + Slel + sl = 2(6R + 18P +16P), (2.19)
if and only if the following condition holds:
2122+2123+2223>0,4\:’,+21 >0,Vl75] (220)

(i1) For 2D case, as long as A > 0, the bulk free energy F(¢i, ¢, ¢3) defined in (2.6) is bounded from below
if ¢1 + ¢ + ¢35 = 1, and the lower bound only depends on X, X, X5 and A. For 3D case, it is shown in [1] that
the bulk energy F is bounded from below when 0 < o < %

Therefore, to form a meaningful physical system, we assume that the condition (2.20) always holds throughout
this paper.

We now show the model equations (2.8)—(2.11) follow a dissipative energy law. Some notations are given here.
Given any two functions ¢(x) and v (x), their L? inner product is denoted by (¢, V) = f o @)Y (x)dx, and the
L? norm for any function ¢(x) is [|¢] = (¢, ¢)%.

We multiply the L? inner product with Ay, for (2.8) and take the summation for i = 1,2, 3 to get

3 3 1 3
k) = =M Y 51 =2 Y [ V- s @21)
i=1 i=1 7! i=1

1

For the term ELi(/li, Wui), we derive

1 1 1
— (i, i) = = (Wi — — idx, W
Ei(u i) 2,-(“ IQI/QM X, (i)
L I/d 1/d>+( I/dlfd) 22
= 5w Wi == | Hiax, @i — =5 [ Hidx Hi — o7 | MidXx, — [ HidX .
RSN 121 /g 121 /g 121 /g 222)
1 2

1 / 21,
wi— o | x| = P =5
121 Jo 5

5

)

Hi
5

i

P
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since (u; — \]ﬁ f o Hidx, 1) = 0. We take the L? inner product of (2.9) with —A¢;;, perform integration by parts
and take the summation for i = 1, 2, 3 to obtain

> 3 d 12 &
=Y i i) = —hge D S IV = a= D (fi + B du). (223)
i=1

i=1 i=1

We take the L? inner product of (2.10) with u, performing integration by parts, we obtain

1d_ 5 :
Sl + [ @ Vyu-udx 40| Val? = (. V-w + 2 [ ¢V - udx =0. (2.24)
2dt 0 -1 /2

——————— 1=

111 11

Then, by combining (2.21), (2.23), (2.24), using (2.11) for the pressure term, the equality (8., (¢1 + ¢d2 + ¢3);) =
(BL, (1);) = 0 due to (2.16), and using (2.27) and (2.28), we derive the following identity:
2 2

+5 |2 4+ 5

by}

1v

iy

1

d
TE.¢1. 62, ¢3) = —v|Vul> - M (2

5l)
5/ (2.25)

Since J; may not be always positive, to prove the energy is dissipative, we have to show that two statements hold,
1) E(u, ¢1, ¢, ¢3) is always bounded from below; (ii) the term IV in (2.25) is always positive.
If (2.20) is satisfied, from (2.16), we derive V(¢; + ¢, + ¢3) = 0. This implies

3 3
DOSIVElIT= 2> IVeil* =0
i=1 i=1
from (2.19). From Remark 2.3 and (2.16), we know that F(¢;, ¢», ¢3) is always bounded from below. Therefore
E(u, ¢1, ¢, ¢3) given in (2.3) is always bounded from below. From (2.18) and (2.19), when (2.20) holds, the term
1V is bounded from below since

>} ﬂ

>

2 2 2
Thus the total energy of the system (2.8)—(2.11) is dissipative (i.e. 4 F(u, b1, P2, ¢3) < 0), and (2.25) is the

2

2

il

2

]
23

&
2

? ? 3
¥ [at]
1 +' —i—‘&

2
> dt

associated energy dissipative law. The wellposedness of the model is an interesting future work which may borrow
the existing ideas in [75,76].

Remark 2.4. After taking the inner products with suitable functions to derive the PDE energy law (2.25), we note
that the term I (from advection) and term II (from surface tension) are canceled by using integration by parts, i.e.,

/(qu w4+ V- (ug)p)dx =0,i =1,2,3, (2.27)
7

where the boundary conditions (2.13) for u are used. Similarly, by applying the divergence-free condition and the
boundary condition (2.13) for u, it is easy to see that the term III associated with the advection term is also zero,
ie.,

/ (u-Vu-udx =0. (2.28)
Q

(2.27) and (2.28) imply that the terms of advection and surface tensions have no any impacts on the energy law, that
is, these two kinds of terms can be viewed to satisfy the “zero-contribution-to-energy” property. This view point
can help us to design a fully-decoupled scheme in the next section.

3. Numerical methods

To achieve the goal of obtaining a full decoupling scheme, we need to carry out some equivalent reformulations
to the original PDE system (2.8)—(2.11).
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3.1. Reformulation to an equivalent system

Inspired by (2.27) and (2.28), we introduce a new nonlocal variable Q(¢) and its associated ODE system that
read as:

3
Q=1 | (V- — ¢MDui + (@ — ¢))Vii -wdx + | (- V)u - udx,
i=1 V1 Q

(3.1)
V-u=0,

Oli—o=1,ulyp =0, 0m¢ilso =0,i=1,2,3,
where ¢ = & [, ¢ldx.
By utilizing (2.27) and (2.28), we find that the ODE (3.1) is trivial indeed, since it is equivalent to: Q, =

0, Qlu=0) = 1. Hence, the exact solution of (3.1) is Q(¢) = 1. Using the nonlocal variable Q(t), we modify the
system (2.8)—(2.11) to the following form:

N 1_
¢ + OV - (u(py — ¢)) = —M i, i =1,2,3,
— i

Q—term

3 12
Wi = —ZGEI'A@ + ?(fi +B),i=12,3,
3

u + Qu-Vu—vAu+Vp+i0) (¢ — )V =0,
— im1 (32)

Q—term

Q—term

V-u=0,

3 3
Q=1 (V- — ). i) + 2 Y (¢ — )V pi w) + (- Vyu, w),
i=1 i=1
Olizo = Lulye =0,0n¢i[a0 =0,i=1,2,3.
The above modifications that have been made to the original system (2.8)—(2.11) to obtain the new system (3.2)
include the following steps:

e (i) first, we modify the advective term V - (ugy) to V - (u(¢; — ¢?)) since V - (up?) =V -u = 0;

e (ii) second, we modify the surface tension term Y>_, ¢ Vi to Yo_ (¢ — d*)Vu, since pOVu? = V($2u?)
can be absorbed into the pressure gradient;

e (iii) third, we combine the original system (2.8)—(2.11) with the new ODE (3.1);

e (iv) fourth, we multiply the advection term and the surface tension term with Q. Since Q(¢) = 1, based on a
simple fact of “a x 1 = a”, the modified system (3.2) is equivalent to the original system (2.8)—(2.11).

Second, we introduce another nonlocal variable U(¢) such that

U(t) =/ (F(¢1, ¢2, $3), 1) + B, (3.3)

where B is a positive constant that is used to ensure the radicand positive. Note that the existence of B is obvious
since F(¢1, ¢2, ¢3) is always bounded from below from Remark 2.3(ii). Note that this boundedness property is
valid under the condition ¢ + ¢ + ¢3 = 1 which will be shown in Remark 3.1. Then, using the variable U, we
rewrite the chemical potential u; given in the second equation of (3.2) to the following form:

3 12
Mni = —ZGE,‘A(ﬁl' + —(H, +,3)U, i = l, 2, 3,
€

1 3
= - i & 34
Ur=3 ;ZI(H,, Gir), (3.4)

Ulgmoy = U° = \J(F(@0. 3. 6. 1) + B,
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where
ﬂ=—i(ﬂ+ﬂ+ﬂ> (3.5)
Ir\n o X %) ‘
/i i
VF@1, 62, ¢3), ) + B’
By integrating the second equation in (3.4) and applying the initial condition for U|;=¢), we can obtain the second
equation of (3.2). This implies (3.4) is equivalent to the original formulation for w; given in (3.2).
Finally, by replacing second equation in (3.2) using (3.4), we obtain a new system that reads as

—1,2,3. (3.6)

i =

~ 1
%+QVﬁWr¢%=—M§MJ=LZl (3.7)
3 12 .
i Z_ZEEiA‘f’i‘l'?(Hi‘i‘ﬂ)U, i=123, (3.8)
1 3

U= ;Hi’ i), (3.9)
3

U, + Qu-Vu—vAu+Vp+ A0 Z((j)i — )V =0, (3.10)
i=1

V.ou=0, 3.11)

3 R 3 R
Q=1 (V- — ). i) + 2 Y (¢ — )V i, w) + (- Vyu, w), (3.12)

i=1 i=1
with the initial conditions that read as

0 0 0
ulg—g) =", ply=oy = P, Qluy=0) = 1, Uly=0) = U",

(3.13)
Dila=0) = 7. h2lu—o) = B3, P3lu—o) = B3, &) + #3 + ¢3 = 1,
and the boundary conditions that read as
ujpo =0,0¢ils0=0,i=1,2,3. (3.14)
Remark 3.1. Egs. (3.7)—(3.8) are equivalent to the following two phase-field variables system
. 1.
Gir + OV - (P — ) = —MFju, i =1,2,
3 2 ! (3.15)
wi = —ZEEiA¢i + _(Hz +ﬁ)Us i = 1, 23
€
and ¢3, u3, (13 are given by the following explicit formula:
o1+ + =1, (3.16)
23! M2 M3
Lk e A o ) 3.17
55T (3.17)
N )
LI e A Y 3.18
El * 22 + 23 ( )

Since the proof is quite similar to Theorem 3.1, we omit the details here.

From the above-detailed reformulations, it is easy to see the new system (3.7)—(3.12) with the initial conditions
(3.13) and boundary conditions (3.14) is equivalent to the original system (2.8)—(2.13). Thus, the new system (3.7)—
(3.14) also holds the energy dissipation law by performing a similar process to obtain (2.25). Since the energy
stability proof at the discrete level follows the same line, we perform the detailed derivation for comparisons.

8
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We multiply the L? inner product of (3.7) with Au; and take the summation for i = 1,2, 3 to get

3 3
A (i i) = =MLY %
i=1 i=1

_ 2 3
i A
5 — A0 ;(V - (i — B, i) (3.19)

I

We multiply the L? inner product of (3.8) with —A¢;; and take the summation for i = 1,2, 3 to get

3 3.d (S 123 2
- is Dir —€— ZiVeill? ) = —2— iy @ir) —A—(B, it)-
Agw $i) +hze (; I ¢||) > ;vw ¢i) —h— (B ;w (3.20)
v,

We multiply (3.9) with 12U to derive

3
d {12 12
—(2=1UP ) = 2= UWH, ¢ . 3.21
dt(éll) E;:l( oir) (3.21)

IV,

By multiplying the L? inner product of (3.10) with u, we get

1d > .
5 27 P+ VIVulP = (p, VW) = =20 Y (¢ = $)) Vi, W) — 0@ Vyu, ). (3.22)
! i=l m ”
1
1

By multiplying (3.12) with Q, we get

d 1 : . : A
—(51er) =20 DV i = 610 )10 T (@ = BV )+ Qw - V. ). (3.23)
= = 111
I 1T 2

Combining the above five equalities (3.19)—(3.23), using (8, Zle ¢ir) = (B, (1);) = 0, noting that the two terms
with the same Roman numerals under curly braces cancel each other out, and using (3.16) and (3.18), we derive

d - 2 - 2 - 2
TEW, g1, 4263, U, ) = vVl —aM (5 || + 2| 2+ n |5
dt 2 2h 25 (3.24)
i e | A’ -
< —vlvul? —ams(| 5 r© 21 <o,
< —v|Vu| z HEl +‘ oA +H2’3 <
where
1, 3 , 12 1
E(u, ¢1, 2,93, U, Q) = |ull +)"_€ZZ‘i|lv¢i|| +A—IUI" + 5101, (3.25)
2 8 € 2

i=1
that is bounded from below from (2.19).

Remark 3.2. After taking the inner products of the suitable functions to derive the energy law for the original PDE
system (2.8)—(2.11), we notice that the terms associated with the advection (term [ in (2.21)) and surface tension
term (term /71 in (2.24)) cancel each other out, this means the discretization of these two terms must be matched,
thereby leading to the coupled type schemes.

But for the newly modified system (3.7)—(3.14), from the derivation of the energy law, it can be seen that we
no longer require that the discretization of these two terms must match, because the ODE (3.12) could provide all
needed terms that can cancel all trouble terms (e.g., I; in (3.19) can be canceled by I, in (3.23) instead of II; in
(3.22))). In other words, when developing numerical schemes, we can use different discretization methods to deal
with the advection term I; and surface tension term II;, so that it is possible to construct a full decoupling type

9
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scheme. This technique using the auxiliary variable Q to handle the coupling terms of surface tension and advection
is motivated from the SAV method [6,7,77] that can only handle a single system. This article innovatively applies
the method of auxiliary variables to deal with coupling systems.

3.2. Numerical scheme

In this subsection, we develop a fully-discrete numerical algorithm for the system (3.7)—(3.12), which is an
equivalent system of the hydrodynamically-coupled ternary model (2.8)—(2.11).

Some finite-dimensional discrete subspaces are introduced here. Suppose that the polygonal/polyhedral domain
§2 is discretized by a conforming and shape regular triangulation/tetrahedron mesh 7, that is composed by open
disjoint elements K such that 2 = | T K. We use P; to denote the space of polynomials of total degree at most
! and define the following finite element spaces:

Yy = {6 € CO): ¢k € Py (K), YK € Ty},
Vi ={ve %) :vlx € P,(K)',VK € Ty} N Hy ()", (3.26)
On = 1{q € C°(2) : qlx € Pp1(K), YK € Ti} N L§(12),
where HOI(Q) ={ue H'(2) : ulso =0} and L%(Q) ={qgel*(): fQ gdx = 0}. Hence,
Yy C HY(2), V), € Hy(2), 0, C LE(D). (3.27)
Besides, we assume the pair of spaces (V,, O;) satisfy the inf-sup condition [78]:

pellgl = sp T2 vy e o,
vev, IVl
where the constant B, only depends on 2. A well known inf-sup stable pair (V;, O;) is the Taylor—Hood
element [78].
The semi-discrete formulations of the system (3.7)—(3.12) in the weak form reads as: find ¢;, u; € H L),
0,U€eR, ue Hol(.Q)d, pE L%(Q), such that

~ 1
(¢it7 w) - Q(u(¢l - ¢10)7 Vw) = _ME(/:LZ’ W), i= 1’ 27 35 (328)
(1. ©) = %eEi(Vqsi, Vo) + gU(Hi +B.0)i=1,23 (3.29)
1 3
U= E(H,», i), (3.30)
3 ~
W, V) + Q(u- V)u, v) + v(Vu, Vv) = (p. V- V) + 0 Y (¢ — ")V i, v) = 0, (3.31)
i=1
(V-u,gq)=0, (3.32)
3 3
Q= =1 (@ — ). Vi) + 1> (¢ — $)V i, w) + ((u - Vyu, w), (333)
i=1 i=1

for ©,w e H'(2),v e HOI(Q)", q € L%(Q).

We let 6t > 0 be a time step size and " = ndt for 0 < n < N with T = N§t, and use v to denote the
numerical approximation in the related finite element space to the function ¥ (-, ¢) at + = ¢". For the weak form
(3.28)—(3.33), we construct a time marching scheme based on the second-order backward differentiation formula
(BDF2) as follows.

Find qbfth, /Lf;rl ey, U 0" eR, ﬁZH eV, p;‘H € Oy, such that

1
~ntl n n—1
aw,” — bu; + cuy,

T V) + 0" - Vurt, ) + o Vit V) (3.34)

(

3
+(V i vi) + 20" (97 — $IVir, vi) =0,

i=1

10
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agit! — belh, + cofy!

( o ,wp) — Q”“(U*(cb-* —¢0), V) (3.35)
= (/J/lh 9wh)7i = 1721 37
3
Wi, On) = Je T (Ve VO + —(H,-* + B, O)Ut! (3.36)
€

+= 2((¢"+1 ®5), On),i =1,2,3,

3

aU™!' —pU" + cU™ ! = % Z (H?, ag Tt — boll, + o), (3.37)

1 - 3

n+1 n n—1 * * 1
75, @0 = Q" +c0 )=—AZ(u (@F — o)), Viith (3.38)
+A Z((¢> — Vs, ) + (- Vyur -t

i=1
Vvt = pb, th) = ——(V 't gn), (3.39)
wt =t - (VPZ“ —Vpp), (3.40)

where
a=3,b=4,c=1, v =2u; —u;" ¢ =24 — ¢[h ,
=2y =y 7 = Hw 05,005 = -5 (50 5L ) (4D
oo T o\ T T

S > 0 is a stabilization parameter. Some detailed explanations of the scheme are given in the following remarks.

Remark 3.3. From the discretization method of (3.38), it can be seen that the discrete value of Q"*! will not be
strictly equal to 1, because the integral terms in (3.38) are not equal to zero. This is completely reasonable since
Q™! is only a numerical approximation to the exact solution Q(#)|n+1 = 1. That is, Q"*! will approximate to
Q(t) with a certain order of accuracy.

Remark 3.4. For the Navier—Stokes equation, the second-order pressure-correction scheme is used to decouple the
computation of the pressure from that of the velocity. We refer to [9] for an extensive overview of projection-type
methods. This projection method was analyzed in [79], where it is shown (discrete in time, continuous in space)
that the scheme is second-order accurate for velocity but only first-order accurate for pressure. The loss of pressure
accuracy is caused by the artificial Neumann boundary condition imposed on the pressure [80]. The final solution
uZH satisfies the discrete divergence-free condition, which can be deduced by taking the L? inner product of (3.40)

with Vg, € Oy, that is

W, Vg, = @*, vg,) - —(V(p”+l P Van). (3.42)
From the boundary condition of u”J’l we derive (uh+ Vgp) = —(V - u"+l, qn) by applying integration by parts.
Therefore, from (3. 39) we derive

W, V) = (3.43)

Remark 3.5. The initialization of the second-order scheme requires all values at ¢ = ¢!, which can be obtained by
constructing the first-order scheme based on the backward Euler method. By settinga =2,b=2,¢c =0, ¢* = 1//0
for any variable v, the first-order scheme can be easily obtained. Moreover, by using mathematical induction, it is
easy to conclude that the following volume conservation property holds:

/qs,."h“dx:/ ¢i"hdx=~~~=/ phdx, i =1,2,3. (3.44)
2 2 2

11
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Remark 3.6. When the system has very high stiffness issues caused by the model parameters or other conditions,
exceedingly small time steps are needed to achieve reasonable accuracy while some numerical methods are
formally unconditionally energy stable, see the stabilized-IEQ/SAV methods in [7,77,81-84]. To fix such an inherent
deficiency, a commonly used effective way is to add an extra linear stabilization term with the corresponding
temporal order (cf. the second-order term related to S in (3.36)). The scale of the splitting errors caused by this
term is about ~ %Stza,,qﬁ(-), which is actually consistent with the error caused by the second-order extrapolated
nonlinear term f(¢). In Section 4, we present numerical evidence to show that this stabilizer is effective to improve
the energy stability while using large time steps in Fig. 4.2. Similar linear stabilization techniques had been widely
used in the numerical scheme for solving the phase-field type models, e.g., the methods of linear stabilization, IEQ,
SAV, convex-splitting methods, etc., see [5,7,77,81-89].

The following theorem ensures the numerical solutions ¢;’; t qb;,j ! ¢”+1 computed by the scheme (3.34)—(3.40)
always satisfy the free-leakage condition Zl ] ¢>”+1 = 1, namely, no volume loss.

Theorem 3.1. The system (3.35)—(3.36) with three phase-field variables is equivalent to the following scheme
involving the computations of two unknown phase-field variables,
3¢n+l _4¢nh _|_¢{1—1

( o e wy) — Q"N (pf — ¢Y), th>——M—<u¢,j‘,wh>,i:1,z, (3.45)

3
(u?,jl,éh)——ex(vw“ v9h>+—<H*+/3 OU"! + = 2<¢"“ b On),i = 1,2. (3.46)

The variables ¢g;' st iyt can be updated by the following relations:

¢n+l — ¢ﬂ+l d)g}-:—l’ (347)
n+1 n+1 n+1
H3p Hip Mo

= , 348
5 —( ) + 5 ) (3.48)
-n+1 - n+l1 =n+1
H3p P‘m Haop

= 3.49
5 —( + 5 ). (3.49)

Proof. First, we derive (3.35)—(3.36) by assuming (3.45)—(3.49) are satisfied. We take the sum of (3.45) fori = 1,2

to obtain

3¢n+1 4¢3, + ¢3h
28t ’

where we use (3.47) at t = "1, ", "1, (3.49), and (3.43).
Furthermore, from (3.47), (3.48), and the definition of 8* in (3.41), we derive

n 1
( wy) — Q" W (9F — ¢Y), V) = —ME(MQ’Z', wp), (3.50)

n+1 n+1
it
(i, 6 = =25 (F 1h ;1 6h)
>

12

SR E e(V(¢"“+¢"“> von+ - (T AR

2 25

)Un-H

_(¢n+l ¢n+l (pis _¢;’ Qh))
3e23<V¢g’,f‘, V) + —<H3 + 8%, U + = Es(qs"“ o3, Op).

where we use the identity
i +B ) B i B
2 25 23
that is the reformulation of (3.41).
Second, we assume that Egs. (3.35)—(3.36) are satisfied and derive (3.45)—(3.49). We use mathematical induction

and assume (3.47) are valid for t = " and t = t"~'. The validity of (3.47) at t = ¢! can be shown by taking a
similar procedure of proof for the first-order version of the scheme, see Remark 3.5.

=0, (3.51)

12
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For any m, we define

m m m m m MITL MITL Mm

" = @), + Py, + 5 1 =Z—lf+2—2;+2—3:- (3.52)

By taking the summation of (3.35) for i = 1,2, 3, we derive
3

— (P — 1wy = =M@, wy), 3.53

% [( wp) (1", wp) (3.53)
where the combination of three advective terms vanishes that is because

3 3
Q"N (Wi (¢r — D). Vwn) = Q"W Y (¢F — 7). V)
i=1 i=1
= Q"' (w*(1 = 1), Vw,) = 0. (3.54)
By taking the summation of (3.36) for i = 1, 2, 3, and using the identity (3.51), we derive
3 S
(W', ) = (VL Vo) + —(8" — 1, 6)). (3.55)
€

Taking w;, = —%u”“ in (3.53), and 6, = &' — 1 in (3.55), and taking the summation of the two obtained
equations, we derive

3 S 25t

€IV =@ — 1P 4 == M| * = 0. (3.56)

€

Since the left hand side of (3.56) is a sum of non-negative terms, thus "' = 0 and ¢! = 1, i.e., (3.47) is valid.
Hence, from (3.55), we get u"*! = 0 that implies (3.48) and (3.49). O

3.3. Implementation

In this subsection, we discuss how to obtain the decoupled structure of the scheme (3.34)—(3.40), where we make
full use of the nonlocal features of the two additional variables U and Q.
Step 1. First, we use the nonlocal scalar variable Q"*! to split ¢l-"h+l, wh L um! for i = 1,2,3 into a linear

combination form that reads as

n+l _ n+l n+1 n+1 n+l __  n+l n+1, n+l1
G =i T Q" by s My = My + O My

i = ﬁml + Qn+1ﬁ?2421’ U = gt 4 orHpnt, (3.57)
Then the scheme (3.35)—(3.36) can be rewritten as
S @+ 0l w) — 0 (@] - ¢, Vwy)
=W 0 )+ P
(Ui + Q" Ui, O = %e&(vwml + 0", Vo) (3.58)

12

+ ?(Hl* +ﬁ*, Qh)(U{H—l + QVH-lU;-FI)
S

- ;Ei(cpfﬁ,;l + 0"t — ¢F, Oy).

According to Q"*!, we split the system (3.58) into two sub-systems as follows,

a n 1 -n b(pln _C(pin_l
— (g8t wy) = _ME(M,.;,;, w) 4 (—H Ty

251 s

; " 28t ¢ (3.59)
(i, 6y) = Zemwgﬁl, VO + —(H + B, OUM! + 22,-@;1;1 — ¢F, Op),

13
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E(dﬁ% w) = —M— wﬂh L wp) + @@ — @), Vwy),

3 12 S (3.60)
(ot 6p) = 7€5 (W,’;ﬁ‘, VO + —(H + 7, OUST + —2,-<¢>;;;1, o).

By applying a procedure similar to the second step of the proof in Theorem 3.1 to the two sub-systems (3.59) and
(3.60), we derive

n+1 n+1 n+1 =n+1 —n+1 =n+1

¢?1JZI +¢31J;11 +¢g14711 —1, Hin i Harp i M3 _ 0, Hitn 4 Ha1n T H3in _ 0,
X > X X 2 P 361
n+1 n+1 n+1 =n+1 =n+l =n+1 ( . )

I RN Hion T Haop 4 Maon _ 0 Hion + Haon T Haon _ 0

12h 22h 32h ’ Ei 22 23 ’ 211 22 23 .

Moreover, by setting w, = 1 in (3.59) and (3.60), we obtain
/¢;’1;1dx =/ ¢;’hdx=-.-=f o,dx, /w;hldx =0,i=1,2,3. (3.62)
1) 2 o o

We continue to use the splitting technique for the variables ¢1”1J;1, ,ul”fhl i = 1,2, 3, namely, they are split into a

linear combination form by using two nonlocal variables Ul'”rl and Uj "1 which reads as
S = O U Ol i = i+ U el
S = i + Uy bl iy = iy + U

By substituting the split form of all variables in (3.63) into (3.59)—(3.60), and decomposing the results according

to the nonlocal variable U ,"“ and Uz”“, we obtain the following four independent subsystems that read as

¢lh — C¢lh

s Wh),

3 S (3.64)

Wi On) = 7€Vl VO + —~ Ti(@iiiy — 87 O,

(3.63)

. 1
_(¢,1+1;1v h) = ME(MifE},, wy) + (
1

I _
_(‘/{’Irﬁ}n W) = —ME(M?E;I,,wh),
1

2 3 12 S (3.65)
(M?E}n On) = 62 (quznlgilﬂ V) + ?(Hi* + B*, On) + 221'(45?1;’ O,
a ~
E(‘ﬁ{;;w wp) = —M— (“:124;;1’ wy) + W@ = ¢)), V),
(3.66)
n+1 o) 3 E \v/ n+1 VO EE n+1 e
(H“i2lh’ h) = E ( iz1n> W) + c l(¢i2]h’ ),
1
—— (@550 wn) = =M — (55, wp),
2 . (3.67)

3 12 S
(Wi On) = ZEZ}(V(ﬁ?Z-E}“ Vo) + ?(H,-* + 8%, On) + Z&(WZE},, Op).
Note that the two sub-systems (3.65) and (3.67) are identical which implies ¢/’ = @b}, b, = bt Thus we
only need to solve any one of these two systems. Meanwhile, by performing a derivation process similar to the
proof of the second step of Theorem 3.1, the following conditions hold:

n+1 n+l n+1 n+1 n+l1 n+1
¢31+1h =1- ¢ll+lh - ¢21+lh’ ¢31+2h = _¢ll-;h - ¢21+2hv 3.68
n+l __ n+1 n+1 n+l __ n+1 n+1 ( : )
G310 = —Pr21n — P21 3200 = —Proon — P
We set w;, = 1 in the four sub-systems (3.64)—(3.67) to obtain
[ otihax = [ ghax == [ ghax= [ giax,
7] 2 2 7] (3.69)

[ s [ atox - [ ttox =012
2 2 2

14
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Moreover, the practical implementation of the four linear systems (3.64)—(3.67) can be further simplified. By
setting w, = Oy and combine the two sub-equations in each subsystem together, (3.64)—(3.67) become

3 S

3 M& gl o+ Ze(wm,i, V) + ;(qs;ﬁ,i, o) = G,
3 S

3 M 5 gl o+ Ze(ws;ﬁ,i, Vo) + ;(qs:ﬁ,i, o) = Gia,

(3.70)

3 S

2M8t (gl o+ ZE(V¢?£;1» Vo) + g(¢?2+1;11» On) = Gis,
3 S

Vi e Ze(Vqs;;z,i, Vo) + ;<¢;;§,1, On) = Gis,

where
b¢n C¢n 1
G = (—— e
= e T ¢' ),
12 1 1
6= g5 (W - g [ a8~ 1 [ s 01) o
Giz = (W' (¢F —¢D), VO, Giy =G

We can directly solve the four independent elliptic equations in the system (3.70) to obtain ¢/t}, @75, @il

gbsz,i,i = 1, 2, 3 since all terms at the right-hand side of (3.70) are given explicitly. Note that all coefficients are

constants, so solving them directly will be very efficient. Or one can solve ¢/\i}, /b1, ¢itl @bl for i = 1,2

from (3.70), and update ¢4}, ¢publ. il HLEl from (3.68). Once @t ¢rbl. Gih., by with i = 1,2,3 are
obtained, the variables ,u:’ﬁ}l u:’fg,ll M?;;, /‘722}: for i = 1,2, 3 can be easily updated by using the second equation
in the four sub-systems (3.64)—(3.67).

Step 2. Second, we rewrite (3.37) as the following form

3
1
n+l __ * n+1
Ut =2 D H D + g (3.72)
where g" is an explicit form that reads as
1
g =—bU" —cU"") Z(H-*,bgb — el h. (3.73)
a

By substituting the linear form of U"*!, %™ given in (3.57) into (3.72), we obtain

[\

3
1
U{H_l + Qn+1U2n+l - _ 2 :(Hi*’ ¢;1]—Zl + Qn+1¢;12-|}—ll)+gn. (374)
i=1

Then, according to Q"*!, we decompose (3.74) into the following two equalities:

UIH_I — _Z(H*7 ln]—;l)_i_gn’
(3.75)
Uit =3 Z(H* Ol )
Substituting the linear form of (¢;1, diop) ! given in (3.63) into (3.75), we get
3
1
1 1 1 1 n
Ut =3 2(11:‘, Giih+ U O + 8"
' (3.76)
Uyt = Z(H* $iain + Us T g dx.
i=1
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After applying a simple factorization to the two equations in (3.76), we derive
% Z?:I(Hi*’ i) + 8"

L= H g

RN Y SIC/ D

— 3 XL H i)

The solvability of U, "+ and U ”+l, i.e., the two denominators in (3.77) are not zero, are important, that can be

proven rigorously by applying a simple energy estimation to the subsystem (3.65) or (3.67), as follows.
By setting w;, = 2 ,uflz,l? and 6, = ¢:'1J§;1, in (3.65), combining the obtained equations, and taking the

summation for i =1, 2, 3 we derive

2M 5t ZE

n+l __
Uum =

(3.77)

/’L:12h

3
3 n n
+Zezx,-||V¢iﬁ2,in + = E il
i=l1

12 3 % n+1 n+1
== > (H;, lth)—i—Z(ﬁ biran)

i=1 i=1

(3.78)

.. . .. .ot il uhitl .
From ¢}, + ¢>§'1+2}1 @45, = 0 that is given in (3.68), it is easy to derive 3+ =52k + =52 = 0 by using (3.51).

2

o ot it it
This implies ”2” + =3+ + =+ = 0. Hence, by using (2.19), we derive
3

=2

ZZ
i=1

3
Z(ﬂ*, Bl = (B ¢ =0,
i=1 i=1

—n+1

=n+1
ﬂzlzh

Miion

>0,
i

(3.79)
> SilgEE IR = BRI + I 12 + I¢hhh1%) = 0

Y TV = SV, 17+ 1Ve55, 17 + V55,17 = 0.

Thus we obtain — Y7 (HF, "51) > 0. This also means — Y »_ (HF, ¢'551) > 0 since @5} = @55}, Hence,
U™, Uyt given in (3.77) are uniquely solvable.
Step 3. Third, we use the nonlocal variable Q"*! to split the velocity field u"Jrl as the following form:

ﬁz+l___ﬁ7214_(2n+1 n+l. (3,80)

By replacing the variables u ”“ in (3.34), and then splitting the obtained equation according to Q"*', we arrive at

a system that includes two hnear elliptic sub-equations with constant coefficients as follows:
bu! —cul ™!
1 ~nt1 h h
©@i v + vV V) = (< V) + 551

o1 Vi),

(3.81)
a ., n % * * In *
E(ugl, Vi) + V(VIGH L V) = (- Vut =3 (g7 — Vg va).
i=1

Step 4. Fourth, we solve the auxiliary variable Q"*!. Using the split form for the variables u”+1 in (3.80) and

/,L:lh+ Uin (3.57), one can rewrite the scheme (3.38) as the following form:

- n+l _ _l_ n__ n—1
(2& 92)Q" = (00" — Q") + Dy, (3.82)
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where

3
O =—A) (W@ — ), V) + 2 Z<(¢> — Vs, W + (- Vit aph,

i=1 i=1 (3.83)

3
==y (W@ =), Vi + 2 Z((¢ — $)Vui G + (- Vo, i),
i=I i=1
The solvability of (3.82) is also important and it can be proven by showing 55 — ¥, # 0 as follows. By setting

v, = ugjl in the second equation of (3.81), we get

3
—( - Vywr, @) = A (¢ — ¢V iy = gnﬁgz‘n +v[ Vi |1* = 0. (3.84)
i=1

By setting wy, = —u5,! and 6, = %d){’ﬂl in (3.60), and combining the two obtained equations and taking the

summation for i = 1, 2, 3, we derive

3 —n+1
A 3ae
* *_ O,V V'Z+1 —M Z l2h Z V n+1
;<u (7 — &), Vigsh Z + 25 Z 1Vt
: 12a
Z s 1+ — Sosr Uyt Z(H*, P (3.85)
12a
+ o U Z‘f’z"?hl

i=1

From the second equation of (3.75), we get

3
Ust Y 9 = (DH* #5) =0 (350
i=1

By using (3.61) and (2.19), we derive

2 2

—n+1 3 —n+1 3
ZE e R - Zznvw;,;l an,";; >
. = (3.87)
ZEHW > Z s I (B*, Zaﬁl
Hence, we derive
3
> W@ — ), Vs = 0. (3.88)

Therefore, (3.84) and (3.88) imply that —v, > 0, thereby ensuring the solvability of (3.82).

Step 4. Finally, we update ¢/,"', u/H for i = 1,2,3 and U™ from (3.57), @}™" from (3.80), and wj*!, pi*!
from (3.39)—(3.40).

Therefore, to summarize, by using the nonlocal variables Q"*! and U"*!, and the splitting technique, we arrive
at the full decoupling implementation method of the proposed scheme (3.34)—(3.40). At each step, we only need to
solve a series of independent elliptic equations. Moreover, all these equations are linear, fully-decoupled, and only
have constant coefficients, which means very efficient calculations in practice.

Remark 3.7. For the sake of completeness, here we present the stabilized-explicit method (cf. [24-27]) that is
another widely used fully-decoupled type scheme for Navier—Stokes coupled phase-field model. For simplicity, we
only consider the two-phasic case (i.e., let ¢ = ¢; = 1 — ¢, ¢3 = 0), and only discretize the related terms in time,
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while other terms remain continuously so that the readers can see more clearly. The scheme reads as

¢n+l _ ¢n
(" =81¢" V") - V)" + " =0,
ot —_——
stabilization term
un+1 — (389)
; +@-Vu—vAu+Vp+ A"V ! =0,
4 —

explicit since u"*1 is obtained above

We can see that the scheme (3.89) is a fully-decoupled and linear scheme, but the added stabilization term in the
advection contains the implicit processed potential x"*!, so it is necessary to solve the phase-field equation with
variable coefficients at each time step. In addition, this scheme only has a first-order version. Compared with it,
the scheme (3.35)—(3.40) developed in this paper is fully-decoupled, second-order in time, and only needs to solve
equations with constant coefficients, which illustrates very high efficiency in practice.

Except for the above-listed scheme, we also recall some positivity preserved schemes developed in [38,39] for
the flow-coupled conserved Allen—Cahn type two-phasic model. Those schemes are fully-coupled type, however,
they are only energy stable when the fluid velocity vanishes.

3.4. Unconditional energy stability

In this subsection, we show the fully discrete scheme follows unconditional energy stability. We will use the
following two identities repeatedly:

2(3a — 4b + c)a = |a)* — |b|® + |2a — b|® — |2b — ¢|* + |a — 2b + ¢|?, (3.90)
Ba —4b+c)a—2b+c)=la—b|> —|b—c|* +2la —2b + | (3.91)

Theorem 3.2. If (2.20) holds, then the scheme (3.34)—(3.40) satisfies the following discrete energy dissipation
law:
2

1 —n+1
S B = B = vV - (3.92)
where
1
B = (S 4 12w — ) + —||Vp"“||
3¢
+ A§Z<E<—HV¢"“H + = ||2V¢”*1 V¢:’h||2>)
i=1
(3.93)
12 1/1 1
+ ( |Un+l| 4= |2Ul1+1 _ Un|2) 4 _<_|Ql’l+1|2 4 _|2Ql’l+1 _ Qn|2)
€ 2\2 2
+ A— Z(E g — @3 l1%) = 0.
Proof. We first show E’H'l > 0. Since (2.20) holds, from (2.19) and (3.47), we derive
Z SIVenRI® = EZ IV I* = o,
3
Z L2Vl — VeI = Z 1299, = Vi, II* = 0, (3.94)

3
Z Sillgh — 7 = 2> len — el* =0,
i=1

which implies £} > 0.
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We continue to show the energy law (3.92) holds.
By taking v, = 28+ ™! in (3.34), we obtain

G — 4w g @ 2vse | VT2 + 25:(va, it

—28t Q" ((u* - Vyu*, @)ty — 2810 0" Z(q) vk, ath.
i=1

We rewrite (3.40) as

268t
~n+1 n+l _ n+l _ _n
-, V( DPi)-

Taking the L? inner product of the above equality with u*!, we derive

@ -t = (V(p"“ Pt =0,

and
Gut —4u) w7 -t
= Guf —4u) +ul !, = 201 5V, ) =0
where (3.43) is used. By using (3.97) and (3.98), we deduce
@t —du] +up ot
= (SuZ+l — SuZJrl uZH) (Sufrl —4u) +u;” ! ﬁZH)

(3~n+1 3un+1 ~n+1_’_uz+l)+(3u2+l —4llh+l.l2 1 uz—&-l)
= <||u”“|| — 2+ 20 = w2 = 20 — R+ g = 2u) )
+ 3yt = 32
We rewrite (3.40) as

w4+ iSth”“ w4+ %(SthZ.
Taking the L? inner product of the above equation with itself and multiply the result w1th =, we derive
260" Vi) = 5 ||u"+1 I? - ||ﬁz*1 P+ 2 ||Vp"H >~ 2—||Vph I%.
We rewrite (3.40) as
it gt = —%Wp;;“ + §8th,'1’.

h 3 n+1

By taking the L? inner product of the above equation wit and using (3.43), we obtain

||u"+‘ ) + || w = ||~"+‘||2.
We combine (3.95), (3.99), (3.100), and (3.102) to obtain
SO — o+ 120 uz||2—||2uz TP - 2w+ w )

||lanrl - L2 (IIVP"+1II — IV P I?) + 2v8e | Va2

=—25:0" (" - Vyu*, i) — 2800 0" Z((qs;‘ — Vs, wt.
i=1
19

(3.95)

(3.96)

(3.97)
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By setting w;, = 28tau/t!

in (3.35) and taking the summation for the obtained equations for i = 1, 2, 3, we
derive

—n+1 2

Y Z(3<f>”+1 48 4+ @it ity 4+ 280AM Z by

i=1

i

S (3.104)
=2800.0"1 Y (@ — ). Vi .

i=1

By setting O, = —)»(345”“ — 45, + ¢l Y in (3.36) and taking the summation for the obtained equations for
i=1,2,3, we get

—AZ(u,“ 3¢5 —4ep, + ¢l D) + GAZE(VW’H V@, —4¢l + i)

i=1

U"+1 Z(H*, L4t 4 @) (3.105)

— A= ZE n+l _¢l ’3¢n+l _4¢1h +¢n l)

where the term A 2"+ S (B*, 3 —4gp ¢ ") vanishes by using Y (3¢ —4¢l +or ) =3—441 =0
that is due to (3.47).
Multiplying (3.37) with )»% U"*! and using (3.90), we obtain

12
)\.—(|Un+1|2 _ |Un|2 + |2Un+1 _ Un|2 _ |2Un _ U”71|2 + |UVl+l _ 2U}’l + Unfllz)
€
(3.106)
Un+1 Z(H*’ l’l+1 _ 4¢lnh +¢;’lh—]).

Multiplying (3.38) with 286¢Q"*! and using (3.90), we obtain
1
(127 =10+ = @' = 120" — "' +1Q"! —20" + Q”‘llz)
3
=—2281Q" Y (W (g — @), Vuir + 2261 0" Z«cp — ¢Vpp gt G107)

i=1 i=1
+ 28th+l((u* . V)u*, ﬁZ-ﬁ-l).

Hence, by combining (3.103)—(3.107) and using (3.91), we get
_ 281 .
<||u"“|| — P + 12u) ™ —wp ) — 2] — w7 ) + (||Vp 2= IV

+ A%e il(z Vel IZ = VI + IV — didll> — V2l — ¢gh—1)||2))
+ AIG—Z(IU"“I2 — U + Ut — Ut = U — U"-1|2) (3.108)
+ l(|Q"+‘|2 — 10"+ R - 0" — 20" - 0"7'F)

+ A= Z( (Wt = Gl = 193 — 93 17)) + 70 = 1
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where

X ||u"+‘—2u,,+uz P+ S ||u"+‘—ﬁz+‘||2
+ A— Z SV =290 + ¢ I

1
)\._|Un+l _ 2Un + Un71|2 + E|Ql’l+1 _ 2Qn + anll2

(3.109)

+ x— Z il — 200, + 60 I,

—n+1

= 28tv| Vit — 208t M Y 5
] I Zl 2,
From (3.47) and (2.19), we derive
3
Zznvws"“ =20 + ¢l DIP = 2 IV =200 + ¢ DI =

=l (3.110)

w

ZEII¢”+1—2¢?h+¢{’h‘1||2 Z L [ )

which means
x1 = 0. (3.111)

From (3.49) and (2.19), we derive
3 g1 |2

~n+1,2 ih
x2 < —28tv|| Vit — zxstMgz -

i=1 i

<0. (3.112)

Finally, by dropping x; in (3.108) and using (3.112), it is easy to see that (3.108) becomes

_ 26t
<|| w2 4 20 =g = 2u) —up ) + (||Vp"+‘|| — VPP
3

3
+ g DTV I~ IV 1P+ ||V<2¢"+1 — BIP = 1V, — i HIP)

i=1
12
+ A= (1P = U P 4 U — 0 = 2ot - 0
€
1 n 2 n n n 2 n n— 2
—(|Q P =10+ 120" — 0" — 20" - ")
+ A= Z( (195" = 61 = I —¢>{;;1||2))

—n+1
1h

(3.113)

< 28t vt — ustMEZ <0,

i=1

l

which implies (3.92). U

Remark 3.8. Note that (E"Jrl — E}) is the second-order approximation of the term 7 E (u, @) at t = ¢"*1. Since
for any smooth variable 1// with time, we always have the following heuristic approx1mat10ns as

I 2 4 2y =y 12 Iy 2y =y
26t 26t

2112 — [l )I?
25t

12

+00H) = %uw(t"“)nz + 0(@1%). (3.114)
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and

[ AR A Rl Al A

=~ 0(512). 3.115
51 (6t7) ( )

4. Numerical simulation

In this section, we perform various numerical simulations to testify the accuracy, stability, and effectiveness of
the proposed algorithm (3.34)—(3.40) which is denoted as DSAV for convenience. We use Taylor—Hood element [78]
for V), and Oy, that satisfies inf—sup condition and set the finite element spaces (3.26) with [} = 1,1, = 2,13 = 1.
And the obtained linear systems are solved by using the conjugate gradient method. The low computational cost
in these simulations also well demonstrates the efficiency of the proposed method. For example, the computation
time cost of each time step of 2D example 4.2 is about 0.1 s, while the computation time of each time step of 3D
example 4.3 is about 2.5 s.

4.1. Accuracy and stability tests

In this subsection, we test the convergence and stability of the developed scheme (3.34)—(3.40). We set the
computed domain as (x, y) € 2 = [0, 1] x [0, 0.5]. The initial conditions are set as follows

=V —x)?+ (= y)?

¢?(x,y)=tanh( ),i:1,2,¢2:1—¢§>—¢3,

€ 4.1)
u’ =@’ ") =(0,0), p’ =0,
where € = 0.04, r = 0.2, x; = 0.72, x, = 0.28, and y; = y, = 0.25. The model parameters are set as
M=1,v=1,A=1,B=10,S =4,1 =0.01, (612, 013, 023) = (1, 1, 1). 4.2)

We first verify the spatial convergence order by plotting the error in various norms which are computed using
various grid size . We choose §¢ to be small enough (5§ = le—5) so that the errors are only dominated by the
spatial discretization error. Since the exact solution is not known, we assume that the numerical solution calculated
with a very tiny grid size h = 5% is used as the approximate exact solution and refine the grid size & to test the
spatial accuracy. The numerical errors between the numerical solution of the exact solution at t = 1 are plotted in
Fig. 4.1(a). We can see that the second-order convergence rate is followed by the H'-error for the velocity, L?-error
of the pressure p, and L’-error of the three phase-field variables. The third-order convergence rate is observed for
L? error of the velocity. These results are in full agreement with the theoretical expectation of accuracy for P2/P1
element of (u, p) and P1 element of ¢;.

In Fig. 4.1(b), we continue to verify the temporal convergence order by fixing the grid size h = 5% In this
way, the spatial grid size is small enough and the spatial discretization errors are negligible compared to the time
discretization error. The L2-errors between the numerical solution of the exact solution (computed solution using a
very tiny step size 8t = le—7) at t = 1 are plotted, where various time step sizes are used. It can be observed that
the scheme DSAV gives the second-order time accuracy of the velocity field and the average of ¢;, and the first-order
time accuracy of p (note that the pressure is only first-order accurate for the particular projection type scheme used
in this article due to the boundary layer phenomenon, see the theoretical/numerical evidence in [9,79,90,91]).

Using the same example, we further verify whether the DSAV scheme maintains energy stability. In Fig. 4.2, we
plot the evolution curves of the total free energy (3.93) calculated by the scheme DSAV, where we use h = ﬁ, vary
the time step size &¢, and use two different sets of surface tension parameters (o2, 013, 023) = (1, 1, 1) and (1, 3, 1).
We find that all obtained energy curves show monotonic attenuation, which confirms the unconditional stability of
DSAV. When the time step is relatively large, the energy curve with a large time step has an observable deviation
from the energy curve with a small time step. This is because larger time steps lead to larger errors. When the time
step is small, the obtained energy curves are very close, which indicates that these energy curves are getting closer
to the exact solution.

To show the effectiveness of the extra stabilization term S, in Fig. 4.2(b), we append a small inset subfigure
to plot the energy evolution curves calculated by the scheme DSAV but setting the stabilization parameter to be
S = 0. We find that the energy decays only for small time steps, i.e., 8¢ < 0.01/2*. This phenomenon illustrates the
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(a) Spatial error. (b) Temporal error.

Fig. 4.1. Convergence order of all unknown variables that are computed by using the various grid sizes and time steps.
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(a) (0'12,0'13,023) = (1, 1, 1) (b) (0'1270'13,0'23) = (173, 1)

Fig. 4.2. The time evolution of the total free energy (3.93) computed by using the scheme DSAV with different time steps, where (a)
(012, 013,023) = (1,1, 1) and (b) (012,013, 023) = (1,3,1) (In (b), we append a small inset figure to show the energy evolution computed
with the stabilizer S = 0).

effectiveness of the stabilization term S in improving energy stability. This kind of phenomenon (with and without
stabilizer) had been also reported in [5,7,77,81-89] for the IEQ, SAV, convex-splitting methods, etc.

In Fig. 4.3, we plot the time evolution curves of the original energy (2.3) and the modified energy (3.93) for
(012, 013, 023) = (1,1, 1) and (1, 3, 1) computed by using the time step size 5t = 0.01/23. These two energy curves
have always coincided. We impose the profiles of %q&l + ¢, at the initial moment and the steady state in each
subfigure. It can be seen that the two bubbles squeeze together for the partial spreading case, while one bubble is
absorbed into the other for the total spreading case.

4.2. Liquid lens between two stratified fluids

In this example, we study how the contact angles formed between a liquid lens and the fluid layer of two stratified
fluids are affected by different surface tension parameters in 2D. The initial conditions of the three phase-field
variables are set respectively as a circular lens and two stratified fluids, where the circular lens is located in the
middle of the two stratified fluids, see also in [1,2,6,7,92].
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(a) (012,013,023) = (1,1,1). (b) (012,013,023) = (1,3,1).

Fig. 4.3. The time evolution of the total free energy (2.3) in the original form and (3.93) in the discrete form computed by using the time
step 8t = 0.01/23 where (a) (012, 013, 023) = (1, 1, 1) and (b) (012, 013, 023) = (1, 3, 1). In each subfigure, we append the profile of %q&l + ¢
at the initial moment and the steady state.

We set the computed domain as (x, y) € {2 = [0, 0.7] x [0, 0.5] and the initial conditions read as follows (the
profile of $¢) + @3 is shown in Fig. 4.4(a) where the region of {¢ = 1} and the contact angles of 6; are specified),

u’(x, ) =0, p°x, ) =0,
1 1 4
¢, y) = (1= ¢3) (5 + 5 tanh(Z(y — 025))) L P, y) =1 ¢ — 45,
0.09 — /(x —0.35)2 + (y — 0.25)2) N 1
€/2 2
We assume that the x-direction is periodic, and the y-direction is assumed to satisfy the boundary conditions
specified in (2.13). We set the model parameters to

(4.3)

0 1
9(x. y) = 5 tanh(

M=10,v=1,4A=7,2=0.01,B=10,¢ =0.005,S =4,5t = le—4,h = 5% 4.4)
We use six different surface tension parameter sets, among which (o, 013,023) = (1,1, 1), (1,0.6,0.6),
(1,0.8,14), (1,3, 1), (3,1, 1), and (1, 1, 3), where the first three parameter sets are for the partial spreading cases,
and the last three parameter sets are for the total spreading cases. In Fig. 4.4(b)—(g), for each case, we plot the
steady-state solution for the profile of %4)1 + ¢,, where we can see the contact lens present various shapes with
various contact angles 6, 6, 65 (the contact angles are sketched in Fig. 4.4(b)—(d)).
In the limit € — 0, the relationship between the contact angles of the equilibrium state and three surface tension
parameters can be predicted by using Young’s relationship (cf. [2,93,94]),

sin 6, sin 6, sin 63

(4.5)
023 013 o12

Theoretical prediction values of the contact angles according to the given surface tension parameters are shown
in Table 4.1. We can see that the computed steady-state solutions verify the theoretical prediction of the contact
angles. In addition, all these calculations are consistent with the numerical results given in [1,2,5-7], qualitatively.

To verify the consistency between the conserved three-phase Allen—Cahn model and the original three-phase
Cahn-Hilliard model developed in [1,2]. In Fig. 4.5, for the three partial spreading cases, we plot the interface
contours of {¢; = 1/2} of the steady-state solutions computed by using these two models, where the original three-
phase Cahn—Hilliard model is computed by using the provided nonlinear scheme given in [1,2] with ¢t = le—6.
The interface contours show that there are almost no viewable differences between these two models on the contact
angles, which illustrates the effectiveness of the new model.
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(b) (012,013,023)=(1,1,1).
(012,013,023)=(1,0.6,0.6). (012,013,023)=(1,0.8,1.4).

(e) (o12,013,023)=(1,1,3). (012,013,023)=(1,3,1).  (g) (012,013,023)=(3,1,1).

Fig. 4.4. The initial profile and the steady-state solutions for six surface tension parameters. In each subfigure, we plot the profile of %¢1 +¢2.
(Note: the dashed lines are the approximate tangent lines of the junction point of the numerical solution for each phase-field variable.)

——Conserved Allen-Cahn ——Conserved Allen-Cahn ——Conserved Allen-Cahn
- Cahn-Hilliard Model ----Cahn-Hilliard Model ----Cahn-Hilliard Model
_"\\O{;’_
_/
(a) (012,013,023)=(1,1,1). (b) (c)

(012, 013, 0'23):(1, 06, 06) (0'12,013, 0'23):(1,0.8, 14)

Fig. 4.5. Comparison of steady-state solutions of three partial spreading cases calculated using the conserved Allen—-Cahn model (2.8)—(2.11)
and the ternary Cahn—Hilliard model that is computed by the nonlinear scheme given in [1,2] with 8t = le—6.

4.3. The dynamics of a rising liquid droplet in 3D

In this example, we simulate the rising and deforming dynamics of a small and light 3D liquid droplet under
the action of gravity. For simplicity, the density difference between the rising droplet and the other two fluids is
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Table 4.1

Surface tension parameters (o012, 013, 023) and the theoretical prediction of contact angles 0y, 65, 03 derived from Young’s relationship (4.5).
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(012, 013, 023) (1,1,1) (1,0.6,0.6) (1,0.8,1.4)
(partial spreading) 0 =6, =63 0 =6, > 63 0 <603 <6
(012, 013, 023) (1,1,3) (1,3,1) 3.LD

(total spreading) 0=0,0b=603=m

0 =03=m,0,=0

0 =0,=m,603=0

1

RS

=

R

(a) (012,013,023) = (1,1,1) with go = 10 where snapshots are taken at ¢t = 0, 4.2, 10.2, 11, 13.4 and 30.

.

RN

.

RN

(b) (o12,013,023) = (1,0.8,1.4) with go = 10 where snapshots are taken at ¢t = 0, 4.2, 7.8, 8.6, 9.8 and
30.

Fig. 4.6. The dynamics of a 3D rising liquid droplet with two surface tension parameter sets (o2, 013, 023) = (1,1, 1) and (1, 0.8, 1.4) with
the gravity parameter go = 10. In each subfigure, snapshots of the isosurfaces {¢3 = 1/2} (cyan) and {¢; = 1/2} (yellow) are plotted.

considered to be relatively small, so we can use the Boussinesq approximation to approximate the gravity force
(see also in [26,49,95]). Thus the momentum equation is replaced as follows:

3
u +u-Vu-— vAu+Vp+)»Z¢iV/Li = 8093,

i=1

(4.6)

where gy = (0, 0, go) and go is the pre-assumed gravity constant.

We set the computational domain as {2 = [0, 1] x [0, 1] x [0, 2], and assume the periodic boundary conditions
along the x, y-axes. The boundary conditions along the z-direction are specified in (2.13). The initial condition for
these three fluid components are outlined in the first subfigure in Fig. 4.6(a) with the following formulations:

22

PI(x.y.2) =1—¢) — Y,

0.26 — /(x —0.5)2 + (y — 0.5)> 4 (z — 0.3)2
€/2

P(x, y,2) = (1 - ¢3) (1 + ltanh(se;s(z - 1))> )

4.7)

1 1
0

,2) = > tanh -
$3(x. y, 2) = 7 tanh( )+ 3

u’(x, y,2) = (0,0,0), p°(x, y,2) = 0.
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b
3

(a) (012,013,023) = (1,1,1) (b) (012,013,023) = (1,0.8,1.4)

Fig. 4.7. Comparisons of the contact angles of steady-state solutions computed using two surface tension parameters. In each subfigure, the
left one is the half domain where isosurfaces of {¢3 = 1/2} (cyan) and {¢; = 1/2} (yellow) are plotted, and the right one is the 2D cut
plane of x = 1/2 where the interface contours of {¢; = 1/2} are plotted. (Note: the dashed lines are the approximate tangent lines of the
junction point of the numerical solution for each phase-field variable.)

AR
Re

Fig. 4.8. The dynamics of a 3D rising liquid droplet with (oj2, 013,023) = (1,1, 1) and gravity parameter go = 20. Snapshots of the
isosurfaces {¢3 = 1/2} (cyan) and {¢; = 1/2} (yellow) are taken at t =0, 5, 9, 16, 17, and 18. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.)

5

We set the model parameters as

1
M:l,v:l,/l=7,B=10,6:0.0ZS,S=4,A=0.01,8t=le—S,hzﬁ. (4.8)

In Fig. 4.6, we adopt the two sets of surface tension parameters of (o2, 013, 023) = (1,1, 1) and (1, 0.8, 1.4)
with the same gravity parameter of gy = 10. We use different colors to plot the isosurfaces of {¢; = 1/2} (yellow)
and {¢3 = 1/2} (cyan). We find that the droplet is eventually captured by the horizontal interface and floats steadily
there. To be able to observe the formed contact angles, in Fig. 4.7, we plot the half computed domain, and a 2D
cut-off plane of x = 1/2, where the contours of {¢; = 1/2,i = 1, 2, 3} are plotted. It can be seen that the two sets
of surface tension parameters present totally different contact angles, and satisfy the predicted values from Young’s
relation given in Table 4.1. In Fig. 4.8, we use (012, 013, 023) = (1, 1, 1) but increase the gravity constant to go = 20.
We observe that the droplet rises faster and eventually penetrates the horizontal fluid layer to reach the upper part
of the computed domain. These 3D results (float/penetrate for low/high gravity) are qualitatively consistent with
the 2D simulations using the Cahn—Hilliard three-phase model given in [1].

5. Concluding remarks

The goal of this article includes two folds. We first reformulate the flow-coupled three-component phase-field
model using the conserved Allen—Cahn dynamics. Then we develop a novel fully-discrete, second-order time
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accurate numerical algorithm with full decoupling structure to solve this highly coupled and nonlinear model. The
main idea to design the algorithm is to utilize some special characteristics satisfied by those coupling terms (zero
contribution to the dissipation law of energy), and construct several special ODEs, so that the original system is
formulated in a form that is conducive for time discretization. By combining with other effective methods for
the fluid equations and nonlinear potentials, we arrive at a highly effective scheme that is very easy-to-implement
(linear, fully-decoupled), accurate (second-order accuracy in time), and stable (unconditionally energy stability).
The implementation is discussed in detail. The rigorous proof of the solvability and unconditional energy stability
are presented as well. Through ample numerical simulations, the effectiveness of the model and scheme are
demonstrated numerically.
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