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ABSTRACT. In this paper, we introduce a simple local flux recovery for Qp
finite element of a scalar coefficient diffusion equation on quadtree meshes,
with no restriction on the irregularities of hanging nodes. The construction
requires no specific ad hoc tweaking for hanging nodes on l-irregular (I > 2)
meshes thanks to the adoption of virtual element families. The rectangular
elements with hanging nodes are treated as polygons as in the flux recovery
context. An efficient a posteriori error estimator is then constructed based
on the recovered flux, and its reliability is proved under common assumptions,
both of which are further verified in numerics.

1. Introduction. In this paper, we consider the following diffusion equation on
0 c R?,
-V - (aVu)=f, inQ, .
u=0, onJf. (1)

To approximate (1), taking advantage of the adaptive mesh refinement (AMR)
to save valuable computational resources, the adaptive finite element method on
quadtree mesh is among the most popular ones in the engineering and scientific
computing community [20]. Compared with simplicial meshes, quadtree meshes pro-
vide preferable performance in the aspects of the accuracy and robustness. There
are lots of mature software packages (e.g., [1, 2]) on quadtree meshes. To guide
the AMR, one possible way is through the a posteriori error estimation to con-
struct computable quantities to indicate the location that the mesh needs to be
refined /coarsened, thus to balance the spacial distribution of the error which im-
proves the accuracy per computing power. Residual-based and recovery-based er-
ror estimators are among the most popular ones used. In terms of accuracy, the
recovery-based error estimator shows more appealing attributes [28, 3].

More recently, newer developments on flux recovery have been studied by many
researchers on constructing a post-processed flux in a structure-preserving approx-
imation space. Using (1) as an example, given that the data f € L?(f2), the flux
—aVu is in H(div) := {v € L*(Q) : V-v € L?(Q)}, which has less continuity
constraint than the ones in [28, 3] which are vertex-patch based with the recovered
flux being H'(£2)-conforming. The H (div)-flux recovery shows more robustness
than vertex-patch based ones (e.g., [11, 10]).
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However, these H (div)-flux recovery techniques work mainly on conforming
meshes. For nonconforming discretizations on nonmatching grids, some simple
treatment of hanging nodes exists by recovering the flux on a conforming mother
mesh [22]. To our best knowledge, there is no literature about the local H (div)-flux
recovery on a multilevel irregular quadtree meshes. One major difficulty is that it
is impossible to recover a robust computable polynomial flux to satisfy the H (div)-
continuity constraint, that is, the flux is continuous in the normal direction on edges
with hanging nodes.

More recently, a new class of methods called the virtual element methods (VEM)
were introduced in [4, 8], which can be viewed as a polytopal generalization of the
tensorial /simplicial finite element. Since then, lots of applications of VEM have
been studied by many researchers. A usual VEM workflow splits the consistency
(approximation) and the stability of the method as well as the finite dimensional
approximation space into two parts. It allows flexible constructions of spaces to
preserve the structure of the continuous problems such as higher order continuities,
exact divergence-free spaces, and many others. The VEM functions are represented
by merely the degrees of freedom (DoF) functionals, not the pointwise values. In
computation, if an optimal order discontinuous approximation can be computed
elementwisely, then adding an appropriate parameter-free stabilization suffices to
guarantee the convergence under common assumptions on the geometry of the mesh.

The adoption of the polytopal element brings many distinctive advantages, for
example, treating rectangular element with hanging nodes as polygons allows a sim-
ple construction of H (div)-conforming finite dimensional approximation space on
meshes with multilevel irregularities. We shall follow this approach to perform the
flux recovery for a conforming Qy, discretization of problem (1). Recently, arbitrary
level of irregular quadtree meshes have been studied in [21, 26, 15]. Analyses of
the residual-based error estimator on l-irregular (balanced) quadtree mesh can be
found, e.g., in [14]. In the virtual element context, Zienkiewicz-Zhu (ZZ)-type re-
covery techniques are studied for linear elasticity in [18], and for diffusion problems
in [24]. In [18, 24], the recovered flux is in H' and associated with nodal DoFs, thus
cannot yield a robust estimate when the diffusion coefficient has a sharp contrast
[11, 10]. The first equilibrated flux recovery in H (div) for virtual element methods
is studied in [19]. While [19] recovers a flux by solving a mixed problem globally,
we opt for a cheap and simple weighted averaging locally.

The major ingredient in our study is an H(div)-conforming virtual element
space modified from the ones used in [8, 5] (Section 2.2). Afterwards, an H (div)-
conforming flux is recovered by a robust weighted averaging of the numerical flux, in
which some unique properties of the tensor-product type element Qj are exploited
(Section 3). The a posteriori error estimator is constructed based on the projected
flux elementwisely. The efficiency of the local error indicator is then proved by
bounding it above by the residual-based error indicator (Section 4.1). The reliabil-
ity of the recovery-based error estimator is then shown under certain assumptions
(Section 4.2). These estimates are verified numerically by some common AMR
benchmark problems implemented in a publicly available finite element software
library sFEM [16] (Section 5).

2. Preliminaries.

2.1. Discretization and notations. If ) is not a rectangle, u is extended by 0
to an € that is rectangular, therefore without loss of generality, we assume 2 is
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partitioned into a shape-regular 7 = {K} with rectangular elements, and « := a
is assumed to be a piecewise, positive constant with respect to 7. The weak form of
problem (1) is then discretized in a tensor-product finite element space as follows,

(aVur, Vor) = (f,or), Yor € Qu(T) N Hy(9), (2)
in which the standard notation is opted. (-,-)p denotes the inner product on L?(D),
and ||| := +/(*, ") p, with the subscript omitted when D = €. The discretization
space is

Qu(T) :={ve H(Q) :v|g € Qu(K), VK € T}.
and on K = [a,b] X [e,d]

Qi(K) = Pri(K) = {p(=)a(y), p € Pr([a,b]),q € Pi([e,d])},

where P (D) stands for the degree no more than k polynomial defined on D. Hence-
forth, we shall simply denote Qg (7T) =: Qk when no ambiguity arises.

On K, the sets of 4 vertices, as well as 4 edges of the same generation with K,
are denoted by Nx and &g, respectively. The sets of nodes and edges in T are
denoted by N := e Nk and € := U7 Ex. A node z € N is called a hanging
node if it is on K but is not counted as a vertex of K € T, and we denote the set
of hanging nodes as Ny

NH :Z{ZEN:HKET,ZE@K\NK} (3)

Otherwise the node z € N is a regular node. If an edge e € £ contains at most [
hanging nodes, the partition 7, as well as the element these hanging nodes lie on,
is called I-irregular.

For each edge e € £, a unit normal vector n. is fixed by specifying its direction
pointing rightward for vertical edges, and upward for horizontal edges. If an exterior
normal of an element on this edge shares the same orientation with n., then this
element is denoted by K_, otherwise it is denoted by K, i.e., n. is pointing from
K_ to K;. The intersection of the closures of K, K_ is always an edge e € £.
However, we note that by the definition in (3) it is possible that e € g, but
not in £x_ or vice versa, if there exists a hanging node on e (see e.g., Figure
1). For any function or distribution v well-defined on the two elements, define
[v], =v~ —v* on an edge e ¢ 9Q, in which v~ and v* are defined in the limiting
sense v = lim,_, g+ v(x + en,) for = € e. If e is a boundary edge, the function v is
extended by zero outside the domain to compute [v] . Furthermore, the following
notation denotes a weighted average of v on edge e for a weight v € [0, 1],

{0} = v~ + (1 =)o

2.2. Virtual element spaces. In this subsection, the quadtree mesh 7 of interest
is embedded into a polygonal mesh 7 < Tpo1y = {Kpoly }- On any given quadrilat-
eral element K, for example we consider a vy € Qq(K), it has 4 degrees of freedom
associated with 4 nodes {z}. Its numerical flux —aVvr - n is well-defined on the
4 edges {e} locally on K, such that on each edge it is a polynomial defined on the
whole edge, regardless of the number of hanging nodes on that edge. Using Figure
1 as an example, on the upper right element K, Vur|g -nl,;;, € Py (2226) is a linear
function in y-variable.

For the embedded element Koy € Tpoly, Which geometrically coincides with K,
it includes all the hanging nodes, while the set of edges are formed accordingly as
the edges of the cyclic graph of the vertices. We shall denote the set of all edges
on Tpoly as Epoly. Using Figure 1 as example, it is possible to define a flux on K
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FIGURE 1. For the upper right element K € 7T, Ng =
{23, 24,25, 26 }. For K € Tpory, Nx = {z: 11,

with piecewise linear normal component on zazg which now consists of three edges
on 8Kp01y.

Subsequently, Koy € Tpory shall be denoted by simply K € Ty, in the context
of flux recovery, and the notion e C 0K denotes an edge on the boundary of K,
which takes into account of the edges formed with one end point or both end points
as the hanging nodes.

On Tpoly, we consider the following Brezzi-Douglas-Marini-type virtual element
modification inspired by the ones used in [8, 5]. The local space on a K € T,y is
defined as for £ > 1

Vi(K) = {‘r € H(div; K) N H(rot; K) :
VeorePr 1 (K), Vx7=0, (4)
T e € Pre), Ve C aK}.
An H (div)-conforming global space for recovering the flux is then
Vi = {TGH(div) cT|k € Vi(K), onK€7;01y}. (5)

Next we turn to define the degrees of freedom (DoFs) of this space. To this end,
we define the set of scaled monomials Px(e) on an edge e. e is parametrized by
[0,he] 2 s+ a+ st., where a is the starting point of e, and %, is the unit tangential
vector of e. The basis set for Py (e) is chosen as:

2 k
s—me [s—m. 5—Mme
Py (e) = span{l, o ( B ) ,---,( he ) }a (6)

where m, = h./2 representing the midpoint when using this parametrization. Sim-
ilar to the edge case, P, (K)'s basis set is chosen as follows (see e.g., [4]):

() = span {ma(e) i (22) 7 fal <k} )



VEM FLUX RECOVERY ON QUADTREE 3633

The degrees of freedom (DoFs) are then set as follows for a T € Vy:

()k>1 /(T ‘ne)mds, Ym € Py(e), on e C Epoly-

(8)
(i) k>2 /T~dem, Vm e Pr_1(K)/R on K € Tpoly.
K

Remark 1. We note that in our construction, the degrees of freedom to determine
the curl of a VEM function originally in [8] are replaced by a curl-free constraint
thanks to the flexibility to virtual element. The reason why we opt for this subspace
is that the true flux —aVu is locally curl-free since we have assumed that « is a
piecewise constant. The unisolvency of the set of DoFs (8) including the curl-part
can be found in [8]. While for the modified space (4), a simplified argument is in
the proof of Lemma 7.3.

3. Flux recovery. As the data f € L?(f2), the true flux & = —aVu € H(div).
Consequently, we shall seek a postprocessed flux o7 in Vi, C H(div) by specifying
the DoF's in (8). Throughout this section, whenever considering an element K € T,
we treat it a polygon as K € Tpoly.

3.1. Virtual element-based flux recovery. Consider —ayxVus which is the
numerical flux on K. We note that —axVur|x € Pr_1 x(K) X Pgr—1(K). The
normal flux on each edge e € &1y is in Py(e) as n. = (£1,0) and = const on
vertical edges, n. = (0,£1) and y = const on horizontal edges. Therefore, the
edge-based DoF's can be computed by a simple averaging thanks to the matching
polynomial degrees of the numerical flux to the functions in V.

On each e = 0K NOK_, define

{—aVur}’ n, = (73 (—ax_Vur|g_ )+ (1 —7) (—ok, Vur|k,) ) ‘ne, (9)

where
o (10)
Ye i= ————— . 10
Koyl
First for both £ = 1 and k > 2 cases, we set the normal component of the recovered
flux is set as
or -n.={-aVur}l® ne. (11)
In the lowest order case k = 1, V-7 is a constant on K by (4), thus the construction
(11) alone, which consists the edge DoFs (e) in (8), can determine the divergence
V -o7 in K as follows

‘K|V~O’T=/ V~O’wa=/ O'T-na](dsz Z O'T~naK‘edS. (12)
K oK ecoK e

If k > 2, after the normal component (11) is set, furthermore on each K, denote
;1 stands for the L2-projection to Py_1(K), and we let

Veor=y_1f+ck. (13)

The reason to add cg is that we have set the normal components of the recovered
flux first without relying on the divergence information. While in general V - o1 #
II;—1f as otherwise the divergence theorem will be rendered invalid in (12). As
a result, an element-wise constant cx is added to ensure the compatibility of o+
locally on each K. It is straightforward to verify that cx has the following form,
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and later we shall show that cx does not affect the efficiency as well as the reliability
of the error estimates.

CK = [];v|< / Iy_1 fdxe + Z /{ OZV’LLT}’Y n3K| dS), (14)

eCOK
Consequently for k > 2, the set (i) of DoF's can be set as: Vg € Pj_1(K)
(07,Va) o = = Misf +ex, )i + Y ({—aVur}l noxle.q),.  (15)
eCOK

3.2. Locally projected flux. To the end of constructing a computable local error
indicator, inspired by the VEM formulation [8], the recovered flux is projected to
a space with a much simpler structure. A local oblique projection I : L?(K) —
VPi(K), T+ IIT is defined as follows:

(II7,Vp) . = (7, VD) .»  Vp € Pr(K)/R. (16)

Next we are gonna show that this projection operator can be straightforward com-
puted for vector fields in Vi (K).

3.2.1. k=1. When k =1, we can compute the right hand side of (16) as follows:

By definition of the space (4) when k = 1, V - 7 is a constant on K and can be
determined by edge DoF's (¢) in (8) similar to (12). Moreover, pl. € P;(e), thus the
boundary term can be evaluated using DoFs (e) in (8).

3.2.2. k> 2. When k > 2, the right hand side of (16) can be evaluated following a
similar procedure as (17), if we exploit the fact that V- 7 € Py_1(K), we have

(7.Vp) ¢ = =(V 7. 1k1p) o + (T 1p) 5
= (Tu VHk*lp)K + (T "n,p — kalp)aKu
which can be evaluated using both DoF sets (¢) and (i).

(18)

4. A posteriori error estimation. Given the recovered flux o7 in Section 3,
the recovery-based local error indicator ngux,x and the element residual 7.es,x as
follows:

N,k = ||o (o7 + aVur)|| .. (19)
and Nres, k1= ||ofl/2(f -V UT)HK,
then
Nux, K when k=1,
= 1/2 20
K (nﬁux,x + nfes,x) when k > 2. (20)
A computable Ngux, x is defined as:
ﬁﬂux,K = HO‘;{I/QH(GT + aKVUT) HK’ (21)
with the oblique projection II defined in (16). The stabilization part 7stap, & is
ﬁstab,K = ‘O‘;{l/Q (I _H)(UT + aKvuT) |S,K' (22)

Here |-|s,x = (SK(-, ~))1/ ? is seminorm induced by the following stabilization

Sk (v, w) Z h v e, W * ne —1—2 , Vmay) g (w, Vimgs) i, (23)

eCOK a€A
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where A is the index set for the monomial basis of Pj_;(K)/R with cardinality
k(k+1)/2 -1, i.e., the second term in (23) is dropped in the k = 1 case. We note
that this is a slightly modified version of the standard stabilization for an H (div)-
function in [8] as we have replaced the edge DoFs by an integral. In Section 7.1 it is
shown that the integral-based stabilization still yields the crucial norm equivalence
result.

The computable error estimator 77 is then

o ZKET (ﬁgiux,K + ﬁgtawa) = ZKGT 7/7\%( when k£ = 17
= (21)

ZKGT (Iﬁﬁux’K + ﬁgtab,K + nr2cs,K> = ZKGT 7/7\%( when k£ > 2.

4.1. Efficiency. In this section, we shall prove the proposed recovery-based esti-
mator 7ji is efficient by bounding it above by the residual-based error estimator.
In the process of adaptive mesh refinement, only the computable 7k is used as the
local error indicator to guide a marking strategy of choice.

Theorem 4.1. Let ur be the solution to problem (2), and fuux,x be the error
indicator in (24). On K € Tpoly, TMaux,k can be locally bounded by the residual-
based ones:

ﬁiglux,K g OSC(f; K)z + nglem,K + ngdge,Kv (25)

where

osc(f; K) = a;}l/thHf — 1 f| s
Nelem, K ‘= O‘I_{l/QhKHf +V. (avuT)HKa

1/2
he
and Nedge, kK = < Z 7”[[04Vu7 . ne]]Hi) .

(0% (6]
eCOK K T Ok,

In the edge jump term, K. is the element on the opposite side of K with respect to
an edge e C OK. The constant depends on k and the number of edges on K.

Proof. Let a;(IH(a'T + axVur) =: Vpon K, then p € Pi(K)/R and we have

ﬁleux,K = (H(UT + OZKVUT), VP)K = (UT + OKKVUT, Vp)K
=—(V- (o7 +axVur),p), + Z (o7 + axVur) - nok|, pds. (26)
eCOK V€

By (11), without loss of generality we assume K = K_ (the local orientation of e

agrees with the global one, i.e., naK|6 =n.), and K. = K which is the element
opposite to K with respect to e, and 7, := a}(/f/(a}(/f + Oé}(/2), we have on edge

e C OK

(o7 + agVur) -n. = ((1 —Ye)ax Vur|rg — (1 - ’)’e)aKEVUﬂKe) e

1/2 (27)

A

= -5 —7[aVur - n.],.
172 172

277¢ K.
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The boundary term in (26) can be then rewritten as

/ (O’T + aKVuT) -n.pds

1 1/2
= /ﬁ[[aVu7—~ne]]eaK/ pds (28)
gl JrozKe

1 1/2 1/2,-1/2
the HHQVUT ne]]|| ag he ||P||
By a trace inequality on an edge of a polygon (Lemma 7.1), and the Poincaré
inequality for p € Pr(K)/R, we have,
he P lplle S b lpll + 11VPllx S 11VDl K-
As a result,

Z / oT + aKVUT) nepds S Nedge, KaK ||va = Tedge, K"?ﬂux K-
eCOK

For the bulk term on K’s in (26), when k = 1, by (12), the representation in (28),
and the Poincaré inequality for p € Pj,(K)/R again with hx ~ |K|'/?, we have

— (V- (o7 + axVur),p) . < |V (o7 + axVur)| K2 |Ip|lx

< K1/ /V'(UT+O‘KVUT)dw lIpll &
1
- |K|1/2 Z UT—"O‘KVUT) neds| |Ipll &
eCOK
1 1/2
< (Z ﬂHHO‘V“T ne]ll, axh ) IVp]
ecox O T ag,

S Tledge, K 77ﬁux,K~
When k& > 2, by (13),
— (V- (o7 +axVur),p) . = —(Mg-1f +cx + V- (axVur),p)
< (IF = Wecrfll + 15 + 9 - @Fur) e + lex K1) ol

—1/2

(29)

The first two terms can be handled by combining the weights « and hg from
Pl < ki |[VD|l k- For ck, it can be estimated straightforwardly as follows

|K|11/2( / (Mo f — f)da — / (f+V - (aVur))de

+ /K V- (aVur)dz + Y / {—aVur} - n(,ds)

eCOK
< Hf_Hk' 1fHK+Hf+V' aVur) HK

Z /aKVuT {aVur})®) - n.ds

eCOK

< I = i 1fHK {1/ + V- (@Vur)|
2

+ aVur - ne
eczé):K 1/2+a1/2 H[[ T ﬂ”

CK|K|1/2

|K‘1/2
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The two terms on K can be treated the same way with the first two terms in (29)
while the edge terms are handled similarly as in the kK = 1 case. As a result, we
have shown

_(v : (UT + OZKVUT)7P)K 5 (OSC(f; K) + Tlelem, K + "76dge,K> a}(/Q ||Vp||
and the theorem follows. O

Theorem 4.2. Under the same setting with Theorem 4.1, let stab i a5 the esti-
mator in (22), we have

ﬁgtab,K /S OSC(f; K)2 + nglem,K + ngdge,Ka (31)

The constant depends on k and the number of edges on 0K .
Proof. This theorem follows directly from the norm equivalence Lemma 7.3:
‘a}l/Q(I (o1 + aKVuT)‘S’K < ‘a}l/Q(aT + aKVuT)lva,

while evaluating the DoFs (e¢) and (i) using (11) and (15) reverts us back to the
proof of Theorem 4.1. O

Theorem 4.3. Under the same setting with Theorem 4.1, on any K € Tpoly with
wg defined as the collection of elements in T which share at least 1 vertex with K

ik S ose(fi K) + [[a 2V (u = )|, , (32)

with a constant independent of o, but dependent on k and the mazimum number of
edges in K € Tpoly-

Proof. This is a direct consequence of Theorem 4.1 and 4.2 and the fact that the
residual-based error indicator is efficient by a common bubble function argument.
O

4.2. Reliability. In this section, we shall prove that the computable error estima-
tor 7 is reliable under two common assumptions in the a posteriori error estimation
literature. For the convenience of the reader, we rephrase them here using a “lay-
man” description, for more detailed and technical definition please refer to the
literature cited.

Assumption 1 (7 is l-irregular [14]). Any given T is always refined from a mesh
with no hanging nodes by a quadsecting red-refinement. For any two meighboring
elements in T, the difference in their refinement levels is < I for a uniformly bounded
constant I, i.e., for any edge e € &, it has at most | hanging nodes.

By Assumption 1, we denote the father 1-irregular mesh of 7 as 7;. On Ty, a
subset of all nodes is denoted by N7, which includes the regular nodes Ny on 71, as
well as Ng as the set of end points of edges with a hanging node as the midpoint.
By [14, Theorem 2.1], there exists a set of bilinear nodal bases {¢. } associated with
z € N1, such that {¢,} form a partition of unity and can be used to construct a
Clément-type quasi-interpolation. Furthermore, the following assumption assures
that the Clément-type quasi-interpolant is robust with respect to the coefficient
distribution on a vertex patch, when taking nodal DoFs as a weighted average.

Assumption 2 (Quasi-monotonicity of « [6]). On T, let ¢, be the bilinear nodal
basis associated with z € Ny, with w, := supp ¢,. For every element K C w,, K €
T, there exists a simply connected element path leading to wy, (., which is a Lipschitz
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domain containing the elements where the piecewise constant coefficient o achieves
the mazimum (or minimum) on w,.

Denote

J. N v
Wz MW (2) .
— = ifz € Q, (33)

T,V =
# fwznwnL(z) z

0 if z € 0Q0.

We note that if « is a constant on w,, (1, (v — 7,v) ¢,)w. = 0. A quasi-interpolation
T :L?(Q) — Q1(T1) can be defined as

Tv:= Y  (mv)d.. (34)

z€N1

Lemma 4.4 (Estimates for 7, and Z). Under Assumption 1 and 2, the following
estimates hold for any v € H' (wy)

a2 hi o = Toll ¢ + agl* Vo]l S [V, (35)
and for z € N
3 b2 el - m)e.lk < [let/2l|? (36)
KCuw.
in which h, = maxgcy, hi, and here wi denotes the union of elements in Tq

sharing at least a node (hanging or regular) with K.

Proof. The estimate for 7, follows from [6, Lemma 2.8]. For Z, its error estimates
and stability only rely on the partition of unity property of the nodal basis set {¢. }
(see e.g., [27]), therefore the proof follows the same argument with the ones used
on triangulations in [6, Lemma 2.8]. O

Denotes the subset of nodes {z} C N} (i) on the boundary as Mpq and (ii) with
the coefficient o on patch w, as N7. For the lowest order case, we need the following
oscillation term for f

osc(f;T)* = Z h§||0471/2f}|iz

2ENTN(NoqUNT)
2

SR Y 4| e G ]

ZGNl\(NagQUNI)
with f, = fwz U¢z/fwz (oP

Theorem 4.5. Let ur be the solution to problem (2), and 7 be the computable
error estimator in (24), under Assumption 2 and 1, we have for k =1

1/2

o9 (u — ur)| S (72 + osc(/57)?) (5)

For k> 2,
a2V (u = ur)|| S 7, (39)

where the constant depends on I and k.
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Proof. Let e := u—ur € Hg(2), and Ze € Q1(T1) C Q1(T) be the quasi-interpolant
in (34) of €, then by the Galerkin orthogonality, aVu + o7 € H (div), the Cauchy-
Schwarz inequality, and the interpolation estimates (35), we have for k > 2,

Ha1/2V5H2 = (aV(u—ur), V(e — I¢))
=(aVu+ o7,V(e — Ie)) — (aVur + o1, V(e — Ig))
z(f —V-.o7,¢ —I&) — (aVuT +o7,V(e —IE))

1/2 1/2
< (z A aﬂ;) (z archi? ||e—ze||§<>

KeT KeT
1/2 1/2
(Z 04}1||04Vu7+0’r||§<> <Z K ||V(5—I5)||§<> :
KeT KeT
1/2 1/2
S (Z (nrQCS,K + 77?1ux,K)> (Z HO[I/QVEHWK> :
KeT KeT

Applying the norm equivalence of 7 to 77 by Lemma 7.3, as well as the fact that
the number of elements in wg is uniformly bounded by Assumption 1, yields the
desired estimate.

When k = 1, the residual term on K can be further split thanks to AQ; (K) =
{0}. First we notice that by the fact that {¢,} form a partition of unity,

(fie=Te) =Y > (fi(e—me)d:) (40)
zEN1 KCw;

in which a patch-wise constant f, (weighted average of f) can be further inserted
by the definition of 7, (33) if « is a constant on w,. Therefore, by the assumption
of ax being a piecewise constant, splitting (40), we have

(f—V-o-T,E—IE):(f,s—Ig)—(V-(UT+aKVu7—),5—I5)
—Z Z file—me)¢:) e — (V- (o7 +axVur),e — Ie)

2eEN KCuw.
1/2
< (Osc(f; T)2)1/2 < Z Z hz_2||041/2(<€ - WZE)¢Z||%<>
z€N1 KCw;
1/2 1/2
+ ( > ag'hi||V - (o7 + aKVuT)’E{) ( > axhil e - zs§(> .
KeT KeT

Applied an inverse inequality in Lemma 7.2 on HV (o1 + aKVuT)H 5 and the
projection estimate for 7, (36), the rest follows the same argument with the one
used in the k£ > 2 case. O

5. Numerical examples. The numerics is prepared using the bilinear element for
common AMR benchmark problems. The codes for this paper are publicly available
on https://github.com/lyc102/ifem implemented using {FEM [16]. The linear
algebraic system on an [-irregular quadtree is implemented following the conforming
prolongation approach [15] by PTAPu = PTf, where A is the locally assembled
stiffness matrix for all nodes in N, u and f are the solution vector associated with
Nz and load vector associated with N, respectively. P = (I, W)T : RIimNe _,
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RAIMN g 5 prolongation operator mapping conforming H'-bilinear finite element
function defined on regular nodes to all nodes, the weight matrix W is assembled
locally by a recursive kNN query in AV, while the polygonal mesh data structure
embedding is automatically built during constructing P. For details we refer the
readers to https://github.com/lyc102/ifem/tree/master/research/polyFEM.

The adaptive finite element (AFEM) iterative procedure is following the standard

SOLVE — ESTIMATE —> MARK — REFINE.

The linear system is solved by MATLAB mldivide. In MARK, the Dorfler L?>-marking
is used with the local error indicator 7k in that the minimum subset M C T is

chosen such that

S i =0> dk, for0e(0,1).

KeM KeT
Throughout all examples, we fix § = 0.3. 7T is refined by a red-refinement by quad-
secting the marked element afterwards. For comparison, we compute the standard
residual-based local indicator for K € Ty,

B 1
nlz%esidual,K = O‘th%(Hf + V : (O[VUT)Hi( + 5 Z
eCOK

he

m”ﬂavurneﬂﬂz,

Let NResidual = 2o kceT Thesidual - Lhe residual-based estimator nresidual is merely
computed for comparison purpose and not used in marking. The AFEM procedure
stops when the relative error reaches a threshold. The effectivity indices for different
estimators are compared

effectivity index := 77/||a1/2V5||, where € := 4 — U, 7 = NResidual OF 7,

i.e., the closer to 1 the effectivity index is, the more accurate this estimator is to
measure the error of interest. We use an order 5 Gaussian quadrature to compute
02V (u — ut)| elementwisely. The orders of convergence for various 7’s and
|02V (u — ur)|| are computed, for which r, and re, are defined as the slope for
the linear fitting of Inn, and In [|o'/?V (u — ur )| in the asymptotic regime,

Inn, ~—r,InN, +¢;, and In Ha1/2V(u —ur)|| ~ —Terr In Ny, + ¢,

where the subscript n stands for the number of iteration in the AFEM cycles,
Ny == #(Nr\Naq). 1, and ey are considered optimal when being close to 1/2.

Convergence

—e—|872ve]
N -0.55007

S
FErH
S

Error Magnitudes

(a)

FIGURE 2. The result of the L-shape example. (a) The adaptively
refined mesh with 1014 DoFs. (b) Convergence in Example 1.
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5.1. L-shaped domain. In this example, a standard AMR benchmark on the L-
shaped domain is tested. The true solution u = r2/3sin(20/3) in polar coordinates
on = (—1,1) x (—1,1)\[0,1) x (—1,0]. The AFEM procedure stops if the relative
error has reached 0.01. The adaptively refined mesh can be found in Figure 2a.
While both estimators show optimal rate of convergence in Figure 2b, the effectivity
index for NResidual 18 4.52, and is 2.24 for 7.

5.2. A circular wave front. The solution u = tan !(a(r — rq)) is defined on
Q = (0,1)2 with r := \/(z + 0.05)2 + (y + 0.05)2, a = 100, and 7 = 0.7. The true
solution shows a sharp transition layer (Figure 3a). The result of the convergence
can be found in Figure 3b. In this example, the AFEM procedure stops if the relative
error has reached 0.05. Additionally, we note that by allowing I-irregular (I > 2),
the AMR procedure shows to be more efficient toward capturing the singularity of
the solution. A simple comparison can be found in Figure 4. The effectivity indices
for NResidual and 77 are 5.49 and 2.08, respectively.

Convergence

——||8'/2Ve|
N—0.62483

W  / /] @ s Re |
l'f""’\"’u"‘(

i

U

n(un)
N—0.51938

i

—0— TResidual (Un)
051711

Error Magnitudes

FIGURE 3. The result of the circular wave front example. (a) ur
on a 3-irregular mesh with #DoFs = 1996, the relative error is
14.3%. (b) Convergence in Example 2.

5.3. Kellogg benchmark. This example is a common benchmark test problem
introduced in [9], see also [17, 12]) for elliptic interface problems. The true solution
u = r7p(#) is harmonic in four quadrants, and p(6) takes different values within
four quadrants:

cos((m/2 —&)y) -cos((0 —m/24 p)y) H0<O<7/2
0) - cos(py) - cos((0 — m + 8)) ifr/2<0<mw
° cos(6v) - cos((6 — 7 — p)y) if m <6< 3m/2

cos((m/2— p)vy) -cos((@ —3w/2—&)vy) if3n/2<0<2r

While @« = R in the first and third quadrants, and a« = 1 in the second and
fourth quadrants, and the true flux aVu is glued together using H (div)-continuity
conditions. We choose the following set of coeflicients for u

v=0.1, R=~161.4476387975881, p==/4, § ~ —14.92256510455152,



3642 SHUHAO CAO

T
e B
eiitin
et
H

B

HEHH TT

(a) (b)

F1GURE 4. Comparison of the adaptively refined meshes. (a) 1-
irregular mesh, #DoFs = 1083, the relative error is 21.8%. (b)
4-irregular mesh, and #DoFs = 1000, the relative error is 17.8%.

By this choice, this function is very singular near the origin as the maximum regu-
larity it has is H,.77(Q2\{0}). Through an integration by parts, it can be computed
accurately that |[a/2Vu|| ~ 0.56501154. For detailed formula and more possible
choices of the parameters above, we refer the reader to [17].

The AFEM procedure for this problem stops when the relative error reaches 0.05,
and the resulting mesh and finite element approximation during the refinement can
be found in Figure 5, and the AFEM procedure shows optimal rate of convergence
in Figure 6. The effectivity index for nresiaual 18 2.95, and 1.33 for 7.

L
i mesgea:|

FIGURE 5. The result of the Kellogg example. (a) The adaptively
refined mesh with #DoFs = 2001 on which the energy error is
0.0753, this number is roughly 75% of the number of DoFs needed
to achieve the same accuracy if using conforming linear finite ele-
ment on triangular grid (see [17, Section 4]). (b) The finite element
approximation with #DoFs = 1736.
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Convergence

——||8"°Ve||
N 053402

n(up)
N*l),ﬁlﬁiﬁl

—0— TResidual (uh>
N70.4935

Error Magnitudes
N

10% 10° 10*

# DoFs

FI1GURE 6. The convergence result of the Kellogg example.

6. Conclusion. A postprocessed flux with the minimum H(div) continuity re-
quirement is constructed for tensor-product type finite element. The implementa-
tion can be easily ported to finite element on quadtree to make use the vast existing
finite element libraries in the engineering community. Theoretically, the local er-
ror indicator is efficient, and the global estimator is shown to be reliable under
the assumptions that (i) the mesh has bounded irregularities, and (ii) the diffusion
coeflicient is a quasi-monotone piecewise constant. Numerically, we have observed
that both the local error indicator and the global estimator are efficient and reliable
(in the asymptotic regime), respectively. Moreover, the recovery-based estimator is
more accurate than the residual-based one.

However, we do acknowledge that the technical tool involving interpolation is
essentially limited to 1-irregular meshes in reliability. A simple weighted averaging
has restrictions and is hard to generalize to hp-finite elements, or discretization
on curved edges/isoparametric elements. Nevertheless, we have shown that the
flexibility of the virtual element framework allows further modification of the space
in which we perform the flux recovery to cater the needs.

Acknowledgments. The author is grateful for the constructive advice from the
anonymous reviewers. This work was supported in part by the National Science
Foundation under grants DMS-1913080 and DMS-2136075, and no additional rev-
enues are related to this work.

7. Appendix.

7.1. Inverse estimates and the norm equivalence of a virtual element
function. Unlike the identity matrix stabilization commonly used in most of the
VEM literature, for 7 € Vi (K), we opt for a mass matrix/DoF hybrid stabilizer

approach. Let ||ofl/2‘r||i x = (7, 7))k and

(o, 7))k = (HO', HT)K + SK((I — o, (I- H)T), (41)

where Sk (+,-) is defined in (23).

To show the inverse inequality and the norm equivalence used in the reliability
bound, on each element, we need to introduce some geometric measures. Consider
a polygonal element K and an edge e C 0K, let the height [, which measures how
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far from this edge e one can advance to an interior subset of K, and denote T, C K
as a right triangle with height /. and base as edge e.

Proposition 1. Under Assumption 1, Tpow, satisfies (1) The number of edges in
every K € Tpory is uniformly bounded above. (2) For any edge e on every K, l./he
is uniformly bounded below.

Lemma 7.1 (Trace inequality on small edges [13]). If Proposition 1 holds, for
ve HYK) and K € Tyoly we have

he P ol S kit ol + Vol on e C K. (42)
Proof. The proof follows essentially equation (3.9) in [13, Lemma 3.3] as a standard
scaled trace inequality on e toward T, reads
W2 oll, S h2H ollg, + 1V0llg, S b ol + V0l -
O
Lemma 7.2 (Inverse inequalities). Under Assumption 1, we have the following

inverse estimates for T € Vi (K) (4) on any K € Tpoy with constants depending on
k and the number of edges in K :

IV-7lx Shi'ltlx,  and |V -7llx S hy' Sk (7. 7) (43)
Proof. The first inequality in (43) can be shown using a bubble function trick.
Choose by be a bubble function of T, where €’ is the longest edge on K. Denote
p:=V -1 €Pr_1(K), we have
IV -7l S (V- 7.pbr) = —(7,V(pbr)) < ||I7] [V (pbx) | ¢ »
and then ||V(pbg)|| can be estimated as follows
IV(pbr) || < 10k VDl + 1PV | e < 10k lloo 0 VPN i + 11215 VO Nl o -

Consequently, the first inequality in (43) follows above by the standard inverse
estimate for polynomials || Vp|l, < k' ||pllx, and the properties of the bubble

1/2

function [|bk ||, x = O(1), and [[Vbk /||, x = O(hy).
To prove the second inequality in (43), by integration by parts we have
V7" = (V-7,p) = (7, Vp) + D (T ne.p). (44)
eCOK
Expand V -7 = p in the monomial basis p(z) = Y .\ PaMma(x), and denote the
mass matrix M := ((ma, mv)K)M, P := (Pa)ach, it is straightforward to see that

2 . . 2 2
Ipl% =p Mp > p' diag(M)p > min My; [[plle = hi Pl (45)

since [, (z — zx)! (y — yx)™ dady > 0 for the off-diagonal entries of M due to K
being geometrically a rectangle (with additional vertices). As a result, applying the
trace inequality in Lemma 7.1 on (44) yields

1/2 1/2
v < (z<nma>%<> (zpz)

a€EAN a€A
1/2 1/2
2 — 2
+ ( > he T'nelle> < > h! plle>
eCOK eCOK

< Sx(r.7)Y2 (Il + i lIpllic + V2l -
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As a result, the second inequality in (43) is proved when apply an inverse inequality
for ||Vp||; and estimate (45). O

Remark 2. While the proof in Lemma 7.2 relies on K being a rectangle, the
result holds for a much broader class of polygons by changing the basis of Py_1(K)
from the simple scaled monomials to quasi-orthogonal ones in [25, 7] and apply the
isotropic polygon scaling result in [13].

Lemma 7.3 (Norm equivalence). Under Assumption 1, let I be the oblique pro-
jection defined in (16), then the following relations holds for T € Vi (K) (4) on any
K e 7;)oly-'
Vel 7llx < lI7llnkx < lI7llx, (46)
where both v, and v* depends on k and the number of edges in K.
Proof. First we consider the lower bound, by triangle inequality,
Il < (17| + [|(r = T7)]] -

Since IIT € V¥(K), it suffices to establish the following to prove the lower bound
in (46)

I711% < Sk(r,7), for T € Vy(K). (47)

To this end, we consider the weak solution to the following auxiliary boundary value
problem on K:

A=V -1 in K,

N (48)

— =T -ngx on 0K.
on

By a standard Helmholtz decomposition result (e.g. Proposition 3.1, Chapter
1[23]), we have T — V¢ = V+¢. Moreover, since on 0K, 0 = V+¢-n = V¢ -t =
d¢/0s, we can further choose ¢ € H}(K). As a result, by the assumption that
V x 7 =0 for 7 in the modified virtual element space (4), we can verify that

7 — Vo5 = (1 — Vb, Vig) = 0.

Consequently, we proved essentially the unisolvency of the modified VEM space (4)
and 7 = V1). We further note that v in (48) can be chosen in H*(K)/R and thus

7l = (7. Vo) = (7. V0)
= - (VT7¢)K+(T'"'6K71/})8K

IV Tlklgli + 3 7 nellelgle )
eCOK
1/2 1/2
<IV-rllkllvllx + ( > he‘F'neIIﬁ) < > h61|1/)||§>
eCOK eCOK

Proposition 1 allows us to apply an isotropic trace inequality on an edge of a polygon
(Lemma 7.1), combining with the Poincaré inequality for H'(K)/R, we have, on
every e C 0K,

h 2 1lle S hi ol + IV9 Ik S IV
Furthermore applying the inverse estimate in Lemma 7.2 on the bulk term above,
we have

2 1/2
Il < i (rm) 19 9llx
which proves the validity of (47), thus yield the lower bound.
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To prove the upper bound, by ||HTH x < |7l x, it suffices to establish the reversed
direction of (47) on a single edge e and for a single monomial basis mq € Pj_1(K):
ESlTli,  and (7, Vma)x| < |17k - (50)

To prove the first inequality, by Proposition 1 again, consider the edge bubble
function b, such that suppb, = T,. We can let b, = 0 on ¢’ C 9K for ¢’ # e. It is
easy to verify that:

IVbe|l oo x = O(1/he), and [|be]lo = O(1). (51)

he||T - me|

[¢]
Denote ¢, := T - n, and extend it to K by a constant extension in the normal
direction rectangular strip R, C K with respect to e (notice supp b. C R.), we have

7 mell2 < (7 Me, bege) , = (T - Te, bede) , 5

(T, qubE)K + (V T, beqe)K

171l & geVbellz, + IV - 7l g lgebellz, »

<7l gellr, 1Vbelloo, i + IV - Tl g el 7, [1bell ook -

IN

Now by the fact that ||gell, < he/? lgell ., the scaling of the edge bubble function

in (51), and the first inverse estimate of |V - 7|, < hj' || 7] in Lemma 7.2 yields
the first part of (50).

The second inequality in (50) can be estimated straightforward by the scaling of
the monomials (7)

(7, Vma) k| < Tl IVmallxe < 7l - (52)
Hence, (46) is proved. O
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