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The generation of long-lived entanglement on an optical clock transition is a key requirement to
unlocking the promise of quantum metrology. Arrays of neutral atoms constitute a capable quantum
platform for accessing such physics, where Rydberg-based interactions may generate entanglement
between individually controlled and resolved atoms. To this end, we leverage the programmable
state preparation afforded by optical tweezers along with the efficient strong confinement of a 3d
optical lattice to prepare an ensemble of strontium atom pairs in their motional ground state. We
engineer global single-qubit gates on the optical clock transition and two-qubit entangling gates via
adiabatic Rydberg dressing, enabling the generation of Bell states, |ψ〉 = 1√

2
(|gg〉+ i |ee〉), with

a fidelity of F = 92.8(2.0)%. For use in quantum metrology, it is furthermore critical that the
resulting entanglement be long lived; we find that the coherence of the Bell state has a lifetime
of τbc = 4.2(6) s via parity correlations and simultaneous comparisons between entangled and
unentangled ensembles. Such Bell states can be useful for enhancing metrological stability and
bandwidth. Further rearrangement of hundreds of atoms into arbitrary configurations using optical
tweezers will enable implementation of many-qubit gates and cluster state generation, as well as
explorations of the transverse field Ising model and Hubbard models with entangled or finite-range-
interacting tunnellers.

As the essential resource in quantum science, quantum
entanglement enables a broad set of applications in com-
puting, cryptography, and material science, to name a
few. One powerful application arises in metrology, where
greater sensitivity and higher bandwidth sensors are af-
forded by the properties of entangled multi-particle quan-
tum states [1–9]. Combining such enhancements with
state-of-the-art time and frequency metrology [10–20] —
namely, optical atomic clocks — has been a defining
goal in this field of quantum metrology; the construc-
tion of a quantum-enhanced optical clock has broad im-
plications for geodesy [21, 22], gravitational wave detec-
tion [23–25], and the search for physics beyond the stan-
dard model [19, 26].

A variety of approaches exist for creating metrologi-
cally useful entanglement. In neutral atom optical lattice
clocks, a number of methods have been proposed using
cavity QED, Rydberg interactions, or collisional inter-
actions [27–34]— indeed recently, spin squeezed states
on an optical clock transition have been generated us-
ing collective cavity QED interactions [35]. In trapped
ions, proposals and implementations of entanglement on
optically separated qubits rely on spin-spin interactions
mediated by Coulombic crystal modes, allowing efficient
entanglement generation and GHZ states with as many
as 24 ion optical qubits [36]. Given the control and mea-
surements possible in modern atomic clock architectures,
these systems offer the possibility of merging quantum
information concepts with precision measurement. Uti-
lizing entangling gates and protocols from quantum in-
formation science broadens the set of realizable quan-
tum states, enabling new protocols for quantum metrol-
ogy, while quantum error correcting codes have opened

routes for enhanced quantum sensing in the presence of
noise and imperfect quantum resources [37–43]. In the
context of optical atomic clocks, a number of recent pro-
tocols have advanced this union as a route to quantum-
enhanced measurements [37, 40, 42, 44], and, in a very
recent demonstration, variational optimization of phase
sensitivity at optical frequencies was implemented on a
26 ion quantum processor [44].

This theoretical and experimental momentum empha-
sizes the promise of combining control with scalability, in
order to produce large-scale, entangled clocks amenable
to versatile control and measurement schemes [38, 40,
45]. An outstanding challenge in this regard is to pair
these capabilities with long-lived quantum coherence, so
that many-particle states can be fruitfully leveraged for
quantum-enhanced measurements at long interrogation
times. A promising candidate for realizing this synergy
is the recently demonstrated tweezer clock, which not
only supplies long-lived atomic coherence and high sta-
bility [46–48], but also large atom number [47–50], high-
fidelity Rydberg interactions [51–53], and microscopic
control to engineer precisely tailored quantum systems.

In our previous work, we demonstrated state-of-the-art
relative stability and atomic coherence using a tweezer
array clock [46, 48]. Here, we advance our atomic control
of the clock transition to elevate it into a high-fidelity
qubit. We then implement entangling gates between
these qubits through Rydberg excitations out of the ex-
cited qubit state, which realizes controllable Ising-type
interactions [51–56].

With these capabilities, we achieve high-fidelity long-
lived entanglement in an ensemble of Bell state pairs
(Fig. 1a) [51, 52, 57–61]. We employ adiabatically res-
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FIG. 1. Quantum-enhanced optical frequency metrology. a) A tweezer array defines a 2d array of 1.2 µm separated
doublets stochastically loaded and subsequently transferred into a 3d optical lattice (average image, blue). Inset Two atoms
within a doublet (blue, filled circles) are two lattice sites apart (gray, open circles), placing them well within the Rydberg
blockade radius of each other (pink). Doublets are separated by 6 lattice sites (3.4 µm) to preclude stray interactions between
them. b) A standard clock measurement implements a Ramsey interferometer, in which each atom is prepared in an even
superposition of the ground (|g〉) and clock (|e〉) states |ψ〉 = 1√

2
(|g〉+ |e〉), and the clock interrogation proceeds by measuring

the phase accrued by the atoms during the evolution time. On the Bloch sphere, this phase evolution corresponds to the Bloch
vector precessing around the equator, acting like the hand on a stopwatch that revolves once every 2π

ωc
= 2.3 fs, the inverse of

the energy difference between |g〉 and |e〉; comparing the ticking of this stopwatch to a laser’s oscillation is at the heart of an
optical clock. c) With multiple atoms, additional laser pulses may prepare an entangled state which is better for metrology.

Here, the Bell state |ψ〉 = 1√
2

(|gg〉+ i |ee〉) is prepared by two controlled-
√
Z phase gates and global single qubit gates. The

phase between |gg〉 and |ee〉 evolves twice as fast during the evolution time, yielding a stopwatch that ticks twice as fast as for
a single atom. The faster ticking of states like these holds the promise of higher stability and higher bandwidth optical clocks.

onant coupling of the qubit excited state to a Rydberg
state to implement a controlled phase gate between two
atomic qubits, up to single atom lightshifts [62]. Set-
ting the controlled phase of our gate to be π/2 yields a
controlled-

√
Z gate and enables the production of the

Bell state |ψ〉 = 1√
2
(|gg〉 + i |ee〉), which has metro-

logical relevance because the superposition components
have a large energy separation. As such, clocks based
on such states accrue phase more quickly than clocks
based on unentangled atoms (Fig. 1b,c) [4, 63]. We de-
termine the fidelity with which we produce Bell states
to be F = 92.8(2.0)% over a 6×8 array of atom pairs.
To better understand near-term prospects for quantum
metrological enhancement, we study the lifetime of these
states in several ways. We observe the parity oscillation
contrast and resulting fidelity to decay with a Gaussian
1/e time constant of σF = 407(13) ms [3]. However,
the loss of atom-laser coherence can occur without the
loss of atom-atom coherence, or, in this case, relative co-
herence between distinct Bell states. Taking inspiration
from measurements of atomic coherence that reject the
relative phase noise of the interrogation laser [15, 48, 64],
we measure Bell state parity and single-atom Ŝz correla-

tions to infer a 1/e exponential Bell state coherence time
of τbc = 4.2(6) seconds.

Our experiments begin with a tweezer-defined doublet
array stochastically filled with 88Sr atoms (Fig. 1a). The
atoms are implanted into a single plane of a colocated
3d optical lattice, imaged, and subsequently cooled into
their 3d motional ground state in order to achieve high-
fidelity atomic control (see methods). We then apply a
sequence of global laser pulses that drive the 1S0 (|g〉)↔
3P0 (|e〉) clock transition resonantly with Rabi frequency
Ωc, and the |e〉 ↔ |r〉 Rydberg transition (to 5s40d 3D1,
mj = 0) with Rabi frequency Ωr and positive detuning
∆ (see Fig. 2a). Finally, we image excited clock state
atoms.

We implement a controlled phase gate for two clock-
transition qubits using adiabatic Rydberg pulses, follow-
ing the proposal of Mitra, et al. [62]. Each Rydberg
pulse ramps Ωr and ∆ so that clock state atoms adiabat-
ically follow the instantaneous dressed clock-like eigen-
state in the presence of the Rydberg coupling laser. This
lightshifts the energy of a single clock state atom by

E
(1)
LS = ~

2

(
−∆ +

√
Ω2
r + ∆2

)
. The energy shift of two

non-interacting clock state atoms is 2E
(1)
LS . As shown in
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FIG. 2. Clock qubit controlled phase gate via adiabatic Rydberg pulses. a) The ground (|g〉) and clock (|e〉) states
define the clock transition qubit, which may be driven resonantly with Rabi frequency Ωc. To engineer entanglement, we drive
the clock state to a Rydberg state (|r〉) with controllable detuning ∆ and Rabi frequency Ωr. b) We consider the effect of
interactions on the dressed two-atom |e〉-|r〉 subsystem. At large distances (e.g. inter-doublet spacing, right vertical dashed line),
interactions between two Rydberg atoms are negligible. As the distance between atoms decreases (e.g. intra-doublet spacing,
left vertical dashed line), Rydberg blockade causes an effective reduction of the Hilbert space to |ee〉 and |b〉 = 1√

2
(|er〉+ |re〉).

This modifies the lightshift on the |ee〉 state, providing the mechanism for entangling operations. c) By ramping both the
detuning (blue) and Rabi frequency (purple), we adiabatically follow the dressed |ee〉 state to small detuning to provide a large
entangling energy (red) and a fast controlled phase gate. A master equation model (see SI) tracks populations (left axis) within
(dark gray) and outside (light gray) the two-qubit computational states as the gate progresses. The Rydberg state is populated
only during the middle of the gate. d) To remove the effects of the large single atom lightshift and provide the dynamics of only
controlled phase gates, we implement a spin echo gate sequence (shown at top, timing not to scale): two adiabatic Rydberg

pulses separated by a clock π-pulse implement an effective Ŝ2
z Hamiltonian, while two surrounding clock π/2-pulses convert

the resulting phase shifts into population oscillations between |gg〉 and |ee〉 (plotted as Sz ≡ 〈Ŝz〉, blue, left axis) and nowhere

else (pink, right axis). Meanwhile, non-interacting atoms (half-filled doublets, gray, left axis, plotted as 2〈Ŝz〉 to match vertical
scales) undergo a 2π pulse and return to the ground state. For longer pulses, the spin echo sequence fails to cancel the large
single atom lightshift, resulting in relaxation towards Sz = 0 and population leaving the |gg〉-|ee〉 subspace. All error bars are
the s.e.m. from averaging over the array and 30 repetitions of the experiment, and fit error bands represent 1σ uncertainty. e)
We display an illustrative pair of images corresponding to the first peak of the interaction oscillation, shown as a star in panel
d. The first image enables identification of empty, half-filled, and fully-filled doublets, while the second image identifies clock
state atoms after the gate sequence.

Fig. 2b at close distances, such as two atoms within a
single doublet, Rydberg blockade prevents the excitation
of both atoms to the Rydberg state. The Hilbert space of
two clock-state atoms then reduces to an effective two-
level system with states |ee〉 and |b〉 = 1√

2
(|er〉 + |re〉)

driven by a collectively enhanced Rabi frequency
√

2Ωr
and detuning ∆. This lightshifts the energy of the |ee〉
state by E

(2)
LS = ~

2

(
−∆ +

√
2Ω2

r + ∆2
)

. The difference

κ = E
(2)
LS − 2E

(1)
LS is named the entangling energy, as it

sets the energy scale of entangling operations [62].
This adiabatic Rydberg pulse implements a controlled

phase gate on the two-qubit states of a filled doublet, once
the single atom phase is removed. That is, the Rydberg
pulse realizes the Hamiltonian

Hr = E
(1)
LS Ŝz + κ |ee〉 〈ee| (1)

where Ŝz = 1 ⊗ σ̂z/2 + σ̂z/2 ⊗ 1, σ̂z is the Pauli z ma-
trix, and 1 is the identity matrix acting on the |e〉, |g〉

basis. We only consider single- and two-particle effects
because the spacing between doublets is chosen to be
large compared to the Rydberg interaction range (see
Fig. 1a). By implementing two of these Rydberg pulses
separated by a π-pulse, we remove the single atom phase
from Ŝz, so the full sequence can be interpreted as con-
taining two controlled phase gates, Ucφ = |gg〉 〈gg| +
|ge〉 〈ge|+ |eg〉 〈eg|+ eiφ |ee〉 〈ee| with phase φ = −

∫
κ dt

(see Fig. 2c). Together, these three pulses implement
Ising-type interactions Heff = κŜ2

z . We note that while
fixed, large-detuning Rydberg dressing would produce
equivalent coherent dynamics, adiabatically following the
instantaneous eigenstates to resonance increases the ratio
of interactions to dissipation, improving the gate fidelity
(see SI).

We reveal the dynamics of the controlled phase gates
by including them inside a Ramsey interferometry se-
quence (see Fig. 2d, top), wherein the gate appears be-
tween two π/2-pulses. The first pulse establishes a su-
perposition of well-defined phase between |g〉 and |e〉 for
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FIG. 3. Bell state fidelity. a) The array-averaged popula-
tion fractions of two-qubit states reveal Pgg+Pee = 0.955(28)
(blue) after correcting for independently calibrated SPAM er-
rors (3.5% total loss and infidelity). Uncorrected population
measurements are shown by dashed outlines. Ideal gate op-
eration would yield Pgg = Pee = 0.5. Error bars are s.e.m.
from averaging over the array and 100 repetitions of the ex-
periment. b) We measure the coherence, C, between |gg〉 and
|ee〉 via the parity oscillation contrast. An analysis π/2-pulse
about a variable axis is implemented by the composition of
a single variable σ̂z gate and a static π/2-pulse and produces

two-particle states that oscillate in parity Π̂ = σ̂izσ̂
j
z. The

resulting data (blue points, SPAM corrected, error bars are
s.e.m from averaging over array and 15 repetitions of the ex-
periment) are fit by a sinusoid (blue curve, fit error band is
represents 1σ uncertainty). The amplitude of the sinusoidal
fit yields C = 0.919(28). The uncertainty arises in approxi-
mately equal parts from fit parameter estimation uncertainty
and systematic imaging loss fluctuations.

each atom. The spin-echoed Rydberg pulses introduce
an additional phase φ for the |ee〉 and |gg〉 components,
and the final π/2-pulse closes the interferometer, convert-
ing those phases into an oscillation between |gg〉 and |ee〉
and removing population from |ge〉 and |eg〉. The two
π/2-pulses convert the effective Ising interactions of the
middle three pulses into an S2

x interaction which rotates
|gg〉 into |ee〉. As shown in Fig. 2d, for short gate times,
we observe these dynamics via Sz ≡ 〈Ŝz〉 and Pgg + Pee
population measurements in filled doublets. For longer
gate times, we observe that the failure of the spin echo
causes decay of Sz oscillations as revealed in the dynam-
ics of single atom Sz relaxing to zero. Furthermore, this
causes population to leave the |gg〉-|ee〉 subspace.

A zero-crossing of Sz corresponds to the application of
controlled phase gates of φ = π/2 in under a microsec-
ond and, after the full pulse sequence of figure 2d, the
production of the Bell state |ψ〉 = 1√

2
(|gg〉 + i |ee〉). We

benchmark our gates through the fidelity, F , with which
we create these Bell states, F = 1

2 (Pgg + Pee + C) [3].
This depends on two factors: the sum of populations in
the relevant states Pgg + Pee as well as the coherence
between them as accessed by the contrast C in a parity
oscillation measurement [3]. At the first Sz zero-crossing,
we find Pgg +Pee = 0.955(28) or 0.922(27) without state

preparation and measurement (SPAM) correction (see
Fig. 3a and SI). To extract the Bell state coherence, we
add a final “analysis” π/2-pulse about a variable axis af-
ter completing the spin echo sequence. In figure 3b we
plot the measured parity Π ≡ 〈Π̂〉 = 〈σ̂lzσ̂rz〉 where the
superscript denotes the left and right sites within a dou-
blet and the brackets imply averaging over the array and
repetitions of the experiment. The amplitude of a sinu-
soidal fit versus the analysis phase yields the parity oscil-
lation contrast C = 0.919(28) and a resulting Bell state
fidelity of F = 92.8(2.0)% (or, without SPAM correc-
tion, C = 0.838(19) and F = 87.1(1.6)%). The reported
fidelity is reduced by 0.9(4)% to account for a systematic
overestimation of Pgg due to Rydberg state loss (see SI),
and the uncertainty includes population and contrast un-
certainty as well as uncertainty from SPAM correction,
primarily from fluctuations of the imaging loss at the
percent level.

The adiabatic Rydberg ramp speed and detuning end-
points are optimized to satisfy several competing con-
straints. Operating faster reduces loss from the finite
Rydberg state lifetime (10.9(4) µs, see SI), while operat-
ing slower results in greater adiabaticity wherein atoms
more completely return to the qubit states (see SI). We
balance these competing effects with ramp durations of
250-350 ns (see methods). Master equation modeling (see
Fig. 2c and SI) guided the experimental optimization of
these parameters (see methods).

For metrological use, a long coherence time for the en-
tangled state is desired. In figure 4, we investigate this
timescale in several ways. First, we can simply wait be-
fore measuring populations and parity oscillation con-
trast. While the populations decay slowly (12.3(1.0)
s exponential time constant for Pee, see SI), we find
that the parity oscillation contrast decays rapidly, with
a Gaussian 1/e time constant of σpc = 407(13) ms (see
Fig. 4a). This loss of Bell-state-laser coherence could
arise due to laser noise (in the rotating frame of the
atoms), rather than atomic dephasing or decoherence ef-
fects. To investigate this possibility, we prepare the en-
semble of single atoms in the array into a superposition
state 1√

2
(|g〉− i |e〉) while preserving the Bell states’ par-

ity via an additional π/2-pulse about an axis ϕ = 3π/4
before the hold time. We find that the contrast of the
array-averaged spin-projection of single atoms, Sz, de-
cays with a longer exponential lifetime τSz = 1.6(2) s.
These measurements include a spin-echo clock π-pulse
half way through the hold time to reject static and slow
dephasing processes which otherwise obscure entangle-
ment lifetime data in repetition- and array-averaged data
(see methods). Separate measurements of the single-
atom Ramsey contrast decay without a spin echo find
an atom-laser coherence time consistent with τSz .

At times beyond the coherence time with the laser, we
investigate, in two ways, whether the Bell states retain
coherence with respect to the rest of the array. First,
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FIG. 4. Bell state coherence time. a) We estimate the Bell states’ coherence time through the decay of the parity oscillation
contrast after a variable hold time (purple, first experimental schematic). We repeat this experiment while simultaneously
preparing single atoms in a superposition state (via an additional π/2-pulse about an axis at ϕ = 3π/4, second experimental
schematic). The resulting array-averaged single atom spin oscillation contrast decays exponentially with a time constant
τSz = 1.6(2) s (dark gray), while the Bell states’ parity oscillation contrast decays with a Gaussian with a 1/e time constant
σpc = 407(13) ms (blue). For these data, a clock π-pulse is employed half way through the hold time (see methods). The
inset shows detail at short hold times and shares axes with the main panel. Error bars represent the 1σ confidence interval of
the fitted sinusoidal amplitude. b) We access the Bell state coherence time without dependence on atom-laser coherence via
parity-parity correlations (see main text). This decays with an exponential time constant of τΠΠ = 2.3(4) s, from which we infer
a Bell state coherence time of τΠΠ

bc = 4.6(7) s. As an experimentally determined expectation for this, we also measure the decay
rate of the Sz-Sz correlation of single atoms (gray), which we find to be τSzSz = 12.2(5) s. c) An alternative handle on the
Bell state coherence time comes from the comparison of the Bell state parity with the square of the single atom array-averaged
spin projection, Sz. We find that this decays with an exponential time constant of τΠS2

z
= 2.7(6) s, from which we infer a

Bell state coherence time of τ
ΠS2

z
bc = 3.4(1.1) s. Error bars in b and c represent the s.e.m. from averaging the array-averaged

correlation over repetitions and analysis phases. d,e) Parametric plots of the Bell state ensemble parity against the single
atom ensemble Sz (d) and S2

z (e) at hold times less than a second form 2:1 and 1:1 Lissajous figures with zero relative phase,
i.e. a parabola and a line. f,g) We introduce a relative phase difference between the entangled and unentangled ensembles

with a third controlled-
√
Z pulse. This opens the 2:1 and 1:1 Lissajous figures into a figure-eight and ellipse with a relative

phase of 0.94(7)π
2

radians. Panels d-g visually demonstrate the widely-touted frequency doubling of Bell states’ precession rate
compared to single atoms, while squaring the single atom signal matches the oscillation frequency. Note that the blue and gray
data in panels a-e are derived from the same dataset, with 150 runs of the experiment per hold time. Fit error bands represent
1σ uncertainty.

we utilize parity-parity correlations, 〈(Π̂i− Π̄)(Π̂j − Π̄)〉,
where Π̄ = 〈Π̂i〉 is the parity averaged over all sites, rep-
etitions, and analysis phases at a given hold time, and
〈...〉 indicates an average over all choices i,j of Bell states
in a single shot of the experiment, then followed by an
average over all repetitions and analysis phases. This
quantity should decay at twice the rate of decay of the
Bell state coherence, specifically the off-diagonal coher-
ence of the two particle density matrix defined in the
frame of the other Bell states, and it is insensitive to
the loss of atom-laser coherence (see SI). We find that
the parity-parity correlation decays with an exponential
time constant of τΠΠ = 2.3(4) s indicating a Bell state
coherence time of τΠΠ

bc = 4.6(7) s.

The parity-parity correlation decay effectively uses the
relative phase within one Bell state as a reference against
which to measure the coherence of another Bell state;
averaging over the array, this can be construed as com-
paring the evolving Bell state phase with respect to the
mean phase of all other Bell states. But, rather than
compare Bell states to each other, we can also compare
all of them to the ensemble of non-entangled atoms. More
precisely, we compare the single-experiment average par-
ity, Π, of the Bell states to the single-experiment average
spin projection, Sz of single atoms. However, because
the Bell state parity oscillates twice as fast with vary-
ing analysis phase as the single atom Sz, we must first
square the single atom Sz to provide a reference signal
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which oscillates at the same frequency as the Bell state
parity (see Fig. 4c-g). We construct the parity-S2

z cor-
relation, 4〈(Π − Π̄)(S2

z − S2
z )〉, where 〈...〉 here indicates

an average over all repetitions and analysis phases, and
S̄2
z = 〈S2

z 〉, and we find that this correlation decays with
an exponential time constant of τΠS2

z
= 2.7(6) s. This

decay is sensitive to both the Bell state coherence de-
cay as well as the single-atom Sz-Sz correlation decay
(see Fig. 4b, gray, plotting 4〈(Ŝiz − S̄z)(Ŝjz − S̄z)〉), which
has lifetime τSzSz = 12.2(5) s; from these data, we in-

fer a Bell state coherence lifetime of τ
ΠS2

z

bc = 3.4(1.1) s
(see SI). Importantly, these correlations do not by them-
selves certify the presence of a Bell state, since there are
non-entangled states that could result in similar signals.
However, figure 3 provides tomographic evidence for the
initial generation of a Bell state, and these correlations
then provide the Bell state coherence time with assump-
tions that certain exotic decay processes do not occur
(see SI).

The comparison of the ensemble of Bell states to the
ensemble of single atoms in figure 4c is a simultaneous
comparison between an entangled and unentangled pair
of optical atomic clocks. The parametric plots of the
entangled ensemble parity against the unentangled en-
semble Sz and S2

z at hold times less than a second form
2:1 and 1:1 Lissajous figures with zero relative phase, i.e.
a parabola and a line (Fig. 4d,e). The operation of a
quantum-enhanced optical atomic clock will require the
estimation of the relative phase difference between ref-
erence and target clocks. To examine this, we inject a
relative phase difference of π/2 with a third controlled-√
Z pulse. This opens the 2:1 and 1:1 Lissajous figures

into a figure-eight and ellipse, respectively, with a rela-
tive phase of 0.94(7)π2 radians measured via ellipse fit-
ting (Fig. 4f,g). Future operation of this system in a
quantum-enhanced simultaneous clock comparison may
require establishing an optimal initial phase difference
and subsequently estimating the opening angle of the
figure-eight or ellipse at an optimal interrogation time,
while in-situ comparison of an entangled and unentan-
gled ensemble opens new routes for characterizing clock
systematics and retaining enhanced metrological sensi-
tivity in the presence of laser noise [38, 45].

The two measurements of the Bell state coherence
time from correlations are mutually consistent and may
be combined to yield τbc = 4.2(6) s. This, combined
with our understanding of single-atom and laser deco-
herence mechanisms, provides an expected exponential
decay time for the parity oscillation contrast of 0.69(10)
s, longer than we observe in figure 4a. Nevertheless,
the Bell state coherence time from correlations may be
compared to an experimentally determined expectation
given by half the single-atom atomic coherence time, i.e.
the decay rate of the Sz-Sz correlation of single atoms,
τSzSz = 12.2(5) s. This value is understood in terms

of single-atom population loss, decay, and decoherence
processes, up to an unexplained single atom lossless de-
coherence process with a four-minute timescale. This
value is also consistent with observed Bell state popula-
tion dynamics, indicating the absence of correlated loss
or decay processes (see SI). The nearly factor of three
reduction in the Bell state coherence time from in-situ
correlation measurements could indicate the existence of
an unidentified additional Bell state decoherence process
with an approximately six second timescale. However,
the late time behavior of the correlations are consistent
with single atom measurements, and we hypothesize that
the observed discrepancy is the result of technical noise
that results in an additional, faster decoherence timescale
at early times (see SI).

In this work, we have demonstrated parallel genera-
tion of entangled Bell states on an optical clock transi-
tion using a novel spin-echoed adiabatically resonant Ry-
dberg pulse sequence. We characterize the Bell state fi-
delity to be F = 92.8(2.0)% and measure a 4.2(6) second
array-averaged coherence lifetime. These results estab-
lish a firm foundation for future explorations of quantum-
enhanced optical frequency metrology at the stability
frontier. A crucial near-term goal in this direction is to
extend these results from pairs to clusters of several-to-
tens of atoms, and to identify and generate the particular
optimal quantum states of these clusters for a clock sta-
bility measurement [37, 65]. Entangling operations both
before and after the interrogation time may further en-
hance clock stability [40, 42, 66–69].

More broadly, we have demonstrated capabilities use-
ful throughout quantum science. The combination of
control and detection of highly coherent qubits, scala-
bility to large system sizes, and entanglement generation
are common requirements for a host of quantum appli-
cations. Particularly exciting goals include the genera-
tion of cluster states and, with the addition of local mea-
surements, subsequent demonstration of one-way quan-
tum computing [70]. Explorations of the transverse field
Ising model with finite range interactions are directly
within reach. The combination of tweezer-based atom
rearrangement and a 3d optical lattice further allows ac-
cess to 2d Hubbard physics with entangled or even finite-
range-interacting tunnelers.
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METHODS

A. Apparatus

Loading, cooling, and imaging of 88Sr atoms is de-
scribed in [71]. The rf source for generation of the 515
nm tweezer array is described in [48]. We use a 3d clock-
magic optical lattice at 813 nm as the primary science
potential for imaging, clock rotations, and Rydberg spec-
troscopy (see Fig. M1 and SI for details). This poten-
tial enables efficient cooling and high-contrast clock ro-
tations, as discussed below.

We open the 88Sr 1S0 ↔ 3P0 optical clock transition by
applying a vertically oriented magnetic field with magni-
tude up to 550 G. This is accomplished using our main
(MOT) coils driven by a remotely-controlled Delta Elec-
tronika (SM30-200) supply. We drive the clock transition
using approximately 13 mW of 698 nm laser light focused
by a 150 mm cylindrical lens. The clock laser source is a
series of three diodes injection-locked to light stabilized
to a cryogenic silicon cavity [17]. The path from the
reference laser to our experiment includes 60 m of fiber
and approximately 2 m of free space which are noise-
canceled, with the reference mirror attached to the main
objective mount. In addition, there is approximately 1 m

FIG. M1. Trapping potentials of our apparatus. Our
experiments make use of three separate optical trapping po-
tentials. After producing a cold atomic sample via standard
MOT techniques, we load atoms into an array of 515 nm
optical tweezers projected through a high-numerical-aperture
objective. This forms a 2d array of atoms which are then
transfered into a single plane of a 3d optical lattice which is
formed by two separate optical systems. First, a 2d bowtie
lattice is formed using a single beam redirected by a series of
mirrors and lenses. A second, axial lattice is projected from
the side by directing two path-length-matched beams into a
single aspheric lens.
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FIG. M2. Single atom control. a) Tight atomic confine-
ment and a 550 G magnetic field enable a clock Rabi fre-
quency above 1 kHz with π-pulse fidelity well above 99%;
however, fidelity is limited to 99.41(57)% in part by atomic
heating (which also causes dephasing at later times, see SI).
Inset shows the corresponding clock transition π-pulse spec-
trum. b) A UV laser near 317 nm drives a clock-Rydberg
transition with Rabi with frequency Ωr = 2π× 13 MHz. We
detect the Rydberg state via loss of the clock state atoms.
The horizontal dashed line represents an 89% Rydberg detec-
tion fidelity estimated from branching ratios of intermediate
triplet S states (see text).

of propagation that includes the second injection locked
diode which is not noise-canceled. Given the stability
shown in our previous work with similar lengths of un-
canceled free-space propagation [48], we do not expect
the added phase noise from the uncanceled path length
to limit clock pulse fidelity. As shown in figure M2(a), we
can drive the clock transition with a Rabi frequency in
excess of 1 kHz and with a π-pulse fidelity of 99.41(57)%.
This represents a significant increase over approximately
80% fidelity shown in our previous work [48].

Our high-fidelity clock rotations are enabled by the
improved spatial confinement afforded by a deep, power-
efficient 3d lattice as opposed to shallow tweezers.
Tight confinement enables resolved sideband cooling af-
ter transfer into the lattice, yielding a reduced average
phonon number n̄ = 0.04+0.11

−0.04 in the direction of the
clock laser propagation. Tight confinement also mani-
fests as a high 99 kHz trap frequency and correspond-
ingly small Lamb-Dicke parameter η = 0.22. Both lower
temperature and smaller Lamb-Dicke parameter result in
reduced motional dephasing of Rabi oscillations, yielding
an expected (ideal) π-pulse fidelity of 99.98+.02

−.09%. In
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FIG. M3. Experimental Sequence. We present a more detailed view of the experimental sequence that includes the clock
laser pulses (red), the Rydberg laser pulses (purple), the 2d lattice (orange), the axial lattice (pink), and the z-component of
the magnetic field (blue). Typical lattice ramping times are 3-10 ms, and we allow the magnetic field to ramp and settle for
100 ms. Although we can achieve clock Rabi frequencies as high as 1 kHz, we operate a factor of 10 slower to reduce the effect
of magnetic field noise. As such, the total gate time from the first π/2-pulse through the second π/2-pulse is 22.2 ms, with 12
ms arising from the four 2d lattice ramps within the gate sequence.

Parameter Figure 2d Figure 3a,b Figure 4a-e Figure 4a Figure 4f,g
blue, gray purple

Rydberg detuning (initial, final) (2π× MHz) (40,2) (22,2) (22,5.8) (40,4) (40,8)
UV ramp time (ns) 350 250 250 350 350
Rydberg Rabi frequency (2π× MHz) 14 16 16 10 16
Resonant gate time (ns) varied 21 20 250 115
Lattice states during UV pulses (2d, axial) (Er) (0,0) (12,8) (12,8) (0,0) (0,0)
Magnetic field (during hold time if applicable) (G) 550 55 55 (2.8) 55 (55) 55

TABLE I. Experimental parameters Select parameters are tabulated for each dataset presented in the main text.

typical experiments, however, we observe some heating
which limits the clock π-pulse fidelity to a maximum of
99.79% (see SI), which may be compared to our observed
clock π-pulse fidelity of 99.41(57)%.

We connect the clock state to a Rydberg state us-
ing a UV laser near 317 nm with approximately 1 W of
power. The UV laser system first produces 634 nm light
via single-pass sum frequency generation of 1066 nm and
1569 nm. A final stage of second harmonic generation in-
side a resonant cavity converts 634 nm light into 317 nm
light (see SI for more details). We drive the transition
from the clock state to the 5s40d 3D1 mj=0 Rydberg
state with Rabi frequencies up to Ωr = 2π× 18 MHz.
We choose a D state rather than an S state due to its
greater dipole matrix element, which directly increases
the entangling energy in our adiabatically resonant pulse
scheme, while the reduced van-der-Waals C6 interaction
coefficient is still sufficient to ensure blockade at the 1.1
µm intradoublet separation while enabling denser dou-
blet spacings. We observe Rydberg spectra and Rabi
oscillations through the loss of clock state atoms (see
Fig. M2b). Perhaps surprisingly, the observed contrast is
consistent with the 1/9 branching ratio of intermediate
triplet S states back into the clock state versus to all 5s5p
3PJ .

B. Experimental Sequence

Our experiments begin by preparing a MOT, load-
ing and cooling single atoms into a 515 nm wavelength
tweezer array, transferring those atoms into a single plane
of a 3d optical lattice at 813 nm, imaging the location of
those atoms, and cooling the atoms, resulting in >90%
of atoms in their 3d motional ground state (labeled state
prep in Fig. M3). This process has been largely described
in our previous work [48, 71], except for the transfer into
and cooling in the 3d optical lattice. The loss due to
transfer from tweezers into well-aligned lattice sites is
negligible; however, the global alignment of the tweezer
array to the underlying lattice is not perfectly commen-
surate, resulting in ‘slips’ in the spacing of atoms in the
lattice, which causes variable imaging performance. Fur-
thermore, we find that the relative spatial phase between
the tweezer array and lattice drifts by a lattice-site over
the course of several hours. Improving the alignment and
stability of this system will be the subject of future work.

Ground state cooling proceeds similarly to cooling in
813 nm tweezers described in previous work [48, 71].
Achieving a magic angle between the applied magnetic
field and optical polarization enables efficient cooling to
the 3d motional ground state. This does require, how-
ever, that the axial lattice be vertically polarized, which
makes it less power efficient and leads to the formation
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FIG. M4. Removing inhomogeneous lightshifts across the atom array. By increasing lattice laser detuning from the
magic condition, we more clearly reveal the effects of a non-magic-lattice inhomogeneity in spatially resolved parity-parity
correlation measurements at short times (a,d), after 1 second (b,e), and after 2 seconds (c,f ). The location of each pixel
corresponds to a displacement vector between fully filled doublets, while the color corresponds to the product of the parities
of each doublet with that displacement vector. a-c) Even in a shallow lattice condition, significant residual inhomogeneous
lightshifts result in a variation of the parity-parity correlation across the array, reducing the array-averaged parity-parity
correlator. d-f) Introducing a π-pulse half way through the hold time spin-echoes away the inhomogeneity, increasing the
array-averaged parity-parity correlator.

of an out-of-phase horizontally polarized lattice as well.
Nevertheless, we typically achieve 3d ground state frac-
tions above 90% although the exact performance can vary
day-to-day.

Having prepared an ensemble of ground state atoms in
known positions in the lattice, we are ready to perform
our experiments. In order to open the clock transition, we
apply a large magnetic field. While we can apply a field of
up to 550 G to yield a clock Rabi frequency above 1 kHz,
we typically apply a 55 G field, resulting in a 100 Hz clock
Rabi frequency. The use of lower fields slows the gate
and does not substantially affect gate fidelity, but it does
reduce magnetic field noise which otherwise limits parity
oscillation decay times to several tens of milliseconds due
to the fluctuating quadratic Zeeman shift of the clock
state (see SI).

Throughout the experimental sequence, we hold the
axial lattice low, at approximately 8 Er, while we ramp
the 2d lattice high, to 420 Er, for all clock pulses, and
low, to 12 Er, for all Rydberg pulses, and 37 Er for all
hold times. Note that Er refers to the recoil energy of
a single 813 nm photon. Ramping the 2d lattice high
provides strong confinement for a low Lamb-Dicke pa-
rameter η =0.22, which enables high-fidelity clock pulses,
while ramping the 2d lattice low reduces the total lattice-

induced lightshift on the Rydberg line to ∼200 kHz.
This is sufficiently low that lattice inhomogeneity does
not affect gate fidelity, while leaving the lattice on pro-
vides atomic confinement. Experiments with the lattice
switched off during the UV pulses can result in atomic
heating, increased loss, and lower gate fidelity.

Finally, in the relevant experiments with a variable
hold time, we perform a spin-echo clock π-pulse to remove
dephasing due to spatial inhomogeneity of the clock fre-
quency. This inhomogeneity arises from the lattices that
confine the atoms — since their optical frequencies are
separated by 160 MHz, both lattices cannot simultane-
ously be at the clock-magic wavelength. Combined with
the ∼ 50% peak-to-peak inhomogeneity of the combined
lattice depth across the atom array, this yields a lightshift
inhomogeneity of ∼ 0.1 Hz. This causes a significant re-
duction in the various correlation decay times measured
in figure 4. By introducing a π-pulse in the middle of the
hold time, we greatly reduce the effects of inhomogeneity
across the array, as can be seen in the spatially resolved
parity-parity correlation measurements of figure M4.
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Supplement A: Experiment

1. Apparatus

Optical lattice

Our 3d optical lattice at 813 nm is composed of two
parts: a 2d optical lattice and an axial lattice. The 2d
optical lattice is a vertically (along tweezer propagation
direction) polarized bowtie lattice, defined by two fold-
ing mirrors, a retroreflecting mirror, and four lenses all
mounted on the same macor plate that holds the main
objective for imaging and tweezer array projection. This
helps to ensure that the relative position of the 2d lattice
and tweezer array remains stable. The lenses are in two
4f telescope pairs so that the beam is collimated at all
mirrors and is focused to a 55 µm waist where it overlaps
with the atom array. We send approximately 600 mW
of 813 nm light to achieve 420 Er trap depth with radial
trapping frequencies of 99 kHz. To provide strong con-
finement in all three dimensions, we further incorporate
an axial lattice at 813 nm, detuned by 160 MHz from
the bowtie lattice, utilizing a similar design to our pre-
vious 515 nm axial lattice [48]. We send approximately

300 mW of light down each of two parallel, vertically dis-
placed beams incident on a 30 mm aspheric lens which
then intersect at a 36 degree angle. Both lattice beams
are vertically polarized before the final lens. We find a
42 kHz axial trap frequency in a 400 Er deep potential.
To reduce slow drift of the axial lattice phase with re-
spect to the plane of the atom array, the path lengths of
the two beams are matched to better than 1 mm. Nev-
ertheless, we must match the axial lattice phase to the
plane of the atoms every few hours, which we accomplish
by minimizing atom loss from parametric modulation of
the trap depth at the trap frequency. This procedure is
outlined in [48], SI. A2.

UV laser system

Here we provide details of our UV laser system, which
relies on one stage of frequency summing followed by
a stage of frequency doubling. These nonlinear optical
techniques require high optical power for efficient con-
version. The combination of these specifications is well
matched to the capabilities of fiber lasers and fiber ampli-
fiers to produce∼ 10 W of narrow linewidth, stable power
in the near-infrared. Conveniently, the half-frequency of
the required 317 nm light is at 634 nm which can be pro-
duced from the sum of 1066 nm and 1565 nm photons,
both of which are in frequency bands of commercially
available fiber amplifiers. Following the design of similar
UV lasers in the NIST ion storage group, [72] we seed
a 1569 nm amplifier (NKT K532-015-120) with 20 mW
from a passively stable fiber laser (NKT K822-175-112).
For tunability of the UV wavelength, we seed the 1064
amplifier (NKT K532-005-130) with 12 mW from a home-
built interference cavity diode laser (Sacher Lasertechnik
AR coated diode 210210600601, Semrock MaxLine filter
LL01-1075-12.5x12.5).

The outputs of the two fiber amplifiers are
passed through beam shaping optics and sent into
an MgO:PPLN waveguide (Covesion MSFG637-0.5-40,
0.5(T)x10(W)x40(L) mm) which is temperature stabi-
lized at 130◦C in an oven (Covesion PV40). This converts
10 W of 1569 nm light and 15 W of 1064 nm light into
as much as 9.5 W of 634 nm light. A few mW are picked
off and sent to a wavemeter (Toptica Photonics HF-
ANGSTROM WS/6-US) and a stable ULE cavity (Stable
Laser Systems SLS-6010-1-4bore) for slow frequency tun-
ability and frequency stabilization via a PDH lock on an
offset sideband. The remaining light is passed through an
AOM (IntraAction AOM-802AF1) in a noise eater con-
figuration for intensity stabilization followed by an EOM
(Qubig PM8-VIS 125+W+X5P3+TC) which introduces
125 MHz sidebands for PDH locking of the SHG cavity.
This cavity is home-built based on designs from the ion
storage group at NIST, Boulder [72]. The cavity mirrors
are sourced from Laseroptik GmbH (three mirrors with
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FIG. S1. UV laser system. A schematic of our system for generating over 1 Watt of laser power at 317 nm is shown. The
system is split into three modules. The first uses two IR seed lasers and fiber amplifiers to perform free space sum frequency
generation (SFG) of 634 nm light. Some of this light is sent to a stabilization system which feeds back on the 1064 nm seed
laser to stabilize the 634 nm laser frequency. A high power fiber takes the primary output of the 634 nm laser and directs it
into a home built resonant second harmonic generation (SHG) cavity to produce 317 nm light with 42% efficiency. The 317 nm
output of the SHG cavity is intensity stabilized, pulse shaped, and mode cleaned before being directed into the experiment.

R > 99.9% and one incoupler with R = 98.4(2)% at 633
nm and all mirrors R < 5% at 317 nm). For second
harmonic generation, the cavity includes a BBO crystal
(Newlight Photonics, 4x4x10 mm, θ = 37.9◦, φ = 0◦,
Brewster cut ends). To extend the crystal lifetime, we
feed low flow-rate oxygen into the crystal housing, cre-
ating an oxygen rich atmosphere. The SHG cavity con-
verts 634 nm light into 317 nm light with 42% efficiency,
in line with expectations given the nonlinear coefficient
of BBO and achievable circulating power. UV damage of
the crystal has only required translation and realignment
of the cavity once over the course of a year of operation.

The UV output of the SHG cavity passes through a
fused silica AOM (IntraAction ASM-802B8) in a noise
eater configuration to stabilize the intensity of the UV
before passing through another fused silica AOM (In-
traAction ASD-1802LA34.317) in double pass for fast
frequency tunability and pulse shaping. Importantly, be-
cause this AOM only has high diffraction efficiency for
S polarization, we retro-reflect with a roof-prism (Thor-
labs PS610) with a small upwards displacement so that
the double-pass beam may be isolated and directed to
the experiment; this results in a double-pass efficiency of
75%. The beam is focused through a pinhole (50 µm di-

ameter, 55% efficiency) to remove transverse structure in
the laser mode typical from walkoff in the SHG crystal.
The expanding beam is then collimated into an ellipti-
cal beam (240 µm x 1,870 µm 1/e2 intensity radii) and
passed through a variable iris. Finally, the large verti-
cal axis is focused onto the atom array via a 100 mm
cylindrical lens, providing a vertical waist as small as 5
µm.

Imaging

Our experiments involve two images. The first, dur-
ing state preparation, images ground state atoms to
identify empty, half-filled, and fully-filled doublets. A
second image concludes each experiment and identi-
fies atoms in a particular state relevant to the exper-
iment. Imaging involves collection and measurement of
∼ 15−25 photons per atom in 200 ms. Photons are scat-
tered from intensity-balanced, counter-propagating 461
nm laser beams, detuned 689 MHz from the 1S0 ↔ 1P1

resonance and 20 MHz from each other. Simultaneous
resolved sideband cooling in both radial and axial direc-
tions counterbalances recoil heating.
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Two back-to-back images can achieve combined loss
and infidelity below 1%. However, typical imaging cali-
bration conditions — which involve lattice loading slips,
lattice depth ramps, and increased hold time — yield
combined loss and infidelity between 2% and 4%. Over
the course of several hours, the imaging loss has been
observed to fluctuate by ∼1%.

Only ground state atoms are directly observed, but
the application of a ground state blowaway beam at 461
nm and repump beams at 679 nm and 707 nm (reso-
nantly driving 1S0 ↔ 1P1, 3P0 ↔ 3S1, and 3P2 ↔ 3S1 re-
spectively) further enables imaging of 3P0 and 3P2 state
atoms. A blowaway pulse immediately following the con-
clusion of the experiment sequence removes ground state
atoms. During a delay when the magnetic fields settle
over ∼ 100 ms, clock state atoms may Raman scatter
into 3P1 (and from there decay to 1S0) or 3P2. Nev-
ertheless, we recover the initial population in the clock
state (assuming no initial population in 3P2) by applica-
tion of both repump lasers and subsequent imaging. We
note that some experiments, e.g. Rydberg loss measure-
ments, result in significant population in 3P2, so for these
data the 707 nm repump removes 3P2 population before
the ground state blowaway.

2. Atomic lifetimes and resulting Bell state
coherence time expectations
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FIG. S2. Rydberg lifetime. We measure the lifetime of
clock state atoms trapped in a full depth lattice and dressed
by the Rydberg coupling with Rabi frequency Ωr = 2π× 15
MHz and detuning ∆ (negative detuning in blue, positive de-
tuning in purple). The dependence of these lifetimes on de-
tuning then provides the lifetime of the 5s40d 3D1 Rydberg
state, τr = 10.9(4) µs.

The loss or decay of atoms out of particular states im-
pacts gate fidelity and the lifetime of resulting Bell states.
First, we measure the radiative lifetime of the 5s40d 3D1

Rydberg state, via the detuning dependence of dressed
clock state lifetimes. We detune the Rydberg coupling

0 4 8
hold time (s)

0

0.5

1

po
pu

la
tio

n

Pgg

Pge

Peg

Pee

0 4 8
hold time (s)

0

0.5

1

su
rv

iv
al

1S0
3P0
3P0 + 3P2

a

b

c

0 4 8
hold time (s)

0

0.2

0.4

co
rre

la
tio

n

Sz-Sz

parity-parity
parity-S2

z

FIG. S3. Population lifetimes and inferred dynamics.
a) We measure the lifetime of atoms in either the ground state
or clock state. For clock state atoms, we measure the popu-
lation that remains either only in the clock state, or in both
the clock and 3P2 states. Exponential fits (curves) provide
single atom decay rates. b) We measure two-qubit popula-
tion dynamics of Bell states, primarily observing the decay of
Pee into either Pge or Peg that further decay into Pgg result-
ing in an increasing population in that state. A model using
an estimation of the experimentally realized two-atom density
matrix and single atom decay and loss processes as measured
in panel a predicts the time dynamics of Bell state populations
with no adjustable parameters. c) The same model offers a
prediction for correlation decay from only single-atom decay
and loss processes. It is presented on top of the same data
from the main text figure 4b,c.

of Rabi frequency Ωr = 2π× 15 MHz into the weakly-
dressed limit, so that the clock-like eigenstate contains
a small Rydberg state component, Pr ≈ Ω2

r/4∆2. This
component yields loss Γ̃ = PrΓr where Γr is the Ryd-
berg state lifetime, which includes radiative loss to low
lying states and scattering by black-body radiation into
nearby Rydberg states. We note that anti-trapping of the
Rydberg state does not directly contribute to loss of the
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dressed clock state. However, the strong anti-trapping at
full lattice depth of intermediate Rydberg states after a
decay or scattering event efficiently prevents subsequent
decay of the atom into the clock state, which would oth-
erwise cause a systematic error. In figure S2, we observe
the dressed clock state lifetime over a range of detunings.
Given the calibrated Rydberg Rabi frequency, the depen-
dence of lifetime on detuning provides the Rydberg state
radiative lifetime, τr = 10.9(4) µs. We compare this data
with separate measurements of the Rydberg lifetime that
are directly sensitive to lattice anti-trapping. Two sep-
arated Rydberg π-pulses are applied to an ensemble of
clock state atoms, and the decay of the Rydberg state
appears as a loss of clock state atoms. Below a total lat-
tice depth of ∼ 50 Er, the observed Rydberg lifetime is
consistent with 11 µs. Given the consistency of these ob-
servations, we use the dressed clock state lifetime detun-
ing dependence to estimate the Rydberg state lifetime.
This is incorporated into master equation simulations of
the gate dynamics and Bell state fidelity (see section E).

Next, we measure single-atom qubit state loss/decay
rates in the absence of coupling to the Rydberg state,
as these rates directly impact single atom coherence and
thus the Bell state coherence time. In figure S3a, we
prepare the atomic ensemble in either the ground state
(1S0) or the excited state (3P0), and measure the popu-
lation remaining in that state after a variable hold time.
The ground state is lost with an exponential timescale of
60.5(5.2) s, and the excited state either decays or is lost
with an exponential timescale of 20.2(8) s. The average
of the single atom |g〉 and |e〉 population loss/decay rates
provides an upper bound of τpop = 30.3(1.1) s on the mea-
sured single atom coherence lifetime, 2τSzSz = 24.4(9) s.
The difference between these observations is likely caused
by a lossless decoherence process such as the Rayleigh
scattering of blackbody radiation, which occurs at a rate
Γ0
BBR = 3.45(22)× 10−3 s−1 [73]. Accounting for black-

body radiation Rayleigh scattering leaves an unexplained
lossless decoherence process with an exponential lifetime
of 220(100) s.

The Bell state coherence time is upper bounded by
the average of the lifetimes of |gg〉 and |ee〉, which are
simply obtained as half the lifetime of the single atom
qubit states, assuming the absence of correlated loss or
decay processes during the hold time. We have directly
searched for such processes and not found them. To
search for possible correlated loss processes in Bell states
and to provide a timescale for population decay for com-
parison with the parity contrast decay of figure 4a, we
prepare an array of Bell states and measure the result-
ing two-qubit state populations after a variable hold time
(see Fig. S3b). We observe the decay of Pee into either
Pge or Peg with an exponential timescale of 12.3(1.0) s,
which is consistent with a doubling of the single atom
|e〉 state decay rate and the absence of correlated loss or
decay processes of clock state atoms.

We validate this consistency through a simple master
equation model, where we construct the initial density
matrix for the simulation from Bell state measurements
just before the hold time in our lifetime measurements.
For additional comparisons with the Sz-Sz and parity-Sz
correlators, we also construct an initial density matrix
for simulation from the measured total spin projection
of the ensemble of unentangled single-atoms. The model
Hamiltonian is simply the identity operator, and there
are two jump operators associated with atom loss and
clock state decay, with exponential time constants τtrap

and τdecay, respectively. Based on our measured ground
and clock state lifetimes τg and τe, we set τtrap = τg =
60.5 s and 1/τdecay = 1/τe − 1/τg = 1/30.4 s−1. The
predicted two-qubit population dynamics, shown in fig-
ure S3b, show reasonable agreement with the data with
no adjustable parameters.

The comparison of τpop and 2τSzSz together with the
absence of evidence for correlated loss or decay processes
suggests that the Sz-Sz correlation lifetime of 12.2(5) s
is largely, though not completely, explained by measured
single atom loss and decay processes. This timescale,
which is half the single-atom atomic coherence time, is
significant primarily as an expectation for the Bell state
coherence lifetime, which at τbc = 4.2(6) s, is significantly
shorter. We further explore the discrepancy between ob-
served correlation decay times and the expectation from
measured single atom loss and decay processes in fig-
ure S3c. The same master equation model yields a pre-
diction for these observables with no free parameters. Of
particular note, the model curves all decay to zero corre-
lation at long times in disagreement with resolved offsets
in exponential fits to data. The data qualitatively appear
to more closely match the late time model curve decay
while decaying faster at early times, suggesting the pres-
ence of two decay timescales rather than a single faster
decay timescale. While this could be the result of unex-
plained correlated dephasing processes, we hypothesize
that it is due to technical noise in the experiment relat-
ing to switching between the lattice and magnetic field
conditions used in the gate, and during the long hold
times when measuring lifetimes.

To provide a conservative estimate of the lifetime in
the presence of this two-timescale decay, and other po-
tential effects like correlated loss or decay with multiple
timescales, we allow for the possibility of an offset in
our fits to the data. This is done via a goodness-of-fit
comparison that accounts for the change in the fit de-
grees of freedom. The Sz-Sz correlation decay is well
described by decay without an offset. The hypothesis
that the parity-parity correlation data is better fit with
without an offset is weakly disfavored with a p-value of
0.18. Although the parity-S2

z correlation decay has a cor-
responding p-value of 0.43, indicating no clear preference
in the fit form, we understand this curve to be composed
of the same information contained in the parity-parity
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and Sz-Sz correlations, and since the parity-parity cor-
relation fits with an offset, we include an offset in our
fit of the parity-S2

z correlation. These fits appear in fig-
ure 4b,c, and are the basis for the lifetimes quoted above
and in the main text. However, it is worth pointing out
that the late-time behavior of our data is in agreement
with single-atom measurements. In fact, if we fit the
data without an offset, as is physically motivated by our
understanding of the correlation functions, we find that
the parity-parity correlation decays with an exponential
time constant of τ̃ΠΠ = 5.0(3) s and the parity-S2

z correla-
tion decays with an exponential time constant of τ̃ΠS2

z
=

5.3(4) s. From these we can infer Bell state coherence

times τ̃ΠΠ
bc = 10.0(6) s and τ̃

ΠS2
z

bc = 9.5(1.4) s, for a com-
bined inferred Bell state coherence time of τ̃bc = 9.9(5) s,
which largely removes the discrepancy between the ob-
served Bell state coherence time and our expectations
based on single atom measurements.

Supplement B: SPAM correction

An atom is detected through its fluorescence signal on
a camera when the number of photons detected on a pre-
defined region of the sensor exceeds a threshold. This
process works so long as the photon number from an
atom fluorescing is sufficiently well distinguished from the
background photon number, and the process of scattering
photons off an atom of interest does not heat the atom
out of its trap. This statement points to the three main
error syndromes of fluorescence detection, vacancy-atom
infidelity, atom-vacancy infidelity, and loss:

1. A vacancy (a location without an atom) is misiden-
tified as a location with an atom, with probability
piva,

2. an atom is misidentified as a vacancy, with proba-
bility piav, and

3. an atom is lost during imaging, with probability
ploss

All experiments we run involve initial state prepara-
tion, a first image, further state preparation, the exper-
imental sequence, and a final image. All resulting data
appear in the site-resolved loss of atoms between the first
and second image. Functionally, these error processes re-
sult in either an atom detected when there would have
been a vacancy or the reverse, so we define the error rates
Eva = piva and Eav = piav + ploss. In order to correct
for these errors, we use imaging calibration datasets to
extract the probabilities Eav and Eva. These datasets in-
volve running the full experimental sequence except for
clock, UV, and blowaway pulses. We denote the result-
ing calibration and ultimate correction of errors as SPAM
rather than purely measurement error correction because
various hold times and lattice ramps can also contribute
to the calibrated and corrected loss. Given these two
probabilities, we construct a measurement process ma-
trix which represents the conversion of true experimental
events into detected experimental observations. The in-
verse of the measurement process matrix is then applied
to measured datasets to extract, with appropriate added
uncertainty, our estimate of the true reality of our exper-
iment’s results. More explicitly,

m = M ·N (B.1)

where N = {Naa, Nav, Nva, Nvv} is the column vector
of the number of true events with an atom present at
the time of both images, with an atom present only at
the first image and a vacancy at the second image, with
a vacancy at the first image and an atom at the second
image, and with a vacancy at both images. Note Nva = 0
unless atoms are not pinned between the two images.
m = {maa,mav,mva,mvv} is likewise the column vector
of the number of measured events of the four possible
types. These two column vectors are connected by the
measurement process matrix, given by

M =


1− 2Eav Eva Eva 0
Eav 1− Eav − Eva 0 Eva
Eav 0 1− Eav − Eva Eva

0 Eav Eav 1− 2Eva

 (B.2)

This form assumes that the error probabilities are small
and so neglects second order processes, and that error
probabilities are uniform across the array and between
the two images.

We determine Eav and Eva from measurement cali-
bration data (see Fig. S4), Eav,va = mav,va/

∑
m. The

photon number threshold for atom-vacancy determina-

tion is chosen to minimize the sum of error processes.
Having determined the measurement process matrix from
the calibration data, on subsequent datasets, we load this
matrix and apply its inverse to the vector of measured
values to obtain the estimates of the true experimental
events, N. Desired observables, such as loss between im-
ages or parity in a doublet, are then defined in terms of
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FIG. S4. Imaging Histogram. We present imaging calibra-
tion histograms for the Bell state fidelity data presented in fig-
ure 3. The atom detection threshold of 5.015 photons (verti-
cal dashed line) is determined by minimization of the sum loss
and infidelities. We find Eav = 0.031(3) and Eva = 0.004(1).

the elements of this vector.

loss =
∑
i

Nav
Naa +Nav

parity =
∑
i

N l
aaN

r
aa −N l

aaN
r
av −N l

avN
r
aa +N l

avN
r
av

N l
aaN

r
aa +N l

aaN
r
av +N l

avN
r
aa +N l

avN
r
av

(B.3)

where the summation over i is taken to refer to all sites
or doublets in the array, respectively, and the index i in
the expressions is suppressed for clarity.

Determining the uncertainty in these measurements
consists of two parts which are summed in quadrature,
the statistical uncertainty and the SPAM correction un-
certainty. The statistical uncertainty is determined by
recognizing that the counts in the true event vector N
are samples from a multinomial distribution. We assume
that the probabilities pi = Ni/

∑
iN are good estimates

of the probabilities in the multinomial distribution. The
(co-)variances of the Ni are then determined as normal
for a multinomial distribution and propagated through
the expressions for the desired observables.

The uncertainty associated with SPAM correction
arises because the calibration of error probabilities are
experimentally determined and therefore uncertain. Al-
though it is relatively easy to take high statistics cali-
bration data to make these uncertainties small, we nev-
ertheless propagate the uncertainty as follows. First we
take our measured uncertainties in Eva and Eav and con-
vert those into an uncertainty in each of the 16 elements
of M−1. Given the measurement vector m, which does
not have associated uncertainty, we then find the un-
certainties in the true event vector N. Finally, these

uncertainties in N are propagated through the expres-
sion for the desired observables. Finding the variances in
the elements of M−1 is, tricky. In principle, the expres-
sion for the measurement process matrix, Eqn. (B.2),
can be analytically inverted, and the uncertainty in the
errors propagated directly. However, this expression is
complex and quite difficult to work with. Instead, we
treat the measurement process matrix as a matrix of ran-
dom variables, where the mean and standard deviation
of each entry is computed via Eqn. (B.2) and standard
propagation of uncertainty. We can take a large num-
ber (50,000) samples of the measurement process matrix
distribution, invert each sample, and use the resulting
distribution of each element of the inverse measurement
process matrix to determine a mean and standard devia-
tion for each element of the inverse process matrix. The
mean value is unnecessary since we can just invert the
measurement process matrix determined by our experi-
mental measurements of the imaging loss and infidelities,
but the standard deviations from this process provide an
easy estimate of the uncertainties in this matrix.

There are two significant notes of caution that must
be made here. The first is that the inverse of a ma-
trix of normal random variables is not itself a matrix of
normal random variables. In general, the elements of
the inverse of a matrix of normal random variables can
have highly skew or bimodal distributions such that the
standard deviation computed from sampling the inverse
matrix is a poor estimate of the typical deviation from
the the mean. However, for experimentally determined
values of imaging loss and infidelity, this is not a major
issue: The resulting distributions are somewhat skew but
are not multi-modal, and so the computed standard de-
viation provides a decent estimate in the uncertainty in
each element of the inverse measurement process matrix.
The second note of caution is that each element of the
measurement process matrix is not an independent ran-
dom variable of known mean and standard deviation. In
fact, we have two random variables which are combined
in various ways to produce the measurement process ma-
trix, resulting in significant covariances between its 16
elements.

Typical total imaging error probabilities are between
two and three percent. The measured uncertainty in
these quantities is significantly smaller than the slow fluc-
tuation in these quantities, which we add in as a system-
atic uncertainty throughout. Carefully addressing the
concerns raised above will be necessary if we are to, in
the future, quote tighter bounds with reduced systematic
fluctuations.



19

Supplement C: Rydberg state loss yields systematic
overestimate of Pgg

The fidelity with which a Bell state is produced is given
by F = 1

2 (Pgg + Pee + C), where the populations Pgg
and Pee are measured directly after the application of
the gate sequence, and C is the contrast of the parity
measured after a variable axis π/2-pulse following the
gate sequence [3]. We detect atoms in |e〉; our imaging
does not distinguish between atoms which are in |g〉 and
atoms which are lost. Our SPAM correction procedure
accounts for loss arising due to imaging, as well as vari-
ous trapping potential ramps and hold times. However,
loss due to the operation of the gate itself, e.g. Ryd-
berg state decay during the adiabatically resonant pulses
or non-adiabaticity resulting in population remaining in
the Rydberg state after the pulses, is not accounted for.
Such loss causes decay of |ee〉 into |0e〉 or |e0〉, where
|0〉 refers to a lost atom. These components, after the
final π/2-pulse, can appear as |gg〉. The latter possibility
is relevant since half of the state population before the
Rydberg pulse is in these states and their decay causes
an increase in measured Pgg, systematically inflating our
measured fidelity.

We correct for this by independently measuring the
increase in Pgg +Pee caused by the coupling to the Ryd-
berg state. More precisely, we perform the gate sequence
without any blowaway pulse, so that our final image de-
tects atoms in both |g〉 and |e〉. The absence of an atom
therefore corresponds to true atom loss. By comparing
populations after the gate sequence with and without the
Rydberg coupling, we compute a systematic increase in
Pgg in the normal detection scheme of 1.8(8)%. We cor-
rect for this by reducing our reported Bell state fidelity
by 0.9(5)%

In what follows, we outline the procedure to determine
this systematic shift. We begin by defining the single-
atom and two-atom Rydberg state loss or decay proba-
bilities, p1 and p2. We extract these quantities from the
calibration data of the gate sequence without blowaway
detection as

p1 = 2 (P (a|no UV)− P (a|UV))

p2 = 4
(
P (aa|no UV)− P (aa|UV)− p1

2

)
(C.1)

where in the first line, P (a) refers to the (conditional)
probability of measuring an atom present in the ensemble
of single atoms, and in the second line P (aa) refers to the
(conditional) probability of measuring two atoms present
in the ensemble of filled doublets. We find p1 = 0.011(6)
and p2 = 0.075(24). We next determine how these loss
probabilities affect the gate sequence with normal detec-
tion:

P (gg) = P (no decay)P (gg|no decay) +

P (decay)P (gg|decay) (C.2)

where P (gg) is the probability of measuring both atoms
in |g〉 in a fully filled doublet. We note that P (decay) =
p1/2+p2/4, and we label P (gg|no decay) ≡ P 0

gg. Finally,
we determine that P (gg|decay) = 0.75 is the probability
that the remaining atom after a Rydberg loss or decay
event is measured to be in |g〉, after averaging over times
within the Rydberg pulses that the decay may have oc-
curred. This may be understood by taking limits. If the
decay occurs at the beginning of the first pulse, the two
atoms are in a product state, so the decay of one atom
does not affect the other, which therefore proceeds like a
single atom and is measured to be in |g〉. On the other
hand, losing an atom out of a fully entangled state leaves
the other atom in a mixed state of either |g〉 or |e〉. The
final π/2-pulse rotates both of these possibilities into a an
superposition, providing a 50% chance of measuring that
remaining atom to be in |g〉. Modeling the intermediate
possibilities shows a smooth interpolation and provides
the averaged expectation of P (gg|decay) = 0.75. Com-
bining these observations, we have

Pgg = (1− p1/2− p2/4)P 0
gg + (p1/2 + p2/4)

3

4
(C.3)

We therefore measure a |gg〉 population that is increased
by an amount 3

16 (2p1 + p2) = 0.018(5) due to Ryd-
berg loss and decay. We also assign this a systematic
uncertainty of 0.6% by recognizing that P (gg|decay) is
bounded between 0.5 and 1 based on the limits discussed
above, and processes not considered here could result in
a deviation from our best estimate of 0.75. Therefore, we
estimate the systematic increase of Pgg to be 1.8(8)%, so
we reduce our measured Bell state fidelity by 0.9(4)% to
account for this effect.

Our measured Bell state fidelity is Fm = 93.7(2.0)%,
so we report F = 92.8(2.0)%. An alternative lower
bound on the fidelity may be found by using only the
measured Bell state parity oscillation contrast, C ≤
(Pgg + Pee). This provides a fidelity lower bound Flb =
C = 91.9(2.8)%.

Supplement D: Theory of Bell state fidelity

In this section we write out explicitly the action of our
gate sequence. In keeping with the main text, we label
the electronic ground, clock, and Rydberg states |g〉, |e〉,
and |r〉 respectively. Additionally the state |0〉 denotes
the absence of an atom, or the population of a dark state
such as 3P2. For now we focus our attention on the ideal
gate protocol, for which we can restrict our attention
to the single-qubit basis {|e〉 , |g〉}, and instances of the
experiment where we load both tweezers with an atom,
initializing our system in the state |gg〉. With this no-
tation, a clock rotation (i.e. transition between |g〉 and
|e〉) will be denoted rα(φ) where the angle α parametrizes
the axis of rotation on the Bloch sphere (which will be



20

assumed to be in the x − y plane) and φ is the rotation
angle. A useful form for this operation is

rα(φ) = cos

(
φ

2

)
1− i sin

(
φ

2

)
[cos(α)σx + sin(α)σy]

(D.1)

where σx, σy are Pauli matrices and 1 is the identity
operator, all of which act on the basis {|e〉 , |g〉}. A
global clock rotation on two qubits can be expressed as
Rα(φ) = rα(φ) ⊗ rα(φ). Next, we want to consider the
effects of our adiabatic Rydberg-dressing scheme. In the
absence of dissipation, the result of these dynamics can
be understood by analyzing the lightshifts that they in-
duce on the states in the |g〉 , |e〉 basis, which lead to the
following operation:

|gg〉 7→ |gg〉
|eg or ge〉 7→ e−iθ |eg or ge〉

|ee〉 7→ e−i(2θ+Θ) |ee〉 . (D.2)

Here θ is the accrued phase due to light shifts on the
single-atom state |e〉. In the non-interacting limit, the
two-atom state |ee〉 picks up twice the single-particle
shift, 2θ. However, in the blockaded regime, the light
shift on |ee〉 is different from the light shift due to single-
particle effects by the entangling energy κ, as discussed
in the main text. As such, the final phase accrued by
|ee〉 will differ from single-particle expectation 2θ by an
amount Θ.

U(θ,Θ) = e−i
θ
2

[
cos(θ/2)1⊗ 1 + i sin(θ/2)σz ⊗ σz

]
+[

e−i(2θ+Θ) − 1
]
|ee〉 〈ee| . (D.3)

In terms of these two experimentally realizable opera-
tions R and U , the full entangling gate operation G is

G = Rx(π/2)U(θ2,Θ2)Rx(π)U(θ1,Θ1)Rx(π/2), (D.4)

which is equivalent to the schematic sequence in figure 2d,
with the addition that the accrued phases from adiabatic
dressing are subscripted in each pulse so as to capture
the effect of differential laser-amplitude noise between
the two ramps.

As a metric for fidelity, we can calculate the overlap
of the generated state with that of the target Bell state
|ψB〉 = 1√

2

[
|gg〉 + i |ee〉

]
. Expressing the density matrix

for the two-atom pair after the gate sequence by ρ, the
fidelity is F = 〈ψB | ρ |ψB〉. If we define δθ = θ1 − θ2,
δΘ = Θ1 −Θ2 and Θ = (Θ1 + Θ2)/2 this can be written

F =
1

4

(
1+ cos

(
δθ +

1

2
δΘ

)2

+ 2 cos

(
δθ +

1

2
δΘ

)
sin(Θ)

)
(D.5)

From this expression, we see that we want to tune the
parameters of our adiabatic ramps such that Θ = π/2
and δθ = δΘ = 0 in order to prepare the desired Bell
state.

Supplement E: Numerical estimation of Bell state
fidelity

In practice, the fidelity with which we can prepare and
measure a Bell state is limited by numerous experimen-
tal considerations. In this section, we numerically charac-
terize the expected infidelity due to Rydberg state decay,
non-adiabaticity in our dressing protocol, laser noise, and
single-qubit rotation errors. In order to efficiently sim-
ulate these sources of error, we treat the operations of
U and R separately. In particular, we act on our state
with R according to unitary Schrödinger evolution. How-
ever, we treat the presence of imperfect clock rotations
by developing a specific noise model for the error in rota-
tion angle. In order to simulate each adiabatic ramp U ,
we use a master-equation-based model where we consider
two 4-level-systems, each spanned by {|e〉 , |g〉 , |r〉 , |0〉},
and the evolution of a density matrix ρ according to

ρ̇ = −i[H(t), ρ] + γrL(ρ, Jr) (E.1)

H(t) = −∆(t)
[
|r〉 〈r| ⊗ 1 + 1⊗ |r〉 〈r|

]
+

Ωr(t)

2

[
|r〉 〈e| ⊗ 1 + 1⊗ |r〉 〈e|+ h.c.

]
+

VDD |rr〉 〈rr| (E.2)

L(ρ, Jr) = JρJ†r −
1

2
(ρJ†rJr + J†rJrρ) (E.3)

where H(t) is our time-dependent Hamiltonian, which
includes adiabatic ramps of detuning ∆(t) and Rabi fre-
quency Ωr(t). Jr = |0〉 〈r| is the jump operator associ-
ated with decay of the Rydberg state to |0〉, and has a
rate γr. The following sections discuss how we incorpo-
rate noise into this model, and develop a partial error
budget for our experiment.

Non-adiabaticity

In order to isolate the magnitude of errors due to non-
adiabaticity, we numerically simulate our experiments us-
ing measured laser intensity traces, from which we can
deduce the form of our Rabi frequency ramp. For the
linear ramps of the detuning ∆(t), we assume an ideal-
ized profile. These Rabi frequency and detuning ramps
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FIG. S5. Rydberg pulse ramps. a) In red (blue) we plot
the average (idealized) ramp sequence for the Rabi frequency
(detuning) of our 317 nm Rydberg transition laser. This
protocol adiabatically prepares a strongly-dressed eigenstate,
which is a superposition of the states |e〉 and |r〉. b) Plotted
in red (blue) are measured (simulated) single-shot instances
of our Rabi-frequency (detuning) ramps.

are shown in figure S5a. We then optimize the simulated
Bell state fidelity of the final state over a realistic range
of final Rabi frequencies in our intensity ramp, and of
frequency offsets in our ramp of detuning, as would be
done in a typical experiment. Additionally, we assume
perfect clock rotations between Rydberg dressing ramps,
and infinite state lifetimes. Based on this procedure, we
expect that non-adiabaticity causes 0.97% infidelity in
our Bell state preparation.

Rydberg state lifetime

To include the effects of the finite Rydberg state life-
time, we set the parameter γr (which was assumed to be
0 in the previous section) to correspond to the decay rate
of the state |r〉, and compare the new Bell state fidelity
to that achieved with infinite state lifetimes. This allows
us to infer a lifetime related infidelity of 0.94%. Prop-
agating the uncertainty on our estimate of the Rydberg
state lifetime, we also calculate a 95% confidence interval
of [0.83%, 1.07%] for this error.

Intensity noise

Next, we repeat our master equation simulations, in-
cluding a realistic Rydberg state lifetime, but with mea-
sured traces for the Rabi frequency Ωr(t) as shown in
Fig. S5b. For this simulation, we use the same gate pa-
rameters that were found to be optimal for the average
Rabi frequency ramp, and do not perform any additional
optimization. By averaging the resulting fidelity over
many such simulations with different individual laser in-
tensity traces before and after the spin echo, we find an
average infidelity of 0.73% due to this effect. Addition-
ally, we can perform a bootstrapping analysis on the re-
sulting distribution of infidelities, and calculate a 95%
confidence interval of [0.56%, 0.90%] on this statistic.

Phase noise

In order to capture the effect of laser phase noise, we
return to using the mean Rabi frequency ramp, but now
add frequency noise to our detuning ramps. A repre-
sentative example is shown in figure S5b. We calculate
many representative laser noise traces by measuring the
frequency noise spectrum of our 317 nm laser. This is
done by analyzing the in-loop PDH error signal of the
undoubled 634 nm light locked to a ULE cavity. The in-
ferred noise spectrum for our 317 nm laser is then used
to generate frequency noise traces, which we add to the
idealized detuning ramp in figure S5a. As was done with
the measured Rabi frequency traces, we use our simu-
lation to calculate the expected level of infidelity due to
frequency noise, and find that, for our gate parameters, it
introduces a negligible (<0.03%) level of infidelity. Again
performing a bootstrapping analysis, we find a 95% confi-
dence interval of [-0.04%, 0.03%]. The negative bound in
this confidence interval corresponds to the fact that some
noise traces actually improve the final Bell state fidelity.
This is not in tension with the fact that we optimize the
final detuning of the frequency ramp, because the noise
traces have frequency components that are significantly
higher than what we can control. As such, it is possible
that high frequency alterations to the adiabatic frequency
sweep may deform the ramp into a slightly more optimal
form.

Imperfect clock-rotations

Our gate protocol relies on the ability to perform high
fidelity single-qubit rotations. In order to estimate our
ability to perform these rotations, we can look at the
decay of our Rabi oscillations on this transition, which
effectively amounts to the repeated application of single-
qubit operations with coherent errors. The results are
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FIG. S6. Clock Rabi oscillations. a) Rabi oscillation amplitude beats over tens of cycles due to increased atomic temperature.
With the functional form in Eq. E.6, we fit Ωc = 2π × 1.055(1) kHz. b) The beating pattern in our Rabi oscillations is set by
the different frequencies of each motional state. In the fit to Eq. E.6, we use nmax = 4 and infer the motional state population
fractions. Error bars represent 95% confidence intervals.

shown in figure S6a. From this measurement we ob-
serve a beating pattern with high contrast revivals even
after many oscillations. This allows us to identify the
dominant mechanism for rotation errors as differential
effective Rabi frequencies for atoms in different motional
states of our trap. More precisely, we model the Hamil-
tonian during our clock-Rabi oscillations as

HClock-Rabi =
Ωc
2

[
eiη(a†+a)σx + iσy

2
+ h.c.

]
. (E.4)

In this equation Ωc is the Rabi frequency, η is the Lamb-
Dicke parameter, a (a†) is the motional lowering (raising)
operator, and h.c. denotes the Hermitian conjugate of
the preceding term. The effective Rabi frequency for an
atom in a given motional state n is then

Ω̃c(n) = ΩCe
−η2/2Ln(η2), (E.5)

where Ln is the Laguerre polynomial of degree n. The
expected functional form for Rabi oscillations with atoms
in a distribution of motional states is

P|e〉(t) = A

nmax∑
n=0

Pn sin2

(
Ω̃C(n)t

2

)
, (E.6)

1 =

nmax∑
n=0

Pn. (E.7)

By fitting our observed Rabi oscillations with Eq. E.6
and a fixed η = 0.22, set by independent measurements of
trap frequencies, we find that for our ensemble-averaged
oscillations, ΩC = 2π×1.055(1) kHz. Finally, the inferred
distribution of motional states is shown in figure Fig.
S6b. We note that the data in figure S6a are not SPAM

corrected, as this does not affect the fitted Rabi frequency
or inferred distribution of motional states.

We can now model errors in our clock rotations by
sampling the effective Rabi frequency from a discrete set
corresponding to the Rabi frequencies of each motional
state, and with a probability corresponding to the popu-
lation fractions plotted in figure S6b. By fixing the clock
pulse times that correspond to π and π/2 rotations, this
gives a random rotation angle for each single-qubit ro-
tation. Including this in our simulation introduces an
added infidelity of 0.57%, with a 95% confidence interval
of [0.39%, 0.77%].

Error budget

Here we tabulate the contributions to Bell state infi-
delity. To obtain a total expected infidelity, we repeat
our simulation including all listed sources of error, and
calculate a total expected infidelity of 3.20%, with a 95%
confidence interval of [2.84%, 3.60%]. The confidence in-
terval of the total error is obtained by a bootstrapping
analysis to take into account correlations between error
sources. To this, we add in our measured systematic
overestimate of Pgg due to Rydberg state loss (see C).
Our reported fidelity is reduced by this amount, so we
add this into our error budget.

Effect Error 95% Confidence interval
Non-adiabaticity 0.97% −

Rydberg state lifetime 0.94% [0.83%, 1.07%]
Intensity noise 0.73% [0.56%, 0.90%]

Phase noise 0.00% [-0.04%, 0.03%]
Clock rotation errors 0.57% [0.39%, 0.77%]

Rydberg decay systematic 0.90% −
Total: 4.10% [3.74%, 4.50%]
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Interdoublet interactions

Stray interactions between two separate doublets
should be negligible based on simulations of interaction
energies at the minimum, six lattice site separation be-
tween two doublets [74]. However, to investigate if unde-
sired interactions between doublets is nevertheless limit-
ing the Bell state fidelity, we perform Bell state fidelity
experiments in a 4×5 doublet array, where the spacing
between doublets is increased from six lattice sites to
eleven. Comparing datasets taken back-to-back we find
that larger doublet spacing increases Bell state fidelity by
1.6(2.6)%. Because this is consistent with zero and Ryd-
berg simulations predict negligible interactions at normal
separations, we do not add in expected infidelity from
this source.

Lattice loading slips

As discussed in supplement section A 1, we observe lat-
tice loading ‘slips’, wherein an atom is loaded into a lat-

tice site adjacent to its target; in our Bell state fidelity
dataset, we find ∼10% of atoms experience a slip. On
average, one quarter of these atoms will be displaced
directly away from its partner within the doublet, and
our numerical model indicates that a separation increase
from two lattice sites to three lattice sites results in a
breakdown of blockade and poor Bell state fidelity for
5s40d 3D1 Rydberg states. This would indicate a reduc-
tion in Bell state fidelity due to slips to be at the percent
level. We have attempted advanced analysis techniques
to post-select for atoms that have not slipped, but this
has not significantly affected the measured Bell state fi-
delity. But, this analysis is complicated by removing the
normally-used assumptions on where the atoms will be
based on intended loading locations, and the combination
of our imaging point-spread function and atom detection
signal makes slip detection in a single shot imperfect. As
a result, this remains a plausible additional source of er-
ror that could contribute to the difference between our
error budget and measured infidelity.

Supplement F: Connection of correlations to Bell state coherence

We explore the Bell state coherence lifetime via two distinct correlation measurements: the parity-parity correlation
within the ensemble of Bell states, and the parity-S2

z correlation between the Bell state ensemble and single atom
ensemble. Here we show how the Bell state coherence is connected to these correlators.

1. parity-parity correlation

We consider an arbitrary density matrix for two two-level-atoms.

ρ2 =


pgg cgg,gee

iφgg,ge cgg,ege
iφgg,eg cgg,eee

iφgg,ee

cgg,gee
−iφgg,ge pge cge,ege

iφge,eg cge,eee
iφge,ee

cgg,ege
−iφgg,eg cge,ege

−iφge,eg peg ceg,eee
iφeg,ee

cgg,eee
−iφgg,ee cge,eee

−iφge,ee ceg,eee
−iφeg,ee pee

 (F.1)

An ideal Bell state has pgg = pee = cgg,ee = 1/2, with arbitrary but fixed coherence phase φgg,ee, and all other
entries zero.

To characterize Bell state lifetimes, after preparing the Bell states and waiting through the hold time, we perform
a final analysis π/2-pulse about a variable axis. The analysis pulse implements the operator Rθ(π/2) given by

Rθ(π/2) = Rx(π/2)Rz(θ)

Rα(θ) = exp
(
−iŜα θ

)
(F.2)

where Ŝα = 1
2 (σ̂α ⊗ 1⊗ 1⊗ ... + 1⊗ σ̂α ⊗ 1⊗ ... + ...) and σ̂α are the Pauli matrices. In the context of two atoms

in a doublet, this reduces to Ŝα = 1
2 (σ̂α ⊗ 1 + 1⊗ σ̂α). Note that the implemented analysis pulse would ideally have

the form Rθ(π/2) = Rz(−θ)Rx(π/2)Rz(θ); however, the second z-rotation does not affect any of our results and we
do not include it to reduce the number of physically implemented pulses.

Finally, we measure the parity of each Bell state, Π̂ = σ̂z ⊗ σ̂z.

Π(θ) = Tr
(
Rθ(π/2)ρ2R

†
θ(π/2)Π̂

)
= 2 (cgg,ee cos(2θ − φgg,ee) + cge,eg cos(φge,eg)) (F.3)
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We note that no populations and only two coherences appear. The first, cgg,ee is the only coherence that appears for
our Bell state. Both coherences could arise if the supposed Bell state were in fact a product state of single atoms
in a superposition, in which case cge,eg = cgg,ee = c2g,e, φge,eg = 0, and φgg,ee = 2φg,e, where cg,e and φg,e are the
magnitude and phase of the single atom density matrix coherence.

Our expected parity-parity correlation is obtained from this parity signal from two Bell states by appropriate
averaging over final analysis pulse angle, θ.

CΠΠ =

〈(
Π̂− Π̄

)
i

(
Π̂− Π̄

)
j

〉
=
〈

Π̂iΠ̂j

〉
− 〈Π̂i〉〈Π̂j〉

=
1

2π

∫ 2π

0

Πi(θ) Πj(θ) dθ −
(

1

2π

∫ 2π

0

Πi(θ) dθ

)(
1

2π

∫ 2π

0

Πj(θ) dθ

)
(F.4)

where we do not assume that the average value of both signals i,j is identical, since the coherence magnitudes and
phases may differ between Bell states. Nevertheless, plugging Eqn. (F.3) into Eqn. (F.4), we find

CΠΠ = 2c2gg,ee cos
(
φigg,ee − φjgg,ee

)
(F.5)

This indicates that the parity-parity correlation decays at twice the rate of the Bell state coherence decay. This
correlation function is also sensitive to product of superposition states with reduced amplitude: the maximum parity-
parity correlation for a Bell state is 1/2 while the maximum correlation for a product state is 1/8. Because we
separately determine our initial Bell state fidelity, and decay from a Bell state directly to a product of superposition
states is improbable, we use this correlation function as a measure of the Bell state coherence time.

2. parity-S2
z correlation

The parity signal that goes into the parity-S2
z correlation function has been computed in Eqns. (F.1) and (F.3).

For the Sz signal, we follow a similar structure as before, starting by considering a general single atom density matrix,

ρ1 =

(
pg cg,ee

iφg,e

cg,ee
−iφg,e pe

)
. (F.6)

The analysis pulse applies a π/2-pulse about a variable axis, implementing the same operator as in the previous
sections except that here Ŝα = 1

2 σ̂α since we are considering a single atom Hilbert space. We measure the single-
experiment array-averaged spin projection, Sz, given by

Sz(θ) = Tr
(

(Rθ(π/2)ρ1(R†θ(π/2)Ŝz

)
= −cg,e cos(θ − φg,e) (F.7)

Our expected parity-S2
z correlation is obtained by combining the single-experiment array-averaged spin projection

signal, Sz with the single-experiment array-averaged Bell state parity signal Π, with appropriate averaging over
analysis pulse angle, θ.

CΠS2
z

= 4〈(Π− Π̄)(S2
z − S2

z )〉
= 2c2g,ecgg,ee cos(2φg,e − φgg,ee) (F.8)

where to obtain the second line, we have used Eqns. (F.3) and (F.7), and we have assumed that the density matrices
are uniform within each ensemble.

This indicates that the parity-S2
z correlation decays at the sum of the decay rate of the Bell state coherence and twice

the decay rate of the single-atom coherence. The same data set provides both the decay of this correlation function
and the decay of the Ŝz-Ŝz correlation that directly provides twice the decay rate of the single-atom coherence.
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