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With the increasing proliferation of hardware accelerators and the predicted continued increase in the heterogeneity of
future computing systems, it is necessary to understand the security properties of such systems. In this survey article, we
consider the security of heterogeneous systems against microarchitectural attacks, with a focus on covert- and side-channel
attacks, as well as fault injection attacks. We review works that have explored the vulnerability of the individual accelerators
(such as Graphical Processing Units, GPUs and Field Programmable Gate Arrays, FPGAs) against these attacks, as well as
efforts to mitigate them. We also consider the vulnerability of other components within a heterogeneous .

performant but also secure.

CCS Concepts: - Computer systems organization — Heterogeneous (hybrid)
Hardware attacks and countermeasures.
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caches [80, 90, 100, 123, 155, 212, 226, 230], and branch predictors [59, 60]. Similarly, fault injection attacks,
where an attacker is able to cause an exploitable fault in a victim program have also become more common in
recent years. For example, many variants of practical Rowhammer attacks have been demonstrated on different
generations of DRAM chips, where an unprivileged software can cause faults in system memory owned by a
victim process [63, 78, 79, 108, 203].

In this survey, we review and classify research exploring microarchitectural attacks in the context of het-
erogeneous systems. Both the architecture and the accessibility of the components (such as GPUs and other
accelerators) within these systems differ significantly from traditional CPUs which have been the focus of most
microarchitectural attacks. As a result, both attacks and potential defenses can differ significantly from their

counterparts on CPUs. Moreover, beyond attacks within a single component, some attacks can‘involve multiple

because they bypass mitigations that focus primarily on the CPU.

We believe this survey provides important insights into how these threat models
They extend our understanding of the threat to guide further research into def;
In future heterogeneous systems, secure hardware and software design req
single component (mainly CPU) to the entire heterogeneous system. W
heterogeneous systems in Section 2.

on the cloud cloud providers gain efﬁc1ency by s urces among different users; and (3) Through web
web applications to use available accelerators. We
also con31der different threat models in
component, e.g., GPU or FPGA, as well as

Section 4 discusses the opportunities a
microarchitectural attacks Iso presents’an attack classification and the overview of this survey. In Sec-
flstln attacks and some defenses that arose in heterogeneous systems in three

tions 5, 6, and 7, we review

interconnects, and (3) memory attacks in heterogeneous systems. Section 8
e from the web in heterogeneous systems. Finally, Section 9 presents concluding

CPU architectdre has been evolving over the years to take advantage of the increase of transistor count as the
feature sizes of transistors have continued to shrink. This has led first to improvements in processor designs with
increasing cache sizes and more aggressive out of order execution and eventually to increases in core count with
the introduction of chip multi-processors.

With the end of Dennard’s scaling [54], processors are increasingly limited by the power wall [84] leading to
the Dark Silicon era [57] where it is not possible to continue to power all the transistors on a chip at the same time.
These trends increasingly limit the advantages in performance that are possible from traditional architecture
optimizations as well as the use of multi-cores since it is not possible to power these additional resources.
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One of the promising approaches to continue to gain performance in this environment is hardware accelera-
tion/specialization: by creating dedicated accelerators for important applications we can bypass the performance
and energy overheads of general purpose processing, improving both performance and energy efficiency [83]. For
example, modern mobile System-on-Chips (SoCs) include multiple accelerators for common application classes
including GPUs, Neural Processing Units (NPUs), video and audio accelerators as well as others. Moreover, due
to overheads in moving increasingly large data around, processing support is also being investigated in memory
and storage, making additional processing available within the system [33, 140].

As a result of these trends, computing systems are already heterogeneous and are forecast to continue to be
increasingly so [45]. Primarily, these heterogeneous elements are integrated into the system as co-processors
tasked by the CPU, but it is likely that more flexible models may evolve [180]. The heterogeneous€PU/accelerator
computing approach improves resource utilization, while CPU offloads compute-intensive tasks
it remains idle to perform latency-critical applications, at the same time. The federation of lat
and throughput oriented accelerators provides both performance and energy efficiency fo
computational tasks.

CPU GPU FPGA

Interconnect

System Memory
(e.g. DRAM, NVM(PCM/3D-xpoint, RRAM, .
3D-stacked Memory (HBM, HMC

age

Fig. 1. Overview )Mok geneous system components

The most common accelerators in cur

e Graphics Processing Unit (GPU):
including embedded s s, mobile phiones, personal computers, and workstations. They were primarily
used to optimize the mance of graphics and multi-media heavy workloads. Thelr highly parallel

s) are also increasingly integrated on computing servers, computatlonal
¢lerate a broad range of applications from domains including security, computer

Field-Programmable Gate Array (FPGA): FPGAs implement re-configurable hardware to speed up

application-specific tasks, particularly for cloud computing applications. FPGAs have been increasingly

used in computational clouds to accelerate highly sensitive applications including cryptography, financial
modeling, and genomic sequencing. Recently, FPGAs have been also tightly integrated on the same chip as
the CPUs to offer cache-coherent memory systems for even better performance [88].

e Domain-Specific Accelerators: New domain-specific accelerators (or ASIC accelerators) are being de-
signed and released each year to accelerate a variety of applications, mostly in the domain of machine
learning and artificial intelligence such as speech recognition and video object detection. These specialized
accelerators optimize memory use and the use of lower precision arithmetic to accelerate calculation and
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increase the throughput of computation, as a result, provide major improvements in energy and perfor-
mance. They include Tensor Processing Units (TPU) [74] deployed in data centers and clouds, and Neural
Processing Units (NPU) [61] tightly coupled with the main processors. Specialized hardware accelerators
have been recently designed to exploit data specialization and parallelism for many other application
domains as well, including cryptography[144, 221] and audio/video/image processing[159, 172].

These accelerators as co-processors are connected to the main processor (CPU) and also memory subsystems
through high bandwidth interconnect to build a heterogeneous system. In addition to provide heterogeneity in
processors, future systems are likely to be deeply heterogeneous in memory subsystem. New memory technologies
are proliferating, including Non-Volatile Memories (e.g. Phase Change Memory (PCM) [218], 3D-xpoint [2], and
Resistive RAM (ReRAM) [217]) and 3D-stacked Memories with different architectures (High-Baﬁa idth Memory
(HBM) [107] and Hybrid Memory Cube (HMC) [154])) that enable a new design paradigm ‘gcessing-in-
Memory (PIM) [33].

These new memory technologies/architectures are different in latency, bandwidth, power
and other new design parameters such as persistence. To build large, fast, and reliab
power, future systems will combine different memory technologies [125]. Fig
main components in heterogeneous system architecture.

the overview of

3 ATTACK TYPES

Our focus in this survey is on microarchitectural attacks, primarily
injection attacks. Microarchitectural covert and side channel atta
different applications compete for shared microarchitectu
buses. Over the last several years, covert and side chann 1
to modern computing systems. In addition, they haye,

annel attacks, as well as fault
nded leakage that occurs when
2 ches, ports, or interconnection
ttacks hawe been shown to pose a substantial threat
leveraged as a critical part of transient execution

m outside its physical operating envelope. Originally,
evice or bombarding it with radiation. However, recently,
ered that can cause exploitable faults. Perhaps the most widely
8, 203], where repeatedly accessing DRAM memory rows induces

such attacks were conducted physically b
software controlled attacks have been dis
studied is the Rowhammer att
faults in neighboring rows.

acks that are exploitable by software since these can be exploited by a
e able to run on a victim machine) without physical access. Further, we do not
ch as hardware trojans [190] as part of our threat model.
ection, we overview microarchitectural attacks in more detail.

When a micrearchitectural structure is shared between two processes, they observe unintentional side effects due
to contention on this resource. In the context of traditional systems, attacks have been developed on a variety
of microarchitectural structures, including different levels of cache [80, 90, 100, 123, 155, 212, 226, 230], branch
predictors [59, 60], random number generators [58, 163], and others [47, 105].

Covert- and Side-channel attacks: In a typical covert channel scenario, two malicious processes (Spy and
Trojan) run concurrently on the system and co-operate in building an unintended communication channel to
transfer secret data. In a side channel scenario, there is no co-operation. One malicious application (Spy) gets
access to the system and extracts secret or sensitive information from a Victim application that is running on the
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same system. In both channels, there is no direct channel between two applications based on the security policy
of the system.

In the context of microarchitectural channels, both covert channel and side channel can be built by creat-
ing/monitoring contention on shared hardware resources. For example, in a covert channel, the Trojan (sender)
creates contention on a shared resource (e.g. cache) to send "1" and does nothing for a while to send a "0", and the
Spy (receiver) measures the access time to the shared resource to decode the transferred bit. In a side channel, a
Spy application measures the access time to a shared resource to observe contention from Victim application’s
activities, which are potentially correlated to its secret data due to some data dependent software or hardware
implementation details. By analyzing the collected data, the Spy can extract the Victim’s secret data. Alternatively,
a Spy application can get access to the processor and measure the execution time of the Victim process to build a
timing side channel. Figure 2 shows an example of a timing side channel to extract the secret encryption key
through the execution time, while the CPU is encrypting the data using Victim’s secret key

Although timing is a commonly used source of
leakage, covert and side channels can be devel- .~ Encryption Key (Secret)
oped using other leakage vectors as well, including !
power, electromagnetic, acoustic, and thermal ema- |
nation [64, 65, 129]. Typically, these attacks require -
physical access to the system for the measurement, *
although software accessible measurements of power
are offered by some systems [118].

In traditional microarchitectural channels, a Spy
process can remotely get co-located with the Vic-
tim/Trojan by launching and executing its process
on the same processor, simultaneously with the V.
tim/Trojan, which is a common threat model in v
tualized systems and multi-tenant clouds;
of our threat model because they require
microarchitectural structures.
Transient Execution attacks: Recently,
called transient-execution at [
and microarchitectural data

111}

Analysis to recover

oy p

ovel class of microarchitectural attacks have emerged on CPUs,
as well-known Meltdown [119, 202, 214], Spectre [110, 112, 131],
(MDS) attacks [42, 163, 173, 204] that rely on side channel attacks. In these

can be observed on
of the s i

7 since we review the attacks that arise beyond the CPUs and current accelerators do
ot require, due to high parallelism) out-of-order and speculative execution that are

future architectures, in which case this threat model may become relevant again.

3.2 Fault Injection Attacks

In fault injection attacks, the attacker alters the correct functionality of a system by injecting malicious faults.
Typically, the attacker applies physical stress (such as clock glitches, supply voltage glitches, electromagnetic
(EM) pulses, and laser shots) on the microprocessor to induce hardware faults [233]. However, recent works
exploited software interfaces to inject fault leveraging dynamic voltage and frequency scaling (DVFS), or through
access behavior utilizing Rowhammer on DRAM.
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DVFS in modern processors is an energy management technique that saves energy by regulating the frequency
and voltage of the processor cores according to runtime computing demands. In a typical DVFS scheme, kernel
level drivers control the frequency and voltage of a processor through on-chip regulators. An adversary can
exploit the interface between the software drivers and hardware regulators to induce faults in a multi-core
processor. Recent works exploited this software-based voltage control to inject faults into a trusted execution
environment such as Intel SGX and ARM Trustzone [102, 139, 160, 187].

Rowhammer based attacks are the most well-known
fault injection attacks in modern computing systems [63, Step 1: Fault Injection Step 2: Fauit Exploitation

78, 79, 108, 203]. As it is demonstrated in Figure 3, DRAM
Rowhammer exploits a vulnerability in system DRAM, 5 : i
in which repeatedly accessing a row of memory (ham- @[ Rown weesbrs o |
. i
&S

mering) can cause bit flips in adjacent rows, leading to ‘%
extremely dangerous exploitations like privilege escala- ‘ ’
tion of a normal user to a system administrator. S =" g

Most microarchitectural covert and side channel at-
tacks and Rowhammer attacks (and other software-based
fault injection attacks) have focused and developed on
the CPU and its structures However, modern computing systems are in

> up of a federation of the
it is essential for hardware
security researchers to understand how microarchitectural attack
and how to secure the systems against potential attacks.

The push for improving the performance and effic
transition from homogeneous to heterg

ors and memory subsystems and the ongoing
inevitably creates new threat models and security
fferent heterogeneous elements and therefore expose
jeious software can operate. Moreover, different components
tentially impact attack opportunities. It is important to understand
systems should be designed to mitigate them. In this section, we

new interfaces and operating points from w
offer different computatlonal models that ca

challenges to develop m
In comparison with

ulti-core CPUs, heterogeneous systems provide the attackers with unique
cts, including:

ng more co-location opportunities to build microarchitectural attacks. Massive parallelism in
accelerators ates development of high bandwidth and high quality attacks. Moreover, new programming
models or AP ered by accelerators (e.g. GPU-accelerated Web APIs) can expose additional attack opportunities.
Of course, these attacks also introduce new challenges in terms of how to reverse engineer these new components
and how to control scheduling and co-location to create attack opportunities.

(2) New attacks across components (accelerator to CPU, or to other components); This new class of microar-
chitectural attacks relieves the attacker from co-location even on the same processor and can bypass existing
defense mechanisms that mainly focus on one component of the system. However, synchronization across these
components with frequency disparity and completely different architecture and computational models will be a
critical challenge in developing a robust and error-free attack. In addition, to develop microarchitectural attacks
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across the components (e.g. CPU and accelerator on the shared resource) with asymmetric view on the shared
resource, an attacker requires to reverse engineer access hierarchy from both asymmetric sides, making it more
challenging.

(3) Complex interconnect and memory can create new contention and co-allocation opportunities; The access
from multiple components (with substantially different memory request pattern and intensity) to the bandwidth
and throughput limited interconnects can lead to interference and facilitate contention-based and cross-component
microarchitectural attacks. Efficient data sharing and transferring across the components (CPUs and accelerators)
to support heterogeneous computing also necessitates optimizations in the protocol layer of interconnects (e.g.
support of hardware coherency), that lead to new attacks. In addition, emerging memory techn010g1es and
architectures offer new sharing opportunities (e.g. logic units in PIM) for attackers.

(4) New defense mechanisms are needed Ex1st1ng defense mechanlsms are primarily desi ned to isolate

run within different processors (CPUs or accelerators) or span several components.

While heterogeneous systems are being widely deployed in computing pl:
expand our understanding of the threat model within these systems that can
such attacks.

4.1 Overview of the survey

Previous works surveyed both microarchitectural attacks and d

e main focus on CPUs [41, 66,
185, 222]. In this survey, we review microarchitectural atta, '

t and side channels) and fault

(Section 7): this section reviews attacks
categorize and discuss the attacks based'
categories, we overview th isti
including attacks from a co-lo
attacks that span sever
Sections 5, 6, and 7. Wi sider three different modes on how the malicious software may have access
to the victim’s machine the attack; (1) As a co-located malicious application (e.g. a downloaded app);
(2) Through co-loca “cloud; and (3) Through web interfaces. We discuss the first two access modes
C discuss the new attacks that originate from the web in heterogeneous systems in
Section 8.

5 SECURITY OF ACCELERATORS

Accelerators in heterogeneous systems could be either a target of an attack themselves or alternatively serve as a
vector for launching or amplifying attacks targeting the CPU or other components.

An important pre-requisite to all microarchitectural attacks is colocation: how can the attacker position itself
(i.e., its running code) such that it is in a position to interact with the victim, for example, to cause a fault,
or to cause contention and measure side-channel leakage. While this is a problem also in CPUs and on the
cloud [168] the problem is different in heterogeneous systems due to the heterogeneity of available resources and
the different placement algorithms. For accelerators, the presence of parallelism further complicates the problem:
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Components Attacks Threat Models Attacker's
Software Access

(Summarized in tables)

(Section 5)
Co-located Spy
within accelerator

Covert/side channels &
SW-based fault injection attacks
within accelerators

_
(Sections 5,6, and 7)
Accelerator Covert/Side Channels &
- SW-based fault injection attacks « Co-located malicious
(Section 5) ASIC Accelerators across components (CPU and application
accelerators) .
Heterogeneous
System Protocol layer (Section 5,6, and 7) L
(cache coherence, ...)
Contention-based covert and side Cross-Component:
channel attacks —

Physical layer

= Accelerator-accelerator
« CPU-accelerator
= Accelerator/NIG-mem:

(Section 6)

Network-resource based covert and
side channel attacks (RDMA,...)

DRAM
= - (Through Accelerators or Network
3 merging memory (NIC))
(Section 7) technologies/designs

—
me open research directions)

for example, on a GPU, some attacks may require placement.on r SM in Nvidia terminology) to
cause contention on the resources of that core. This may /quire er to reverse engineer the placement
rocegsor/accelerator (e.g., spy and trojan in covert
ation. Then, based on their co-location options,
shared microarchitectural resources. The attacker

may also exploit these schedulers to try
reduce the noise.

With the proliferation of accelerators in
ming support is also being
result microarchitectural attag
FPGAs, Al accelerators) ti
In such systems, some
are shared across pr

-tenant clouds and HPC clusters [36, 75, 136, 177], multiprogram-
ved in accelerators [3, 4, 25], making resource sharing and as a

important works in extending the trusted execution to these accelerators in heterogeneous systems.

5.1 Security of GPUs

GPUs, as the most common accelerators are important components of heterogeneous systems due to their superior
performance and power properties for both general-purpose computational and multimedia workloads. GPUs
are part of computing platforms at all scales: at the mobile and embedded system scale, GPUs are often used
because of their high performance on multi-media and machine learning workloads. In laptops and personal
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computers, GPUs provide support for graphics and multimedia workloads. On server-class machines, GPUs are
used to support data-intensive workloads that fit their programming models.

GPUs come in two forms (1) discrete GPUs: a separate device, which is connected with the rest of the systems
typically using a PCle bus (or NVLink in new generations of Nvidia GPUs [145]), which addresses a separate
physical memory; (2) Integrated GPUs (iGPUs): which are built on the same die as the main CPU and physically
share the same system memory. Figure 5 demonstrates how discrete and integrated GPUs are connected to the
CPU.

GPUs were originally designed to accelerate graphics and multimedia workloads. They are usually programmed
using application programming interfaces such as OpenGL for 2D/3D graphics [29], or WebGL [31] and We-
bGPU [7] which is usable within browsers. On embedded systems like smartphones and tablet computers, a
modified version of OpenGL is available called OpenGL-ES [28]. In the past few years, GPU manufacturers have
also enabled general purpose programmability for GPUs, allowing them to be used to accelerate data-intensive
applications using programming interfaces such as CUDA [24], OpenCL [27], and Vulk

Despite their improving performance and increasing range of applications, the secu
and other accelerators have not been studied until recent years. Olson et a
vulnerabilities and security threats for accelerators based on threat types into :
of Confidentiality, Integrity, or Availability. They also classify the risk ¢ in terms of what part of the
accelerator attacks affect. Although the paper offers no concrete attacks, it : ‘security of accelerators
warrants significant attention.

Perhaps because they are the most widely deployed accelerat

s of GPUs
oped a taxonomy of

how to design them to be secure.

s at both hardware/architecture and software
levels. They exploited these vulnerabilities to demonstrate pr al attacks and also proposed mitigation against
some of them. Mittal et al. [183] present ¢ ey of t iques for analyzing and improving GPU security. They
classify GPU security vulnerabilities an potential countermeasures. However, this classification
d since 2018. Moreover, the focus of the survey primarily

the few covert and side channels that were published at the time. Since then,
ks have appeared on GPUs.

¢ attacks and defenses on GPUs in terms of microarchitectural covert and
side channel attacks/, ed fault injection attacks, and also some related attacks on GPU software stack.

denial of service, malware,
many new microarchitect

We also discuss the ¢ anisms against microarchitectural attacks and survey the most important works
on extending th cution environment to GPUs in Section 5.4. Table 1 summarizes the attack, threat
model, Ieaka; icroarchitectural structure, and the attacker’s goal on existing GPU microarchitectural
attacks.

5.1.1 Covertand Side Channel Attacks on Discrete GPUs. In recent years, several works developed microarchi-
tectural covert and side channel attacks on GPUs. These covert and side channel attacks can be categorized in
several ways, based on: (1) the threat model; whether the spy launches the GPU kernel and measures the leakage
from the CPU (host) side, or the spy is co-located on the GPU with the victim process (either concurrently or with
fine-grained context switching) and measures the contention on the shared resources through different leakage
vectors; (2) leakage vector (e.g. timing, performance counters, EM, and power traces); (3) microarchitectural
structure that causes the leakage; and (4) the attacker’s goal (e.g. recovering encryption keys, DNN model
extraction, workload detection).
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CPU PCle GPU CPU GPU
¢ - ¢ @ j[ soc
System GPU
Memory memory System Memory
(a) (b)

Fig. 5. GPU in system (a) Discrete GPU; (b) Integrated GPU

In this section, we review the existing works in two categories based on their threat
attacks in which leakage is measured from the CPU side and then attacks that are de co-located spy
on the GPU. /
Attacks from the CPU: In these attacks, the attacker typically launches
secrets and attempts to determine from its data-dependent behavior (typic
workload) information regarding the secret. We overview these attacks

which require several expensive memory operations. E
requests (unique cache lines) after coalescing. Thus, in

door for a timing attack where the encryptlon time i | fer the likely key. Ahn et al. [34] demonstrate
that [94] is not apphcable to modern GPU ( che microarchitecture in which cache lines are being
accessed at the “sector” (i.e., 32B) granul nto the L1 cache. When data was accessed in cache
line (128B) granularity and combined wi
easily loaded into the L1 cache. However,

cache and the positive correlation between the number of unique
ime no longer exists. Ahn et al. [34] propose Trident, a hybrid GPU timing
proposed attack, they leverage negative timing correlation (as data that

thin the warp. They use these key-dependent differences in timing to correlate measured
execution time to the key at the last round of the AES encryption as it executes on the GPU. Luo et al. [128] present
a timing side channel attack on GPU accelerated RSA encryption. They use two existing optimizations: Sliding
Window Exponentiation and Montgomery Multiplication and exploit the correlation between total execution
time of a message decryption and the number of reductions in each window of decryption to extract the RSA
private key.

Wang and Zhang [210] propose a profiling-based side-channel attack to fully recover the AES encryption secret
key. Rather than execution time, they profile two performance matrices, the number of the memory load and
memory store requests. Based on these, the number of unique memory load requests in the last round encryption
for each byte except the first byte then can be determined. They recover 16-bytes AES key byte by byte. They
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Table 1. Summary of microarchitectural attacks on GPUs (dGPU: discrete GPU, iGPU: integrated GPU)

co-located spy

(memory reads

Attack Threat model | Leakage Microarch Attacker’s goal
structure (for side channel
& fault injection)
Jiang et al. [94] side channel from CPU timing caches & memory AES key recovery
to dGPU coalescing unit
Ahn et al. [34] side channel from CPU timing caches & memory AES key recovery
to dGPU coalescing unit
Jiang et al. [95] side channel from CPU timing shared memory AES key recovery
to dGPU B
Luo et al. [128] side channel from CPU timing GPU’s parallel RSA key recovery
to dGPU execution & blocking
(e.g. warp divergence)
Wang and Zhang | side channel from CPU perf counters memory
[210] to dGPU (loads & stores
Hu et al. [87] side channel from CPU & EM & bus snooping DNN model extraction

within dGPU /writes)
Naghibijouybari | covert channel | co-located timing
et al. [141] spy
Nayak et al. [143] | covert channel | co-located spy | timing -
within dGPU
Ahn et al. [35] covert channel | co-located spy | timing -
within dGPU
Naghibijouybari | side channel co-located spy memory, caches Website fingerprinting,
et al. [142] within dGPU & instruction issue keystroke timig and

DNN model extraction

Wei et al. [96]

side channel

Liu et al. [124]

side channel

caches & memory

DNN model extraction

memory &
computation units

workload detection

Dutta et al. [56]

LLC & ring bus

Frigo et al. [62]

DRAM

scape Firefox sandbox,

Sabbagh et al.
[169]

calculate the
and compare i

break ASLR and
remote code execution
VFS - Recover AES keys
software interface
(using GPU driver)

successfully extract the exact byte key.

Hu et a. [87] propose DeepSniffer, a learning-based DNN model extraction framework. They obtain the complete
model architecture information while running on GPU without any prior knowledge of the victim model. Through
electromagnetic (EM) side channel and bus snooping attacks on discrete GPU’s memory bus and also Peripheral
Component Interconnect express (PCle) bus that connects discrete GPU to the CPU, they collect architectural
hints (e.g., volumes of memory reads/writes and memory access traces) from the CPU side or a co-located spy
on GPU. They use the correlation between extracted architectural events and model internal architectures to
recover the DNN models.

unique memory load requests with 256 possibilities of a single byte of the AES key
the profiled number. By repeating the same procedure with different input data, they can
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Attacks within the GPU: The attacks discussed so far are measured from the CPU side, requiring the spy to be
able to launch (or anticipate the launch) of a GPU kernel to measure the execution time, performance counters,
or other leakage vectors.

With the widespread deployment of GPUs in end-user devices, major cloud platforms [36, 75, 136], HPC clusters,
and all computing domains including security sensitive ones, and at the same time increasing multiprogramming
support in modern GPUs [3, 4, 25] to improve resource utilization, general covert and side channel attacks
between co-located applications become substantial threat models. As an example, in a multi-tenant GPU-based
cloud, a malicious VM can now spy on other applications that share a GPU (a side channel attack) or collude
with another to covertly communicate sensitive information to bypass information isolation boundarles (a covert
channel attack). ,y

This is a new threat model and offers substantially higher access for an attacker to colocat
victims. Because the attacker and victim are separate programs, it is also possible for covert chanr
conducted where a spy and a trojan are attempting to covertly communicate through mi
This threat model does not apply in the CPU to GPU scenario since both the CPU an
the same process. We review the most relevant efforts in this space next.

The first work in this area was by Naghibijouybari et al. [141, 142] who i
channels between two concurrent applications on the GPU. They firs
concurrent applications on General Purpose GPUs (GPGPU), charact

and spy on

éntion on different shared
[141], including L1 and L2
PU hardware schedulers can
prevent interference of other

GPUs) are feasible on GPGPUs. Nayak
on another resource, GPU’s shared last level
translatlon lookaside buffer(TLB). Ahn et al. [35] observe tha U’s on-chip network (NoC) connects Streaming
Multiprocessors (SMs) at one level and alg t another level. They exploit the contention on these
shared on-chip interconnects to build mi covert channels within discrete GPUs.

channel attacks that can be launched within both the

attacks where the spy can eave execution with the victim to extract side channel information. The first
attack implements website fir

attack uses a CUDA y on the computational stack of GPU to infer the internal structure of a neural network
application, which is often a trade secret (a model extraction attack). When a victim is running concurrently
on the GPU and utilizing the shared resources, depending on number of input layer size or other parameters
of neural network model, the intensity and pattern of contention on the cache, memory and functional units is
different over time, which they demonstrated creates measurable leakage in the spy enabling the model to be
extracted.

Wei et al. [96] conduct a similar attack to infer the hyper-parameters of a Deep Neural Network model. Rather
than the concurrent running of applications on GPU (as in [142]), they consider fine-grained time-sliced sharing
of applications and exploit context-switching penalties on performance counters as leakage vector. Although in
direct response to side channel attacks presented in [142], Nvidia released a patch [6] in their new GPU drivers
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to disabling the normal users to access to the performance counter, Wei et al. bypass this patch by downgrading
the GPU driver on the spy VM which is invisible to the victim. Zou et al. [238] also utilize performance counters
on GPUs as features fed to machine learning based classification models to classify running workloads on GPU
accelerated HPC systems. This work is not a covert or side channel and does not include any threat model
(performance counters are measured by the same application for workload characterization).

Liu et al. [124] investigate a side-channel attack in virtualized GPU environments. Specifically, the attack
originates from one virtual machine to another where both share the same physical GPU, and each virtual
machine has its own GPU system stack. In such settings, GPU hardware performance counters are (typically)
not available to VMs. They conduct a side channel on Intel integrated GPUs, launch an OpenCL-based probing
application that does some read-compute-write pattern of operations to create contention on different resources
on GPU, and measure the execution time as coarse-grained information leakage. Then they utilize machine
learning approaches to identify the victim’s GPU workload among a small set of several ente 1
learning workloads.

systems against existing covert and side channel attacks. We review the exist wo categories: (1)
Defenses against the attacks from the CPU to GPU, and (2) Defenses with ainst the attacks from a
co-located spy. ” '
Defenses against the attacks from the CPU: To prevent sid
predictable memory coalescing
ral ways including the number
oth. These randomization techniques
-based timing attacks by making the relationship

propose BCoal, a mechanism to further re

address the limitations of RCoal in terms
technique that generates the:number of co
as buckets), irrespective of pro;
values, the variance in the

] PU accelerated AES encryption against both timing and cache based side channels, Lin et
al. [117] proposed a new software-based mechanism. They rely on Scatter and Gather approach which slices and
re-organizes the AES pre-computation tables such that key-dependent table lookups will not leak any timing or
address pattern information. This software based approach is specific to AES encryption.

Defenses within the GPU: To mitigate the attacks from a spy co-located on the GPU, Xu et al. [223] propose
GPUGuard, a dynamic decision tree based detection and a hierarchical defense framework that can reliably
close contention based covert and side channels on GPUs. Once contention on different resources is detected
across the concurrent applications, they use GPU-specific characteristics to isolate contending applications into
security domains at different hierarchy levels to maximize sharing (and performance) when it is safe, but to close
contention based channels when there is a possibility for the existence of attack.

ACM Comput. Surv.



14+ Naghibijouybari, Koruyeh and Abu-Ghazaleh

Nvidia designed Multi-Instance GPU (MIG) Technology [146] in their new generations of discrete GPUs
(Ampere). In this design, GPU can be securely partitioned into separate GPU instances for multiple users with the
isolated paths through the entire memory system; the on-chip crossbar ports, L2 cache banks, memory controllers,
and DRAM address busses are all assigned uniquely to an individual instance. Although this feature is designed
for performance and optimal GPU utilization, it can potentially mitigate covert and side channel attacks by
isolating concurrent applications on discrete GPUs.

GPU-accelerated computing is being increasingly deployed in multi-tenant clouds and virtualized environments
for a broad range of applications including DNN and sensitive workloads. In addition, clouds, data centers, and
HPC clusters are equipped with multi-GPU systems [18] to offer high performance computing for large-scale
AI/DNN workloads. All of these emerging computing platforms provide novel opportunities for attackers to
co-locate and as a result share hardware resources Wlth the runmng applications and extrac sensitive data

beyond the CPUs to include the spemahzed and general purpose accelerators and also n
(e.g. CPU-GPU, Multi-GPU) attack scenarios in heterogeneous computing systems '
require investigating all threat surfaces in different platforms (with differen
defenses that mitigate such attacks.

5.1.3  Attacks on Integrated CPU-GPU Systems. In integrated heterogene
and FPGAs) are tightly integrated on the same die as CPUs (as show
resources such as last level cache and memory subsystem. This i
that exploit common resources to create interference between the
microarchitectural attacks.

Dutta et al. [56] develop covert channels (secret commu
CPU-GPU systems in which two malicious applica

: els that exploit contention) on integrated
n two different components (CPU and iGPU)
cross-component attacks require solving new
ication ends (one on the CPU, and the other on the
GPU). These problems include the diffe snemory hierarchy, reconciling different computational
models and memory hierarchies, the nee ization across heterogeneous components with frequency
disparity, and creating reliable fine-grained timing mechanisms. By overcoming these challenges, they constructed
two covert channels in cro onent sysfems. The first covert channel uses the shared LLC cache between
CPU and GPU in Intel’s integrates ctures and implements a PRIME+PROBE style attack. The second
attack is a contention b ; eting the ring bus connecting the CPU and GPU to the LLC.

problems due to the asymmetric natur

systems in recent years (voltage scaling-based fault injection [139, 187] and Rowhammer [63, 108]), a few recent
works investigated and developed such attacks in GPU systems.

Sabbagh et: aY [169] present the first non-invasive fault based attack on GPUs called overdrive attack. They use
software interfaces to the GPU driver to customize the GPU hardware settings, including voltage and frequency
scaling (VES). Leveraging this feature, they inject random faults during GPU kernel execution that can cause
silent data corruption (SDC). They exploited SDC-based injected faults into an advanced encryption standard
(AES) running kernel to recover all the keys.

Frigo et al. [62] develop web-based GPU accelerated Rowhammer attack on memory in integrated CPU-GPU
systems in mobile SOCs. In such integrated systems, the memory subsystem is shared across CPU and GPU,
and they demonstrate that GPU can be utilized to amplify the Rowhammer attack. They exploit bit flips from
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Rowhammer to escape the Firefox sandbox, break ASLR and obtain arbitrary read and write primitives for remote
code execution.

Perhaps not surprisingly, GPUs are also vulnerable to fault injection attacks. In fact, their large degree of
parallelism and high memory bandwidth may make them more vulnerable to attacks such as Rowhammer because
they are able to generate accesses faster than CPUs. We believe that the threat these attacks pose especially when
they can potentially be controlled by software without requiring physical access should be considered as part of
securing GPUs and other accelerators. It is possible that general solutions to Rowhammer such as Para [108] and
Target Row Refresh (TRR) [116, 135] could also protect GPU memories, but other fault injection vectors such as
voltage control should also be considered.

5.2 Security of FPGAs

FPGA-accelerated computations are increasingly being used in low-cost embedded devices to]
multi-tenant clouds [10, 15, 177], as they can be reconfigured for the needs of different, '
Like other accelerators, FPGAs also provide high performance processing with e
GPUs (Figure 5), FPGAs can be connected to the system using PCle bus as a discrs

or connected tightly on the same die with CPU in an integrated form. In thi i
existing attacks on FPGAs in heterogeneous systems and discuss possible futu icroarchitectural attacks on
multi-tenant FPGAs in the clouds.

5.2.1 Covert and Side Channel Attacks: FPGAs are being increas
15, 177]. To date, both Microsoft and Amazon clouds allow o1

environments across components.
Giechaskiel et al. [68] demonstrate that while th

PSU between FPGAs, GPUs, and CPUs 4
GPU-to-FPGA covert channels between
Tian et al [192] observe that memory

oards, without the need for physical access.

ween the host computer and an FPGA board become a
bottleneck when two or more FPGAs from same Non Uniform Memory Access (NUMA) node within a server
are accessing memory simu usly. Through observing PCle contention, they can find which FPGAs are co-
located in the same NUMA ithin a server. Giechaskiel et al.[70] exploit the interference and bus contention
on shared PClIe bus to co; annel and side channel within a NUMA node to leak information across
separate virtual machine: g in an FPGA cloud.

Additionally, integrate U:FPGA platforms connect the FPGA tightly into the CPU bus interconnect giving
the FPGA.direct CPU last level cache and memory [88]. This tight integration provides an adversary
nity on the system across the components. Weissman et al. [215] develop shared last
level cache bz t channel attacks between CPU and integrated FPGA.
hreat model, Ye et al. [231] study cross-component attacks in CPU-FPGA embedded systems
using malwaré and hardware trojan: 1) CPU to FPGA attacks, accessing the secret data in shared Block RAM
(BRAM) by a malicious application on CPU side through DMA or monitoring the data transfer on the bus line, 2)
FPGA to CPU attacks, embedding a hardware trojan into FPGA to leak or modify the secret data on CPU side. To
mitigate these attacks, they also extend the CPU-based hardware isolation primitive to the heterogeneous FPGA
components (we will discuss it in Section 5.4).

While allowing multi-tenant FPGAs can improve the resource utilization on the cloud, it is still under investiga-
tion and not currently deployed in cloud computing architectures. However, researchers in academia and industry
have been investigating the security of spatial sharing of FPGAs where the FPGA resources are spatially shared

ACM Comput. Surv.



16 « Naghibijouybari, Koruyeh and Abu-Ghazaleh

among multiple users (i.e., it holds multiple designs at the same time) [201]. Sadeghi et al. [235] study the security
of multi-tenant FPGAs in clouds against different classes of physical attacks, including remotely-exploitable
physical attacks.

Sharing an FPGA fabric between multiple users (IP cores) in multi-tenant FPGAs leads to some attacks through
the shared physical resources on the chip. Gnad et al. [72] propose a voltage-based covert channel in multi-tenant
FPGAs. They exploit voltage fluctuations in the Power Distribution Network (PDN) (shared for the full FPGA
chip) to build a covert channel between two users that reside in two different logically isolated FPGA areas.
Glamocanin et al.[71] also exploit the shared PDN between multiple FPGA tenants in a real cloud system to
develop a remote power-analysis attack and recover AES key.

Given the distributed interconnect in FPGAs, even if the logic elements for different sub-ciréaits are isolated,

(receiver) circuit. Giechaskiel and Szefer[69] identify that medium wires are
demonstrate that medium wires of victim designs can leak information to a
wires. They also present a new source of information leakage through the i

JX) outputs are sensitive to
it this leakage to detect changes in

stimulation [127]. Tian et al. [193] observe that he
another user who later uses the same FPGA. The leakage to construct covert channel.
¢s on FPGA: cloning/overbuilding, reverse engineering
to steal the des1gn, tampering, spooﬁng, i ervice. To study the secure use of FPGAs in the cloud,
Turan et al. [199] survey existing research
intellectual property, and a discussion on secure shared use of FPGAs. All of these attacks and many similar
physical attacks are out of ope of this survey. Our focus is on microarchitectural attacks, so we do not
discuss these types of attac tail in this article.

However, some of the "

voltage or power s

encryption, from FPGA to CPU in an SoC.
In general, FPGA security against microarchitectural attacks and potential secure design principles remain in
the early stages. As sharing models for FPGAs continue to mature, and they continue to be integrated within
heterogeneous systems, we believe that these threats will grow. Anticipating potential attacks and developing
techniques to enable sharing without vulnerabilities is important at this stage of FPGA development.

5.2.2  Fault Injection Attacks: Fault injection attacks have also been studied on FPGAs. Many of these physical
attacks require physical access for stimulation to inject the faults. Canivet et al. [43] presents voltage glitch and
laser fault injection attacks against a secured AES architecture implemented on FPGA. Rakin et al. [165] propose
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Table 2. Summary of microarchitectural attacks on FPGA-based systems (including remote side channels and SW-based
fault injection attacks)

Attack Threat model Leakage Structure
Giechaskiel et al. [68] | covert channel FPGA-FPGA power power supply unit
(remote) FPGA-CPU (voltage fluctuations)
FPGA-GPU
Tian et al. [192] Reverse-engineer co-location | cross-FPGA contention PCle
of FPGAs in cloud (cross-VM)
Giechaskiel et al.[70] | covert channel cross-FPGA contention PCle
& side channel (cross-VM)
Gnad et al. [72] covert channel multi-tenant FPGA | power power distribution
(remote) (cloud or SoC) (voltage fluctuations)
Glamocanin et al.[71] | side channel multi-tenant FPGA | power
(remote) (cloud) (voltage fluctuatios
Gravellier et al. [76] | side channel FPGA-CPU
(remote) (SoC)
Zhao and Suh [236] side channel FPGA-FPGA
(remote) FPGA-CPU
(SoC)

Weissman et al. [215] | covert channel, side channel | CPU-FPGA
& Rowhammer
Krautter et al. [113] SW-based fault multi-tenant power distribution
injection attack uctuations) | network

LLC, DRAM

a hardware based fault injection attack on a mult { hey exp101t and overload the shared power

duplication of selected DNN model wei
off-chip memory and on-chip buffer. M

Recently, some software-b fault injection attacks have been developed on FPGAs. Krautter et al. [113]
demonstrate that a spatiallf : ically separated attacker in one region of the FPGA fabric can inject faults to a
[ supply voltage drops generated by means of malicious switching activity
It attacks in multi-tenant FPGAs. Weissman et al. [215] develop Rowhammer
st’s main memory in mtegrated CPU FPGA systems Table 2 summarizes the

5.3 Securit

Recently, domain-specific accelerators have emerged to continue to improve performance and efficiency of
computing systems. Many Application-Specific Integrated Circuit (ASIC) accelerators specialized for a particular
domain of applications are being proposed; for example, these include accelerators for ML/Al/Deep learning [61,
74], audio/video/image processing[159, 172], cryptography[144, 221], and many other tasks[51, 82, 164, 198].
ASIC accelerators exploit specialized operations on domain-specific data types, parallelism, as well as local and
optimized memory to offer orders of magnitude improvements in performance compared to general-purpose
processors such as CPUs, or even GPGPUs. In this subsection, we overview the security of this emerging class of
hardware accelerators and possible future directions.

Domain-Specific Hardware Accelerators
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5.3.1 ML/AI Accelerators: The importance of machine learning workloads has recently played a critical role in
the design of computing hardware and software systems targeted towards making them more efficient for both
training and inference and at a variety of scales. For example, there are numerous proposals for accelerating the
performance of inference and training, leading to products such as Google’s Tensor Processing Units (TPUs) [74],
and Tensor Cores integrated with Graphical Processing units in new generations of GPUs [26], as well as a class
of accelerators being termed Neural Processing Units (NPUs) [61] already being integrated with high-end Mobile
SoCs and phones [11]. Moreover, a large number of systems and accelerators dedicated to accelerating machine
learning training and inference [38, 39, 48, 86, 179, 205] continue to emerge.

These emerging accelerators with unique architectures and optimization infrastructures introduce potential
new microarchitectural attacks. In addition, existing hardware and microarchitectural attacks can be generalized
to these new accelerators. For example, present works on microarchitectural side channel afta
accelerated ML and DNN model extraction [87, 96, 142] can be implemented on spec1ahzed M
as TPUs and NPUs. In addition, some efforts have already demonstrated that fault inje
to compromise ML classifiers [126], and can be generalized to the systems with spec

Another class of critical attacks on ML is adversarial attacks [73] that m
the ML model to misclassify and cause incorrect results that can be benefi
detect adversarial examples and defend against (or increase the robustn odels against) adversarial
attacks, recent works rely on hardware acceleration (e.g. [171, 208], or h: pport through approximate

5.3.2 Other ASIC accelerators Although most of ASIC acceler or f{)d proposals have been focusing
very domain of computations
m spec1allzed accelerators. This includes
hy[144, 221] and many other workloads. All

specific accelerators will lead to inform, : infegrity violation of systems. However, to the best of
our knowledge, security of these ASIC : S ot been studied so far. We believe it is the time to
investigate the threat models and design se ectures and integration of these accelerators with the rest
of the system, before these speaahzed acc
environments.

rators

critical resea the security of accelerators in heterogeneous systems.

Defense mechanisms against microarchitectural attacks. To defend against microarchitectural attacks,
mitigations can be designed at different levels of software and hardware. There are many defense proposals to
close micro architectural covert and side channel attacks on the CPUs which mostly focus on caches and memory
controllers. These proposals include (1) Static or dynamic partitioning of resources like L1 cache or LLC [55,
92, 121, 152, 162]. (2) Randomizing memory-to-cache mapping, including randomization in the replacement of
the cache lines in the entire cache and in the cache fill strategy [122, 158, 161, 170, 213, 216]. (3) Adding noise
to timing by manipulating the time measurement structure of processor [132]. (4) Traffic control in memory
controllers [178, 211]. (5) Online detection of contention-based covert communication [47, 53, 101, 150, 224].
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A few defense mechanisms have been also proposed to mitigate covert and side channels on GPUs [97, 98, 146,
223] that are discussed in detail in Section 5.1.

With increasing deployment of accelerators including, FPGAs, Al accelerators, and others, in virtualized
environments and multi-tenant clouds, co-location and as a result sharing microarchitectural resources will offer
unique opportunities for the attacker to build novel microarchitectural attacks in the future. This necessitates
careful study and development of systematic detection tools and defense mechanisms to reduce the threat posed
by these attacks and secure the accelerators and the entire heterogeneous systems.

In addition to design defense mechanisms to minimize the interference of concurrent processes within a
single component (either CPU or accelerator) and secure each component in isolation, the defense designs in
heterogeneous systems require to consider the system-wide security, functionality, performénce, and power
goals.

Heterogeneous system architectures are employed in different computing contexts: end-us
putational clouds, as well as high performance computing (HPC) clusters. Each of these

system, leading to special security concerns and challenges to be addressed.

Trusted Execution Environments on Accelerators. To protect sensiti d data, hardware manufac-
¢ution environments(TEE),
ensitive code and data from
he operating system and the
ecially on the clouds) requires

such as Intel SGX [133] and ARM Trust-zone [22]. TEE hardware pr
administrators and from attackers who control privileged soft
hypervisor. Currently, offloading massive computation to the
enormous trust in providers and administrators. However, thése

o support TEEs on GPUs. In Graviton, sensitive
sraphically bound to a public/private key pair (the
isolation from other contexts running on the GPU
device driver, the operating system, and the hypervisor.

channelsiand page table entry. Jang et al. [93] propose HIX (Heterogeneous
d software framework to isolate the I/O interconnect and GPU driver from the
control of the OS, witho hange to the hardware GPU archltecture HIX uses hardware extenswns
of the I/O compone

PCle buses against

application and GPU runtime by moving it from the cloud to the client and decouples the user library from
low-level GPU control, and forwarding these calls to the server (a technique known as API remoting). As a result,
it ensures secret-dependent behaviors occur only on trusted components, and execution and interaction through
untrusted components are independent of any secret data.

As GPUs are used to process and render the display output in computing systems, a trusted display service is
required to maintain the confidentiality and authenticity of content output by a security-sensitive application. A
trusted display prevents a compromised operating system or application from reading or modifying the displayed
output. Yu et al. [232] propose a trusted display with minimal trusted code base for GPU-based platforms without
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the need to any modification of OS/Apps code and GPU hardware or reduce their functionality. Their proposed
design relies on a GPU separation kernel that (1) defines different types of GPU objects, (2) mediates access to
security-sensitive objects, and (3) emulates objects whenever required by commodity-platform compatibility.
To support the hardware trusted execution in CPU-FPGA heterogeneous systems, Ye et al. [231] propose
HISA, a hardware isolation-based secure architecture. HISA adopts a CPU-based hardware isolation mechanism
to physically separate the system components, including the processes and data in the CPU domain and the
third-party IP cores in the FPGA domain, into a secure world and a normal world. This hardware isolation at
the physical bus level of the system ensures that the normal world cannot directly access the secure world, so
prevents the attack flows from the normal world. HISA also deploys a secure agent in the secure world, which
enforces a set of security policies to block the illegal access from the attack flow (i.e., access control policies) and
prevent sensitive information from being leaked (i.e., output verification policies). The security, policies ensure
that the secure world resources and services are accessible only by legitimate processes or IP cores
attack flows in both directions between CPU and FPGA are blocked.

6 ATTACKS ON INTERCONNECT

In heterogeneous systems, interconnect is a component that enables the
units (e.g. CPU cores, accelerators, last level cache, and system agent).

etween the different
ks on the interconnect

y and’cost. The access from multiple
components to the bandwidth and throughput limited intercetinects can facilitate contention-based and

in heterogeneous systems. Additionally,
accelerators can also be targets ofthis th
further study in the future.
In another scenario, new technolog
remote direct access to the cache or
microarchitectural attag

ontrollers and routing logic across CPU and
in integrated heterogeneous systems, that require

attacks between two client. machines.
e Protocol layer attack
t are physically connected to each other and also to the system memory
well-known protocol in multi-more processors is the cache coherence protocol

nnel attacks. Yao et al. [226] demonstrates timing covert channels exploiting shared cache
rotocol states. Yan et al. [225] exploited directory-based cache coherency protocol in modern
processors and use directory to develop timing side channel attacks in multi-core CPUs with non-inclusive
cache hierarchy. Trippel et al. [196] leverage the cache line invalidation mechanism in modern cache
coherence protocols and demonstrate that by exploiting invalidation messages that are sent to sharer cores
on a write request, it is possible to develop Meltdown/Spectre attack.

All of these proposed attacks are developed within a multi-core CPU, and so far, this threat model has
not been investigated in the context of heterogeneous systems. Today, with the increasing interest in
developing heterogeneous cache coherent SoCs and fully coherent accelerators in both academia and
industry [13, 23, 49, 114, 153], this class of attacks (protocol-based) become more dangerous and relevant in
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Fig. 6. Thread model of contention-based attacks on (a) PCle bus; (b) On-Chip Intercon
integrated heterogeneous systems across the components (e.g. between CPUs and a ors) and require
comprehensive investigation.

In this section, we review the existing attacks that are developed through t y sof interconnect in
heterogeneous systems in two main categories: (1) Contention based covert a
and off-chip interconnects between multiple processing units, and (2) Co’
network through remote direct access to the cache or memory.

6.1 Contention based attacks on Interconnects:

Recent works developed contention based side channel attagks r off=chip interconnects in multi-core

running on the two components access the same st,: cture co éntly, a measurable contention can be achieved
(observing slowdowns). These threat m ted in Figure 6 in discrete accelerator CPU systems
through off-chip PCle bus and also in int,

heterogeneous systems.
Tan et al. [186] develope ng attacks through congestion in Peripheral Component Interconnect express
(PClIe) bus that connects CP d peripheral devices like GPU, Network Interface Card (NIC) and SSD drive.

] uch as PCle bus or accelerators’ internal buses [33, 70, 87, 192]. Similarly, Zhu et al [237]
developed a model extraction attack on a DNN running on discrete GPU, through monitoring the traffic over
PCle bus thati¢onnects CPU and GPU.

Paccagnella et al. [151] leverage the contention on the ring interconnect connecting multiple cores in CPUs
to extract key bits from vulnerable EADSA and RSA implementations, as well as infer the precise timing of
keystrokes typed by a victim user. In a similar work, Wan et al. [207] exploit the contention on mesh interconnect
in recent Intel server CPUs to partially extract the RSA private key.

In integrated heterogeneous systems, accelerators are tightly integrated on the same chip as CPUs and also
system memory through the on-chip interconnect. Dutta et al. [56] developed covert channels across different
processors on an SoC (CPU and integrated GPU) through contention on the ring bus connecting them.
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Contention based channels on interconnects require further investigation on modern interconnect architectures
and technologies on different computing platforms. For example, recent AMD Accelerated Processing Units (APUs)
use Infinity Fabric/Architecture [37] to interconnect CPU, GPU, and other accelerators. In ARM SoCs, big. LITTLE
Cortex CPUs are connected with Mali GPUs in a single chip using CoreLink Cache Coherent Interconnect [40].
This interconnect provides full coherency for CPU processor clusters and also high performance I/O coherency
for accelerators (GPU) and other interfaces.

Additionally, contention based attacks can be generalized to many other shared resources on heterogeneous
systems, including shared cache ports, memory controller, and routing logics.

Table 3. Summary of contention-based attacks on interconnects

Attack Threat model
Tan et al. [186] side channel NIC-GPU & NVMe SSD-NIC
(keystroke, website fingerprinting
& ML model inference)
Tian et al [192] Reverse engineering cross-vm (cross-FPGA)
co-located FPGAs in clouds
Giechaskiel et al.[70] covert and side channel cross-vm (cross-FPG.
Zhu et al [237] side channel CPU-discrete G /PCle
(DNN model extraction) "
Hu et al.[87] side channel spy | GPU’s memory bus
(DNN model extraction) on and PCle
Ahn et al. [35] covert channel GPU'’s internal NoC

Paccagnella et al. [151] | side channel
(EdDSA & RSA key extraction)

ring interconnect

Wan et al. [207] side channel mesh interconnect
(RSA key extraction)
Dutta et al. [56] covert channe ring interconnect

sets that continue to increase in size, slow I/O and communication
es. To address this issue many cloud vendors use newer technologies
like Non-Volatile Memory Expr (NVMe) for local storage, NVMe over fabric [20] for remote storage, Remote
Direct Memory Access work Interface Controllers (NICs) [9, 99], GPUDirect [19], GPUDirect
RDMA [17] and mo PUDlrect Storage [191] Wthh enables a direct data path between two local
or remote GPUs or betwe

As many Al and HPC applicati

mmarized in Table 4). The threat model overview is demonstrated in Figure 7.
Tsai et al. [ conduct a timing channel on RDMA NICs that allows an attacker on one client machine to
learn how victims on other client machines access data a server exports. Since, the RDMA bypasses the CPU and
software stack in the destination nodes, the RDMA NICs (RNIC) cache different types of metadata like page table
entries in its own SRAM to be able to perform remote accesses to the memory. When the SRAM is full, RNICs
swap metadata to main memory across the PCle bus. This attack tries to exploit the timing difference when these
metadata are cached and establish a side channel to leak the access pattern of the victim to the attacker.

Kurth et al. [115], propose another side channel over the network. Intel’s Data-Direct I/O (DDIO) [16] enabled
processor performs I/O directly on the last level cache (LLC). Instead of having Direct Memory Access, DDIO
uses Direct Cache Access (DCA) to improve the performance. So, the LLC is shared between the CPU and all
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peripheral devices, including the network card. The proposed attack exploits the timing difference between a
network packet that is served from the remote processor’s cache versus a packet served from memory and enables
the attacker to perform the PRIME+PROBE attack on some part of the LLC and leak sensitive information over
the network.

In a concurrent work, Taram et al. [188], showed another
network-based attack which can locate the network buffer in G G
the cache as well as the packet size and sequence. Using this
information, an attacker would be able to create a covert and
side channel to leak sensitive information like a trace of vic- ‘ G ‘ ‘ N'?&J
tim web access activity. The proposed attack exploits the same
underlying vulnerability that has been exploited in [115]. How-
ever, [115] only detects the arrival time of the packets but this at-
tack detects both arrival time and packet size which is less noisy.
Also, [188] showed that unlike the proposed attack in [115]
which needs both DDIO and RDMA to be enabled, this attack
is still possible in absence of those technologies, by exploiting
the latency between I/O writes and driver reads.

Ustiugov et al. [200] introduce Bankrupt, a covert channel
between the spy and the receiver running on different nodes in
an RDMA network. In Bankrupt, the spy communicates with the
receiver by issuing RDMA network packets to a private memory . _model of attacks over network
region allocated to it on a different machine (an intermedi irect access to cache or memory.

Client Machine Client Machine

CPU

Server Machine

main memory. This exposes a timing chas
mapped to the same bank but in its own
Although it is not well investigated ye believe this threat model can be generalized to other components

Us using GPUDirect [19], or GPUDirect RDMA [17].

of RDMA-based attacks in heterogeneous systems

Threat model and attacker’s goal

steal access patterns of victims on other machines through RDMA NIC
keystroke timing attack on SSH connection of victim client

through DCA from NIC on LLC

yvert and side channel | steal the web page access patterns of a victim on the network

from NIC on LLC

200] | covert channel communication of processes on different nodes in RDMA network

Tsai et al. [197]
Kurth et al. [11

Taram et al. |

Ustiugov et al.

7 ATTACKS ON MEMORY

Memory is a key component of all modern computing systems. Conventional memory technology (DRAM) has
been facing many challenges in terms of reliability, energy, and performance. From the security and reliability
aspects, aggressive DRAM technology scaling has lead to new security vulnerabilities, RowHammer attacks [108]
in most modern DRAM chips.
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Furthermore, memory systems have been evolving in different ways to overcome memo
offer large, reliable, and energy-efficient memory systems. The emergence of new m
architectures such as Non-Volatile Memories (NVMs) and 3D-stacked memory, as well a
in memory (PIM), make memory and storage other points for malicious attac]

In this section, we first review the existing Rowhammer attacks on DRAM t
components (rather than CPUs) in the context of heterogeneous systems. N
on the security of emerging memory technologies/architectures.

:d through different

te the future directions

7.1 Rowhammer Attacks in Heterogeneous Systems

pitation of Rowhammer bug in DRAM,

The most prominent fault injection attack in computing syst (
n techniques have been developed to

initially introduced in [108]. Different implementation
exploit this bug in native environments [63, 78, 203).to gain kernel privileges by triggering bit flips on page
table entries, in web browsers to escape the Javadcript satid] [79], and also from the virtual machines in
the clouds [167, 220]. Rowhammer vulnegability has been also exploited to induce bit flips in model weights to
compromise DNN inference [227]. All o} vhi er attacks have been studied on CPU-based systems
with different architectures (e.g. ARM, In his section, we review Rowhammer attacks that have been
developed through other components of h geneous systems (rather than CPUs) on the system memory. In
recent years, Rowhammer n exploited through accelerators and also network cards over fast networks
(summarized in Table 5). Figuré 8 demonstrates these two categories of threat models.

ummary of Rowhammer attacks in heterogeneous systems

odel Exploitation
Frigo et al. [6 17/GPU in integrated escape the Firefox JS sandbox
U-GPU systems through JS
Weissma om FPGA in integrated WoOlfSSL RSA Fault Injection
CPU-FPGA systems
Tatar et al. [18¢ from RDMA NIC gain code execution on a remote key-value server application
Lipp et al. [120] from RDMA NIC kernel image corruption & bit flips in user-space executable

In integrated heterogeneous systems, the memory subsystem is shared across CPU and accelerators. As a result,
accelerators have direct access to the system memory and can be utilized to launch and accelerate Rowhammer
attacks. In the last few years, several works demonstrated Rowhammer attacks in such systems, from accelerators
(GPU, or FPGA) to the host’s main memory. Frigo et al. [62] implement GPU accelerated Rowhammer attack on
memory in integrated CPU-GPU systems in mobile SOCs. They develop the attack in the web browser through
WebGL (GPU-accelerated web interface) and exploit bit flips from Rowhammer to escape the Firefox sandbox on
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android platforms. Specifically, using bit flips in memory, they break ASLR and obtain arbitrary read and write
primitives for remote code execution. Weissman et al. [215] study Rowhammer attack from the FPGA to the
CPU main memory in integrated CPU-FPGA systems. They develop a practical fault injection attack from FPGA
to RSA implementation running on its host CPU. This threat model can be generalized to other accelerators in
integrated systems (e.g. Al accelerators) with direct access to system memory.

Besides accelerators, several works develop remote Rowhammer attacks over the network and NIC. Tatar et
al. [189] propose Throwhammer that exploits Rowhammer directly from a remote machine by only transferring
packets over RDMA-enabled networks and as a result, accessing remote DMA buffers very quickly. RDMA
enabled network cards are deployed in data centers and the cloud to improve the performance of their clusters.
Throwhammer uses these Rowhammer bit flips induced by network traffic to gain code execution on a remote
key-value server application. In a concurrent work, Lipp et al. [120] propose Nethammer, a remote Ro
repeatedly sending packets over the fast network connection between the attacker and victim. 2
addresses are served from the cache for performance, the cache must be bypassed su
directly into the DRAM to cause the row conflicts required for hammering. In Netha ' work driver
or other parts of the network stack use uncached memory or flush instructio ’ ,,1th the network
device, an attacker can induce bit flips. They also demonstrate that even wi mory and flush
instruction, attacks on cloud systems can still be practical if Intel CAT (C:
address quality of service in multi-core server platforms) is activated
fast cache eviction and thus frequent DRAM accesses. Lipp et al. [12

‘memory accesses lead to
ated that bit flips induced by

1ids for more efficient and scalable memory systems
nemory (DRAM) is becoming an important concern
gtacilities dealing with large scale data analysis. Besides
tolerable limits and bridging the bandwidth gap between
es that need to be addressed in new memory designs.

n-Volatile Memorles (NVMs) such as, Spm-Transfer Torque RAM

besides specialized accelerators. As a re;
in data centers and other high performa
the cost of the memory, keeping the leak
processor and memory are two major chal
Non-Volatile Memory: Se

power.
Emerging NVM

of NVM’s adoption as a cache for Solid State Drives.
racteristics of these emerging memories may lead to security and privacy issues that need to be
investigated. Most of these new emerging memories have high write current that can be potentially exploited to
launch fault 1n]ect10n [104] attack, Denial-of-Service (DoS) attack, information leakage attack, and Rowhammer
attack (e.g. Rowhammer attack on STTRAM [103]). The other common vulnerability among these types of memory
is asymmetric read/write current which could potentially lead to side channel attack and more specifically power
analysis side channel attack [46, 91].

The other potential vulnerabilities in these types of memory could be the timing side channel attacks[156].
In order to improve the efficiency of reads and writes in NVM memories, many architecture-level performance
optimizations have been studied which can lead to timing side channel attack. For example, [85] shows that
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accessing different regions of Multi-Level Cell (MLC) PMC have different latency which may lead to a timing side
channel attack. Also, when NVM memory is placed in memory hierarchy and interacting with other parts of the
memory system, it can potentially create a time side channel attack. For example, when Intel Optane persistent
memory [21] operates as main memory in the system and DRAM is considered as the last level cache the timing
difference between accessing the DRAM and Non-Volatile RAM (NVRAM) can create a side channel.
Processing-in-Memory: The use of byte-addressable memories and modern 3D-stacked memories [154] enabled
anew design paradigm called processing in memory (PIM) [33]. The key idea is to place computation mechanisms
in or near where the data is stored (e.g. inside the memory chip or in the logic layer of 3D-stacked memory),
as a result, the data movement (which has long latency and energy cost) is reduced or ehmlnated compared to
traditional processor-centric systems.
By eliminating data movement, this new processing paradigm provides opportunities to increase the security
of systems in some aspects, such as eliminating the exposure of data and computations to many attacks (e.g.
bus snooping attacks). However, it introduces new security concerns that need to b
integrated in real world computing systems. For example, placing PIM computation
naively providing shared access to concurrent processes (either launched on a si or across different
processors/accelerators) may lead to information leakage through covert or si ; . Also, frequently
activating and deactivating memory rows to enable PIM computations (e hen computations are done

in modern web browsers through JavaSc
. JavaScript
in a sandbox, several works demonstra >
attacker to exploit properties inherent to t WebGL cPU
tecture, such as timing differences in memor
croarchitectural side channel cks[149, 174] GLSL > GPU
attacks [52, 79]. To mitigatethese timing attacks in JavaScript, all major

t

mer [1, 50, 234], or disabled the

an attacker to build a custom timer
emory area SharedArrayBuffers [5]). Fig. 9. Structure of a WebGL application.
at coarse- gralned s1de channels are still

browsers limited the res
JavaScript interfaces;th

There is an jncreasing interest in allowing web-based code to benefit from local accelerators on devices to
improve user experience. Web-based APIs are available for accelerators (currently only on GPUs) in heterogeneous
systems, providing an additional operating point for attackers. As an example, WebGL is a JavaScript API to
accelerate rendering 3D and 2D graphics within web browsers [31] using GPUs. This API enables the attacker to
launch GPU-based attacks in JavaScript, leading to dangerous remote attacks that bypass existing JavaScript
mitigations. A WebGL application code is a combination of JavaScript and OpenGL Shader Language (GLSL).
JavaScript is required to communicate with the CPU and OpenGL Shader Language is required to communicate
with and execute on the GPU. Figure 9 demonstrates the structure of a WebGL application.
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Yao et al. [228] summarize all WebGL vulnerability disclosures and find that most are related to reading GPU
memory (either uninitialized or other process’s memory). Based on this analysis and the WebGL security analysis
by the Khronos group [32], no GPU side channels have been reported in the context of WebGL, although it is a
potential attack vector to launch GPU-based side channels in JavaScript.

Yao et al. [228] leverage modern GPU virtualization to secure GPU acceleration in the web browser by separating
WebGL computations into separate virtual GPUs. Yao et al. [229] also propose Milkomeda, a solution to automate
and improve the existing WebGL security checks to further increase the security of the mobile graphics interface.

The WebGL API has been utilized to implement browser fingerprinting [44, 184, 194]. Browser fingerprinting
refers to the process of collecting information through a web browser to build a fingerprint of a device [157]. Wu
et al. [219] propose a software solution called UniGL to protect against WebGL based browsér fingerprinting.
UniGL redefines floating operations explicitly written in GLSL programs or implicitly invoked by WebGL, such

side channels or micro-architectural attacks.

Frigo et al. [62] use WebGL timing APIs [106] to implement GPU accelerat
in integrated CPU-GPU systems. They use WebGL timer as the major clock
edging [111, 175] that executes a (padding) count down over an empty loop
value. In response to this attack, both Chrome and Firefox disabled th

this threat and how to build these APIs securely at a time when
additional accelerators such as NPUs or FPGAs may also be ma
principles may also be useful to protect them.

developed [7, 31]. It is likely that
eb APIs in the future and these

9 CONCLUSION AND FUTURE DIRECTI

Heterogeneous system architecture is bei
efficiency. However, the security of these
recently introduced attacks that arose bey
and also some well-known researches that o

the CPU or across several components in heterogeneous systems
et defense mechanisms to secure these systems. We reviewed existing

ightéd potential directions on the security of modern heterogeneous systems in
rconnect and memory.

investigated so far, we
each category of aceele

and also for safety-critical applications such as self-driving cars, many new microarchitectural threat models
will appear. In addition, secure execution, secure shared use of accelerators in multi-tenant environments (e.g.
accelerated cloud platforms), and secure integration of these accelerators to the rest of the system merit further
investigation.

In addition to the security investigation of individual components in heterogeneous systems, interactions
between these components through emerging high bandwidth and fully coherent buses and interconnects require
thorough and systematic explorations. Furthermore, with the introduction of modern memory technologies
such as three-dimensional memories, nonvolatile memories, and processing-in-memory designs, novel memory
vulnerabilities and attacks arise in the context of heterogeneous systems.
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With all of these system architecture innovations, attack surfaces will expand, and as a result, the trust models
and security defense tools/mechanisms need to be evolved while these systems are being widely deployed in
every computing domain.
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