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Quantum error correction has recently
been shown to benefit greatly from spe-
cific physical encodings of the code qubits.
In particular, several researchers have con-
sidered the individual code qubits be-
ing encoded with the continuous variable
Gottesman-Kitaev-Preskill (GKP) code,
and then imposed an outer discrete-variable
code such as the surface code on these GKP
qubits. Under such a concatenation scheme,
the analog information from the inner GKP
error correction improves the noise thresh-
old of the outer code. However, the surface
code has vanishing rate and demands a lot
of resources with growing distance. In this
work, we concatenate the GKP code with
generic quantum low-density parity-check
(QLDPC) codes and demonstrate a natu-
ral way to exploit the GKP analog informa-
tion in iterative decoding algorithms. We
first show the noise thresholds for two lifted
product QLDPC code families, and then
show the improvements of noise thresholds
when the iterative decoder - a hardware-
friendly min-sum algorithm (MSA) - utilizes
the GKP analog information. We also show
that, when the GKP analog information is
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combined with a sequential update sched-
ule for MSA, the scheme surpasses the well-
known CSS Hamming bound for these code
families. Furthermore, we observe that the
GKP analog information helps the iterative
decoder in escaping harmful trapping sets
in the Tanner graph of the QLDPC code,
thereby eliminating or significantly lower-
ing the error floor of the logical error rate
curves. Finally, we discuss new fundamental
and practical questions that arise from this
work on channel capacity under GKP ana-
log information, and on improving decoder
design and analysis.

1 Introduction

Quantum low-density parity-check (QLDPC) codes
form a promising family of quantum error-
correcting codes (QECCs) since they involve stabi-
lizer checks of bounded and low weight, have min-
imum distance scaling better than the square root
of the code length, and can be decoded efficiently
using iterative decoding methods [1-11]. A spe-
cific construction of QLDPC codes is the hyper-
graph product construction [12]|, which combines
two arbitrary classical linear codes and produces a
QECC. If the component classical codes are LDPC
codes, then the output QECC is a QLDPC code.
The simplest instance of this construction is the
standard surface code, which is obtained as the hy-
pergraph product of two binary repetition codes.
In just the last year, there have been several gen-
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eralizations of this construction, which have led to
the fiber bundle codes [4], lifted product codes [6],
and balanced product codes |7], all of them improv-
ing the scaling of the minimum distance of QLDPC
codes with respect to increasing code length.

While these codes are developed agnostic to
the structure of the physical qubits in the en-
coding, it has been recently shown that using
code-concatenation with the continuous variable
(CV) Gottesman-Kitaev-Preskill (GKP) code [13-
23| as the inner code can significantly boost the
performance of the outer discrete-variable code.
The single-mode GKP code encodes information
in a 2-dimensional subspace of the CV infinite-
dimensional Hilbert space of a single harmonic os-
cillator. This subspace is stabilized by two com-
muting CV displacement operators, which act as
stabilizers of the GKP qubit. For a square-lattice
based GKP code, a measurement of these stabi-
lizers enables correction of any random displace-
ment error in phase space with magnitude at most
\/7/2 along each of the two conjugate quadratures.
Furthermore, the GKP syndrome obtained through
these measurements is a real-valued number which
can be used as analog information for an outer code
that combines several GKP qubits. Specifically,
the syndrome provides a qubit-specific reliability in
terms of the probability that the qubit has under-
gone an effective GKP-logical error. This is dis-
tinct from soft information in classical and quan-
tum error correction, which only uses the channel
reliability information and all bits or qubits are as-
sumed to undergo the same channel. Such con-
catenation of “physical” GKP qubits with an outer
stabilizer code has proven to be very beneficial in
correcting errors in such systems [14], and the idea
has also been applied in quantum repeater proto-
cols for quantum communications [24]. In partic-
ular, recent works have characterized error thresh-
olds for the case when the outer code is a surface
code [15-22]. Besides the noisy GKP data qubits
in these works, i.e., data qubits that are finitely
squeezed, the GKP ancillary qubits used for syn-
drome measurements (of both the inner and outer
codes) are also noisy due to finite squeezing, and
the aforementioned thresholds are with respect to
the squeezing parameter (which is assumed to be
the same for both data and ancilla). The increase of

threshold with the aid of analog information clearly
shows that error ambiguities can be resolved effec-
tively using the GKP analog information.

However, the family of surface codes encodes a
fized number of logical qubits, e.g., 1 or 2, in a
growing number of physical qubits, with the min-
imum distance scaling as the square root of the
code size. As a result, the surface-GKP concatena-
tion schemes represent one extreme of the tradeoff
between rate and reliability. In applications such
as quantum communications, it is also important
to ensure high throughput, which means the cod-
ing schemes must have high rate with good enough
reliability. Even for fault-tolerant quantum com-
puting, if one can devise high rate codes with good
minimum distance, then this can greatly reduce the
resource overhead [3]. Therefore, our interest here
is to investigate the benefits of using analog infor-
mation when the outer code (family) is of high rate
and has minimum distance scaling better than the
square root of the code size.

We study the concatenation of the GKP code
with lifted product (LP) QLDPC codes [6] rather
than just the surface code. These codes have bet-
ter rates since they encode much more than one
logical qubit, and they are equipped with fast itera-
tive decoding algorithms such as belief propagation
(BP). In this first work concatenating GKP inner
codes with outer Calderbank-Shor-Steane (CSS)-
based [25,26] general QLDPC codes, we investigate
a simple noise model where all GKP state prepa-
rations are perfect, GKP ancillas are noiseless (in-
finitely squeezed), the physical GKP qubits of the
outer code undergo a Gaussian random displace-
ment in phase space, and syndromes are measured
for the inner codes using Steane’s method [26].
Once GKP syndromes are obtained, an appropriate
correction is applied on each GKP qubit. Since all
ancillas used in syndrome measurements are per-
fect, after the GKP correction operation each GKP
qubit has either 0 effective displacement or a logical
GKP error in phase space. This provides the “true”
error pattern for the outer code. Since the Gaussian
random displacement channel generates errors that
are uncorrelated in the Q- and P-quadratures, and
since we are considering the square-lattice GKP en-
coding, the effective GKP logical errors translate
to uncorrelated “physical” X- and Z-errors for the
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outer QLDPC code [13]. The GKP analog infor-
mation in our setting is the probability that each
qubit has undergone an effective logical error after
GKP error correction (Steane’s syndrome extrac-
tion followed by feedback displacement on the data
qubits). As the outer code is CSS, we measure
X- and Z-stabilizers separately, also using noise-
less GKP ancillas, and combine this syndrome with
the analog information to initialize the BP-based
iterative decoder [1]. The iterative decoder is exe-
cuted separately for X- and Z-errors, and the es-
timated error pattern is compared with the “true”
error on the GKP qubits to determine if the outer
decoding was correct. Since conventional BP de-
coder is complex in its hardware implementation,
we use its low-complexity version, called the min-
sum algorithm (MSA) (and its variants), which is
widely deployed in classical error correction appli-
cations [27,28]. Thus, our results provide insight
on the performance of the outer code decoder that
is also hardware-friendly.

Given the setting of our work, we summarize our
main contributions and results here.

1. We investigate a general concatenated-GKP
coded scheme where the outer codes are LP-
QLDPC codes [6] from two code families, both
consisting of codes lifted from (mp, np)-regular
quasi-cyclic LDPC “base” codes. Here, my
and nyp refer respectively to the variable node
and check node degree in the factor graph
of the base codes. T(‘he ra)th of the lifted

. ny—m .
product codes is r > M One family,
named LP04, has (my, np) = (3,4) and asymp-
totic rate 1/25 = 0.04, while the other fam-
ily, named LP118, has (mp,n) = (3,5) and

asymptotic rate 4/34 ~ 0.118.

2. We consider iterative decoding of these LP-
QLDPC codes and make explicit use of the
GKP analog information in initializing the
MSA decoder. For each GKP qubit, we
convert the probability of GKP-logical X or
GKP-logical Z error (see Eq. (6)) into a log-
likelihood ratio (LLR), and use this as the
“channel input” at the corresponding variable
node for the MSA decoder. We also compare
the performance to the setting where we ignore

the analog information.

3. We demonstrate the improvement in perfor-
mance with analog information by calculat-
ing the noise threshold in terms of the stan-
dard deviation o of the Gaussian random dis-
placement channel, with and without ana-
log information. For the LP04 family, the
threshold improves from o(LP04) = 0.505 to
o(LP04a) = 0.557, and for the LP118 fam-
ily, the threshold improves from o(LP118) =
0.495 to o(LP118a) = 0.547, where the addi-
tional ‘a’ in the family names refers to the use
of GKP analog information in the outer MSA
decoder.

4. For non-degenerate CSS codes, which are con-
structed from two compatible classical codes,
the Hamming sphere packing bound for clas-
sical codes implies an upper bound on their
rates [25,29,30]. This bound, which we re-
fer to as the “CSS Hamming bound”, is given
by C(p) = 1 — 2ha(p), where p is the proba-
bility that a qubit undergoes an error ' and
ha(p) = —plogy(p) — (1 — p)logy(1l — p) is
the binary entropy function. We show that,
in the concatenated QLDPC-GKP setting, the
outer CSS-QLDPC codes are able to surpass
this bound when the outer decoder (a) uses
the GKP analog information and (b) executes
a sequential (or layered) node update sched-
ule rather than the more common parallel (or
flooding) schedule. More precisely, we set
C(p) = 0.04 or 0.118, and show that the codes
can correct errors beyond the limit p implied
by the CSS Hamming bound, where for the
GKP code with the noise coming from the
Gaussian random displacement channel, p is
related to o as

(4l+3)vm/2
p(o) = / 5
ez JW)yT/2 V20
o0 1 ac2

e \/ﬁe 202 (.

6_2967 dx
(1)

<2

IThe actual bound is given in terms of the minimum dis-
tance d of the code of length n, which we have reinterpreted
here using the error rate, p &~ d/2n.
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For the purposes of the calculations in this pa-
per, we find that the difference between the
exact value and the upper bound stated above
is of the order of 1079 and hence negligible for
our purposes. Since the CSS Hamming bound
applies to non-degenerate codes, the contribu-
tion of the degeneracy of the LP-QLDPC codes
to this advantage remains to be understood
further.

5. We assess the performance of our schemes by
plotting the logical error rate against the stan-
dard deviation o. This is similar to the strat-
egy used in the investigations of the surface-
GKP concatenated schemes, except that there
is only one logical qubit in those schemes.
Since LP04 and LP118 encode many logi-
cal qubits, a fair comparison to the surface-
GKP schemes would require plotting the logi-
cal qubit error rate, which is the average rate
of (logical) errors per logical qubit. This means
that whenever a miscorrection occurs after de-
coding, we need to determine which logical
qubits are in error. However, it turns out that
our logical error rate and logical qubit error
rate plots will not differ by much, due to a
unique phenomenon in the MSA decoder. The
decoder has three possible output scenarios:
it matches the syndrome and succeeds in cor-
recting the error either exactly or with another
error that differs from the true error only by a
stabilizer, i.e., a degenerate error (successful),
or it matches the syndrome but introduces a
logical error (unsuccessful; miscorrection), or
it is unable to find an error pattern matching
the syndrome, in which case we declare that all
qubits are in error (unsuccessful; failure). In
our experiments, most of the unsuccessful de-
coding attempts were due to failures and not
miscorrections. Thus, whenever the syndrome
is matched, the error is almost surely corrected
properly, and miscorrections rarely occur. In
other words, it is highly likely that either all
logical qubits are in error or none of them are
in error after the MSA decoding procedure.

6. In standard LDPC and QLDPC decoding, the
iterative decoder suffers from an “error floor”
phenomenon, where in the regime of low noise

the logical error rate does not vanish but
saturates at a finite value. This is because
of small graph configurations, called trapping
sets, which include short cycles, that cause the
decoder to fail at low error rates. While this is
typically overcome by carefully designing the
code such that small trapping sets are avoided,
here we show that the GKP analog informa-
tion itself seems to eliminate the error floor
problem. We demonstrate this using a partic-
ular code from the LP04 family, but we em-
phasize that this is a preliminary observation
that requires further investigation. Intuitively,
it appears that the “analog” knowledge about
the error on each qubit seems to suffice to bias
the decoder onto a particular pattern inside
the TS.

The organization of the paper is as follows. In
Section 2, we discuss the inner GKP code and the
general concatenation scheme. Then, we discuss
the construction of QLDPC codes and their decod-
ing using syndrome-based iterative message pass-
ing decoders in Section 3. Subsequently, in Sec-
tion 4, we discuss the specific LP code construc-
tion used in this work and present the simulation
results demonstrating the advantages of GKP ana-
log information in the QLDPC-GKP concatenated
schemes. Finally, we provide concluding remarks
and discuss future research directions in Section 5,
where we mention some fundamental questions that
arise from this concatenation scheme.

2 General Concatenated-GKP Scheme

2.1 Gottesman-Kitaev-Preskill (GKP) Code

The GKP code is a bosonic stabilizer code that
encodes quantum information in the CV phase
space of harmonic oscillators [13,23]. In this work,
we consider single-mode square-lattice-based GKP
code which is defined by the two commuting stabi-
lizers:

S’Q = exp(iQﬁQ), Sp = exp(—iQﬁp). (2)

Here Q and P correspond to the two conjugate
quadrature operators defining the (@, P) - phase
space of a single bosonic mode and they satisfy the
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canonical commutation relation [Q, P] = i. The
two stabilizers S'Q and Sp act as displacement op-
erators by 2./7 along the P and Q quadratures,
respectively. As they are periodic functions of the
two quadratures, a measurement of each of the two
stabilizers can also be seen as the measurement
of the corresponding quadrature modulo /7 such
that the measurement outcome will lie in the inter-
val [—/7/2,y/7/2). Hence, the GKP code natu-
rally arises from the observation that while the two
canonical conjugate quadratures cannot be mea-
sured simultaneously, such a measurement becomes
possible when the two quadratures are measured
modulo a fixed interval.

For the square-lattice based GKP code, the log-
ical Z and X operators are given by

So = exp (zﬁ@),
Sp = exp(—iﬁp),
and the Z- and X-basis states can be expressed as

) =>_lQ=2lVm),

lEZ
=) Q=1+ 1)),

leZ (4)

|0GkP

| 1gkp)

[+akp) = > |P =2lyT),
lEZ

|—qkp) = Z\P (20 + 1)) .
leZ

We see that while the two stabilizers enforce that
the GKP states need to be invariant under displace-
ment by 2,/ in the two quadratures, the displace-
ments by /7 implement logical Z and X opera-
tions. Moreover, since the GKP syndrome for each
quadrature is a real number belonging to the inter-
val [—+/7/2,1/7/2), random shifts along the two
axes that are larger in magnitude than /7/2 will
result in most cases in logical errors after correc-
tion. Specifically, a displacement whose compo-
nent along the Q (]5) quadrature lies in the interval
[(1—1/2)y/7, (14+1/2)/7)) leads to a logical X (Z)
error for odd values of [ and to no-error for even
values of [. Since in most physically motivated sce-
narios the random displacement is governed by a
Gaussian distribution with mean zero, the regime
in which the GKP code allows for efficient sup-
pression of errors corresponds to error channels for

Figure 1: Effect of different displacements in the Q-P
phase space on a logical qubit encoded in a square-lattice
GKP code. Each of the marked square regions has a side
length of /7. The action of the GKP stabilizers Sp and
SQ as well as the logical operators X/Z/Y is also marked.
Displacement by 2./7 along the Q or P quadrature cor-
responds to the GKP stabilizer and hence displacement
to any of the yellow regions will result in successful er-
ror correction. Displacement to the green/blue/red region
will result in a logical X/Z/Y error respectively after error
correction.

which a displacement belonging to the interval with
|I| > 0 occurs with small probability. These obser-
vations lead precisely to the Eq. (1) stated before.
The effect of different displacements in phase space
on the GKP-encoded qubit is shown in Fig. 1.

Measuring the stabilizers given in Eq. (2) and
performing error correction requires additional an-
cillary GKP qubits. Two possible ways of im-
plementing this procedure are Steane error cor-
rection [13] and teleportation-based error correc-
tion [31,32]. In the first method, depicted in Fig. 2,
the measurements of the SQ and S p stabilizers are
done separately and independently using one GKP
ancilla for each measurement. After obtaining the
stabilizer outcome from the measurement on the
ancilla, a feedback displacement is applied to the
data qubit to correct the errors in the given quadra-

ture. In the teleportation-based error correction,
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a local GKP Bell pair between two GKP ancillas
needs to be generated in advance. Then a quan-
tum teleportation through such a GKP Bell pair, in
which a Bell measurement on the GKP data qubit
and one-half of the GKP Bell pair is performed,
enables for GKP error correction. We note that in
contrast to Steane error correction, in this case two
GKP qubits are measured at once and therefore
both stabilizers S‘Q and S p are measured simulta-
neously. The performance of these two error cor-
rection schemes depends on the noise model, which
for our setting is described in Section 2.2.

2.2  Noise Model

We assume that the individual GKP (data) qubits
are subjected to a Gaussian random displacement
channel [13]:

1
- o2

2

Eaisplo](p) / d*oexp l—';] D(a)pDi(a),

(5)
where D(a) = exp [a&T - a*&} is the displace-
ment operator, a' is the conjugate tranpose of @,
« = QRe +iQrm, and o = age —iaqm. The bosonic
annihilation and creation operators @ and a' satisfy
the commutation relation [af,d] = 1 and the posi-
tion and momentum operators can be expressed as:
Q = (at+a)/v2 and P = i(at —a)/v/2. Hence, the
displacement in the (@, P) phase space by (Qo, Po)
corresponds to Qo = v2agre and Py = v2aum.
Finally, o2 is the variance of the Gaussian noise
distribution. This noise model is physically moti-
vated. Specifically, the two most common bosonic
noise channels are precisely the Gaussian random
displacement channel and the photon loss channel.
The latter one can in fact be converted into the
former since supplementing the photon loss process
with an additional step of phase-insensitive ampli-
fication, where gain is given by the inverse of the
transmissivity of the loss channel, results exactly in
a Gaussian random displacement channel [33-37].
Being able to mitigate the effect of photon loss is of
great importance as this type of noise arises natu-
rally in the communication setting of optical chan-
nels used for transmission of quantum information.
Moreover, microwave cavities, which provide for a
powerful platform for processing quantum informa-

tion, also suffer from the loss of microwave pho-
tons [38]. Hence being able to overcome the er-
rors introduced by the Gaussian random displace-
ment channel is of great relevance both to quantum
communication and to quantum computing. This
shows that using Gaussian random displacement as
a model for our noise channel has a practical mo-
tivation — it describes well the various physical
processes to which GKP qubits could be subjected
in different practical realizations. In fact the GKP
encoding and GKP error correction have already
been experimentally realised in the platform of su-
perconducting microwave cavity [39] as well as in
trapped ion mechanical oscillators [40,41].

In practice, the ideal GKP states that are ex-
actly stabilized by the operators in Eq. (2), and
with basis states given in Eq. (4), are unphysical
as they correspond to infinite amount of squeez-
ing and hence require infinite amount of energy.
Practical GKP states will have finite amount of
squeezing and will be stabilized by the operators
in Eq. (2) only approximately. Furthermore, im-
plementing operations between the GKP data and
ancilla qubits as well as homodyne measurements
performed on the GKP qubits can introduce addi-
tional errors. Finally, the processes of photon loss
and heating will in general be continuous processes
that affect the idle GKP qubits also during the er-
ror correction procedure. However, as in this paper
we focus on the general construction of the concate-
nation of the GKP and QLDPC codes, and explore
the novel benefits of such a concatenation on a more
abstract level, we will assume here the use of ideal
GKP qubits and perfect operations both during en-
coding and decoding. That is, we assume here that
perfect GKP qubits are generated during the en-
coding step. Then, all the GKP qubits are sub-
jected to a noisy channel as described above. Fi-
nally, error correction is performed with perfect an-
cillas and we assume that no additional noise arises
during this step. We note that this noise model
also provides a good description of practical quan-
tum communication scenarios where the encoding
is used to overcome losses in the communication
channel. In such scenarios the dominant source of
noise affecting the qubits will be contributed by the
channel, while the possible noise due to the use of
imperfect ancillas during error correction will be
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Figure 2: GKP Steane error correction. Measurement of a single GKP stabilizer requires a single GKP ancilla. When
measuring the Sq (Sp) stabilizer, the ancilla is initialised in the GKP logical plus (zero) state. Then the SUMp_,a
gate defined in Eq. (7) and marked as controlled-@ is applied from the data qubit (marked as D) onto the ancilla
(marked as A). The inverse SUM gate, SUMLHD, marked as controlled-© is applied from the ancilla onto the data

qubit. After that the ancilla is measured in the Q (}5) quadrature. The outcome modulo /7 belonging to the interval
[—v/7/2,4/7/2) is denoted by Qo (FPp). Finally the correction operation is performed by applying the displacement

operator e'f#eQo (¢=Quul0) which implements the transformation Qgata — Qdata —

QO (Pdata — Pdata - P[)) Figure

taken with modifications from [24] under the license CC BY 4.0 https://creativecommons.org/licenses/by/4.0/.

significantly smaller. While in a realistic scenario
teleportation-based GKP error correction is more
robust to the imperfection coming from the use of
finitely-squeezed GKP ancillas, under the assump-
tion of ideal error correction the two procedures of
Steane as well as teleportation-based error correc-
tion become equivalent [24,31,32].

2.3 GKP Analog Information

One of the features of the GKP code that makes
it very attractive for concatenation as an inner-
code with other discrete-variable outer-codes is the
generation of the analog information about the
GKP data qubits during a measurement of the
GKP stabilizers. Specifically, the GKP syndrome
{Qo, Po} € [—/7/2,4/7/2) not only tells us what
displacement needs to be applied to the data qubit
in order to correct the errors, but it also provides
additional information about the likelihood that
the correction displacement will fail to correct the
error and hence result in a logical error [14]. In-
tuitively, if the value of Qg (or Fp) is close to the
boundary of this interval, e.g., Qo = /7 /2—¢, there
is a high likelihood that the actual error displace-
ment is 1ot Qery = Qo but rather Qe = Qo—+/7 =
—+/7/2—€so that a feedback displacement by —Q
will result in a logical X error. On the other hand if
Qo is small, that is e.g., Qo = €, then the likelihood
of logical error after the feedback displacement is

small since the likelihood that the actual error dis-
placement was Qery = £/ + € is small. We can
make this error likelihood given the observed syn-
drome ()9 mathematically precise as it can be ex-
pressed as [19]:

5 exp{—(@o—@m)ﬁ)?}

202
P[logical error | Qq; o] = ‘€2 ——
S exp{ (Qo%lzﬁ)q

l€Z

(6)
Here, o is the standard deviation of the Gaussian
random displacement preceding the GKP error cor-
rection step. The numerator of the above expres-
sion quantifies the likelihood that the syndrome Qg
was generated by measuring a GKP peak which due
to the noise was displaced by I/7 + Qo for | be-
ing an odd integer, hence leading to a logical error.
To convert this likelihood into an actual probabil-
ity of error we include the denominator which acts
as a normalisation with respect to the fact that
Qo must correspond to a displacement of a GKP
peak by I\/7 4+ Qo for some integer [, by construc-
tion of the GKP code. The simplest way to use
this analog information is to consider post-selection
where, depending on the value of o, we declare pro-
tocol failure if the measured GKP syndrome lies
too close to the decision boundary at 4++/7/2 [15].
In this way, we can guarantee that if we accept
and proceed with the correction feedback displace-
ment, the probability of having a logical error is
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greatly suppressed. On the other hand, the sce-
nario where the GKP code is concatenated with a
higher level discrete-variable outer code offers fur-
ther possibilities to boost the performance of the
outer code [14,16,19,24|. Specifically, the knowl-
edge of the likelihood of error on each of the GKP
qubits after GKP correction provides additional in-
formation to the subsequent outer code decoding
procedure, which can enable more efficient correc-
tion of errors on the higher level.

2.4 GKP Concatenation Framework

As we have discussed above, the GKP qubit is
a two-dimensional subspace of an infinite dimen-
sional Hilbert space that is stabilized by the opera-
tors in Eq. (2). While the GKP analog information
can be used to post-select some of the logical error
events, it has been shown that concatenating GKP
qubits with an outer stabilizer code provides sub-
stantial gains [19,24]. Fig. 3 demonstrates the gen-
eral scheme of concatenation used in this work. In
this framework, n GKP qubits are taken as physical
qubits for an [n, k, d] stabilizer code (i.e., an outer
code), and hence used to protect k logical qubits
with a code distance d. In an error correction cy-
cle, the individual GKP (inner-code) Steane error
corrections are performed on the n qubits, and the
obtained analog information for each qubit is sent
to the decoder for the outer stabilizer code. The
Steane error correction includes syndrome extrac-
tion as well as appropriate correction on each GKP
qubit. Then, the outer code stabilizers are mea-
sured on the GKP qubits using bare ancilla syn-
drome measurement circuitry as shown in Fig. 4.
The decoder for this outer code uses information
from these syndromes as well as the GKP analog
information from the inner GKP code error correc-
tion to estimate the most likely Pauli error pattern
on the n qubits. Note that each Pauli element of
this error pattern represents the corresponding log-
ical Pauli operator for the GKP code on that GKP
qubit. Hence, the relevant logical Pauli operators
are applied on the GKP qubits to fix the outer code
syndromes and correct the errors.

As mentioned earlier, in this paper we assume
that all GKP ancillas used for syndrome extraction
are noiseless, i.e., infinitely squeezed. Therefore,

after applying the GKP-logical Pauli corrections,
the qubits together belong to the subspace of the
outer code, and each qubit also belongs to the GKP
code subspace, either with or without a residual
GKP-logical error.

However, we note that if the ancillas used for
syndrome extraction are imperfect (i.e., finitely
squeezed GKP), then these logical operations need
not necessarily bring each GKP qubit to the GKP
code space. This is because, with imperfect an-
cillas, the result of the first round of GKP cor-
rections does not guarantee that the residual dis-
placement in each quadrature of each GKP qubit
is 0 (no logical error) or ++/7 (logical error). In-
deed, the circuit to measure, say, the GKP sta-
bilizer S’Q involves the SUM gate from the GKP
data qubit to the GKP ancilla as shown in Fig. 2.
The SUM gate from mode 1 to mode 2 is given
by SUM1_9 = exp(—i@lﬁ’g) and it implements an
operation under which the quadratures of the two
modes transform as follows:

Q1—>Q1a

]51_>]51_ﬁ27

. N (7)
Q2 — Q1+ Q2,

pg—)ﬁg.

If the modes 1 and 2 encode GKP qubits, then this
transformation implements a CNOT gate. During
the measurement of SQ, the @Q-displacement of the
data flows through the SUM gate to the ancilla and
is read by the measurement (modulo /7) along
with the Q-displacement of the ancilla. Moreover,
we see that any P-displacement of the ancilla will
also back-propagate to the data. As a result, if
the ancilla is perfect, then we measure only the
data displacement (modulo /7) and bring it back
to the GKP code space (through perfect error cor-
rection or a logical error). But, if the ancilla is
finitely squeezed, then its own erroneous displace-
ment will affect both the measurement as well as
the P-displacement of the data. A similar phe-
nomenon occurs while measuring the GKP stabi-
lizer 5’p as well. These continuous residual dis-
placements might later accumulate on the ancilla
GKP qubits used for outer code stabilizer measure-
ments, effectively leading to logical GKP errors on
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GKP

Multi-qubit Steane error Outer code

QEC encoder correction MSA decoder
Figure 3: Block diagram representing the concatenation of the GKP code qubits with an outer stabilizer code. The decoder
we employ for the outer QLDPC code is the sequential version of the normalized min-sum algorithm (MSA) [27, 28].
This is a hardware-implementation friendly iterative message passing algorithm that does not sacrifice much in terms of

performance. Such an iterative decoder is also able to naturally utilize the analog information from the inner GKP error
correction.

qubits

Figure 4: Stabilizer measurement for the outer discrete-variable code. Measurement of an outer code stabilizer requires
a single ancilla GKP qubit. When measuring a Z-stabilizer (X-stabilizer), the ancilla is initialized in GKP logical zero
(plus) state. After application of the relevant SUM gates from the data qubits, marked as D, onto the ancilla qubit,
marked as A (inverse SUM gates, SUMT, from the ancilla qubit onto the date qubits), the ancilla is measured in the @
(P) quadrature. The one of the two possible outer-code stabilizer values is extracted by checking whether the measured
quadrature corresponds to an even or odd multiple of /7. Figure taken with modifications from [24] under the license
CC BY 4.0 https://creativecommons.org/licenses/by/4.0/.

these ancillas and hence to misidentification of the
outer-code stabilizer syndromes [24].

For our simulations, we randomly sample dis-
placement errors according to a chosen noise vari-
ance o2, perform GKP Steane error correction for
each GKP qubit, determine the residual logical
GKP errors, then perform outer code error correc-
tion using syndromes and GKP analog information,
and find if the estimated Pauli error combined with
the residual error pattern after GKP error correc-
tion is an outer code stabilizer (no logical error) or
an outer code logical operator (logical error). As
we will discuss later, sometimes the iterative de-
coders that we consider might not be able to find
an error pattern that even matches the syndrome.
For the performance plots, we treat such cases as
a decoder failure and as causing a logical error (on
all the logical qubits).

3  Quantum LDPC Codes and
Syndrome-based lterative Decoding

In the previous section, we discussed the GKP code
and how it can be concatenated with any outer
quantum error correction (QEC) code to take ad-
vantage of the analog information from GKP sta-
bilizer measurements. As the outer QEC code,
we have sparse quantum stabilizer codes — quan-
tum low-density parity-check (QLDPC) codes —
that have been increasingly gaining attention in the
past few years. In this work, we particularly con-
sider QLDPC codes belonging to the Calderbank-
Shor-Steane (CSS) construction, where the quan-
tum code is completely described by a pair of com-
patible classical codes [25,26]. We demonstrate the
concatenation of the GKP (inner) code specifically
with QLDPC (outer) codes because QLDPC codes
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provide several advantages over other families of
outer stabilizer codes:

1. Compared to surface codes and color codes of
similar code lengths, QLDPC codes boast bet-
ter code rates with fault-tolerant thresholds
supported by low-complexity iterative decod-
ing algorithms [1,3,11,42].

2. The low weight stabilizers of QLDPC codes,
albeit not always spatially local, are favorable
for experimental realizations of these codes. In
the future, when we consider noisy stabilizer
measurement circuits, the low weight of these
stabilizers will greatly help in controlling error
propagation.

3. The recent discovery of QLDPC codes with
rate scaling linearly and distance scaling lin-
early with the code length [6-8] can be di-
rectly exploited for high rate communications
and computing with good reliability.

4. The fast iterative decoders for QLDPC codes,
based on the well-known belief propagation
(BP) algorithm and its variants [43|, can nat-
urally exploit the analog information from
the inner GKP code discussed in Section 2.3.
As we will show in our simulation results,
this additional analog information helps the
syndrome-based iterative decoders to success-
fully identify the errors corresponding to the
measured syndrome.

In fact, the analog information helps the CSS-
QLDPC code and decoder surpass the CSS Ham-
ming bound of C' = 1—2hy(p), where p is the prob-
ability that a qubit undergoes an error and ho(-) de-
notes the binary entropy function [25,29,30]. Given
the error rate p, the quantity C' is the maximum
rate achievable by non-degenerate CSS codes that
are agnostic to the nature of the underlying physi-
cal qubits. More precisely, we will show a QLDPC
code family with rates converging to R = C that
can correct errors beyond the error rate p implied
by the above expression, using a sequential min-
sum decoder [28,44] that exploits the GKP analog
information. Here, the error rate p is connected to
the variance o2 of the Gaussian random displace-
ment channel through the Eq. (1).

3.1 CSS Codes

QLDPC codes used in the GKP-concatenation
scheme belong to a special case of stabilizer codes
called CSS codes. In general, stabilizer codes are
the quantum analog of classical linear codes [45]. A
stabilizer group S is a commutative subgroup of the
n-qubit Pauli group® P,, that contains only Hermi-
tian Paulis and excludes —I,,. An [n, k, d] quantum
stabilizer code Q encodes k logical qubits into an
entangled n-qubit code state that is a common +1
eigenstate of the elements of S. The weight w(E) of
a Pauli operator E/ € P, is the number of qubits on
which it applies a non-identity Pauli matrix. Any
E € P, \ S that commutes with all stabilizers has
minimum weight d, thereby defining the error cor-
rection capability of the code. The code rate of Q
is defined as R(Q) = k/n. The m = n — k sta-
bilizer generators of the code describe the rows of
the corresponding stabilizer matrix, equivalent to
the parity-check matrix.

The stabilizer group of CSS codes can be gen-
erated via purely X-type and purely Z-type oper-
ators given by two compatible classical codes [25].
Consider two classical codes C; and Cy with param-
eters [n, k1,d1] and [n, kg2, d2] and parity-check ma-
trices Hx and Hy, respectively, such that HXHP'ZF =
0 (the all-zeros matrix). Then the CSS code,
CSS(C1,C2), induced by these codes is defined by
X-stabilizer generators obtained by replacing 1s
and Os of Hx with Xs and Is, and Z-stabilizer
generators obtained by replacing 1s and 0Os of Hy
with Zs and Is. Since HXH% = 0, it is guaranteed
that the X-stabilizers and Z-stabilizers commute,
thereby forming a valid stabilizer group. The pa-
rameters of CSS(Cy,Cq) are [n,k = k1 +ky—n,d >
min(di,ds)]. As an example, consider the [7,1, 3]
Steane code defined by taking C; and Cy as the
classical [7,4,3] Hamming code. Hence, the X-
and Z-stabilizer generators are given by the same
parity-check matrix

1110
Hy=H;,=1[1 1 0 1 (8)
1 011

O O =
S = O
= o O

®The n-qubit Pauli group P, is formed by Kronecker
products of n single-qubit Paulis and scalars ", where
k€ Z4s=1{0,1,2,3}.
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Thus, the X-stabilizer generators are given
by X1 XoX3X5, X1 X9 X4 X, X1 X3 X4 X7
and the Z-stabilizer generators are given by
Z1Z22325, 2122Z4Z67 Z1Z3Z4Z7. Here, Xz
(resp. Z;) refers to applying the Pauli X (resp. Z)
on the i-th qubit.

A CSS-based QLDPC code is defined by such a
stabilizer generator matrix with low-weight stabi-
lizers. In the binary representation of these parity-
check matrices, the number of nonzero entries is low
compared to the zero entries, giving its name quan-
tum ‘low-density’ parity-check code. The sparse
parity-check matrix can be represented graphically
by a sparse bipartite graph called Tanner graph
over which the message passing iterative decoders
operate. We describe the Tanner graphs and mes-
sage passing decoders in Section 3.2.

3.2 Tanner Graph and Message Passing De-
coders

Graphically, the parity-check matrix, H, can be
represented by a bipartite graph (G =V UC, F),
where the variable node set V' = {vy,...v,} and
check/stabilizer node set C' = {ci,...cy} are con-
nected using the set of edges F'. The variable nodes
and check nodes correspond to the columns and
rows of H, respectively. An edge between a check
node ¢; and a variable node v; corresponds to a
nonzero entry H; ; in the i-th row and j-th column
of the parity-check matrix. In Fig. 5, we show the
Tanner graph corresponding to the X-checks (or,
equivalently, Z-checks) of the [7,1, 3] Steane code,
where we depict the variable nodes as circles and
check nodes as squares, and we draw solid lines to
represent the edges. The rows of the check ma-
trix are indexed by ci,co,c3 and the columns are
indexed by v1,v2,...,v7.

Message passing decoding algorithms such as
BP operate by iteratively passing “beliefs”; i.e.,
local posterior probabilities, along the edges of
the Tanner graph. With its roots in the broad
class of Bayesian inference problems, BP is an ef-
ficient algorithm to compute marginals of func-
tions on a graphical model [46,47]. Consider a
general inference problem where there are n un-
knowns {xi,...,x,} related by a joint function
that has a simple factorization into m factors:

Figure 5: The Tanner graph of the parity-check matrix
Hx corresponding to the [[7,1, 3] Steane code.

f({xlv'“7m7L}) = I[iZy fl({xw J € VZ})? where
each f; is a “local factor” that only involves a subset
of variables V; C {1,...,n}. Given some observa-
tions of the unknowns (e.g., through a noisy chan-
nel), or indirect information about them, the goal
of BP is to compute the posterior marginal distri-
bution of each unknown x;, which can then be used
to obtain a “hard” value for the unknown, e.g., by
simple thresholding if the unknowns are Boolean
or binary. Effectively, BP uses the distributivity of
addition over multiplication to efficiently compute
the marginal

> I fildzs; g evi})

T1yeesTim1,Tit 1500 Tn 1=1

for the i-th unknown x;. In the setting of itera-
tive decoding, BP starts with “channel information”
about each variable, expressed in terms of an ini-
tial distribution, and then passes probability mes-
sages via edges on the Tanner graph to eventually
compute the posterior marginals. The factor (or
check) nodes in the Tanner graph impose local con-
straints on the incident variables as dictated by the
local factors f; (which will be stabilizers or parity-
checks for our purposes). If the graph is a tree,
then BP exactly computes the posterior marginals
and hence performs maximum-a-posteriori (MAP)
inference. If the graph has loops, then BP can still
perform very well, although not optimal, if certain
troublesome graph configurations are avoided. The
main advantage in such scenarios is the low com-
plexity of BP compared to MAP. In the next sec-
tion, we provide a more specific discussion for the
iterative decoding of QLDPC codes.
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3.3 lterative Decoding of QLDPC Codes

For classical LDPC codes C, decoders observe
the received vector y = [y1,y2...,yn], which
is typically the transmitted codeword z =
[x1,x2,...,2,] € C added with channel noise, to in-
fer the transmitted codeword z. The bitwise chan-
nel log-likelihood ratios (LLRs) that are calculated
as A\; = In % are used for the initialization
of the iterative BP algorithm. For a standard clas-
sical channel called the additive white Gaussian
noise (AWGN) channel, we have y; = x; + n; with
z; € {£1}(0 — +1, 1+ —1) and n; being a stan-
dard Gaussian random variable with mean 0 and
variance v2?. Therefore, the LLRs for the AWGN

channel are as follows:

(yi—1)?
P(y;|x; = +1) exXp <_ y2u2 ) 2u;
)\i =1In =In 11)2 = o
P(yilzi = 1) exp (—7('%2—;2) ) v

Starting with the LLRs as initial (channel) mes-
sages from variable nodes (representing codeword
bits), these decoders iteratively pass messages be-
tween variable nodes and check nodes (representing
parity-checks) in the Tanner graph to determine the
a posteriori value for each bit of the codeword.

One of the key differences in decoding QLDPC
codes is that there is no classical notion of a re-
Instead, measurement of the sta-
bilizer generators indicates if an error acted upon
the quantum state or not. For CSS codes, mea-
surement of stabilizer generators, i.e., the rows of
the parity-check matrices Hx and Hy, yields the
syndrome s = [sx,sgz] corresponding to the er-
ror vector e = |ez,ex|, where sx = Hxez! and
Sz, = HZeXT.

The decoder’s task is to identify an error vec-
tor that corresponds to the measured syndrome
s. Hence, the iterative decoder used for classical
LDPC codes is modified to address this syndrome-
based decoding scenario encountered in QEC. We
can perform decoding for the X and Z errors sep-
arately as our noise model only produces indepen-
dent X and Z errors. For simplicity of explaining
the syndrome-based decoder, we use H, s, and e for
the parity-check matrix, measured syndrome, and
the error vector, respectively.

Next, we describe a syndrome-based version of
the iterative message passing algorithm used in the

ceived vector.

decoding of QLDPC codes. Suppose we have an
(unknown) binary error vector e = (e1,...,€ep)
which resulted in a measured syndrome s. In this
setting, the variable nodes of the Tanner graph rep-
resent error bits rather than codeword bits, and
the check nodes are initialized with the respec-
tive binary measured syndrome bits. The objec-
tive of syndrome-based iterative message passing
decoders is also to iteratively compute the a poste-
riori probabilities, but of the error bits conditioned
on the value of the measured syndrome, P(e;|s)
for i € {1,...,n}. This computation relies on
the initialization of the beliefs/messages, followed
by passing them over the Tanner graph following
the decoder update rules. Conventionally, the ini-
tialization step of QLDPC decoders does not ex-
ploit any analog information and hence, the initial
messages that are passed are equal for all variable
nodes. This step, which is the crucial difference
in our QLDPC-GKP coding scheme, is explained

next.

In syndrome-based iterative decoders, the initial
belief of e; being 0 rather than 1 is defined to be the
LLR, i.e., the beliefs are initialized with the same
LLR value (\) for all variable nodes,

Intuitively, this initialization step can be inter-
preted as the decoder assuming no error on any
qubit, and proceeding to find the correct error pat-
tern that matches the syndrome. Note that this
method of initializing the LLR (of the error relia-
bility) will be used only when there is no GKP ana-
log information available for the iterative decoder
at the variable nodes.

For our QLDPC-GKP code, without GKP syn-
drome {Qo, Py} and GKP analog information, we
encounter the same initial LLR for all variable
nodes. With this idea, it will be equivalent if we
set Qo to zero, corresponding to no error on any
qubits, and use Eq. (6) to calculate the LLR as de-
fined in Eq. (9). Hence, initialization for decoding
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without the GKP analog information is given as

P[No logical error]
i =

P[Logical error]

o Siew[-@VAHEA] )
rez &xp[—((2L + 1)v/7)?/(207)]

~—In2+ 27;7 (if o < 1).

However, for ease of decoder implementation, it is
common to set these LLRs to a small positive chan-
nel value such as +1, to slightly bias it towards zero
error pattern as initialization [48]. Our simulation
experiments confirmed that this constant value on
all variable nodes has very similar decoding perfor-
mance as using (10) for initialization.

There are two types of functions in an itera-
tive message passing decoder, namely, the vari-
able node update (VNU) function ® and the check
node update (CNU) function ¥ as depicted in Fig.
6. The ® (respectively, ¥) function computes
the messages propagating from variable (respec-
tively, check) nodes to check (respectively, variable)
nodes. These decoders pass the messages/beliefs
along the edges of the Tanner graph in an iterative
fashion. Let the set of neighbors of a node z be de-
noted as N, and let the cardinality |[A;| indicate
the node degree d,. Let the message passed from
node x to node y in the k-th iteration be denoted
as mgzy Both the check node and variable node
update functions use the “extrinsic” message pass-
ing principle, wherein a message from node x to y is
computed as some function of all incoming extrin-
sic messages, 1i.e., from N;\{y} — all neighbors of
the node x except y.

1. Variable node update: The VNU function ®
at each variable node is computed using the
corresponding LLR value and all extrinsic in-
coming check node messages (See Fig. 6a).

For every variable node v; € V,
m’l)Z'*)Cj = (b()\la mc%vi)a (11)
where ¢ € N, \{¢;} and ¢; € N,,,.

2. Check node update: The CNU function ¥ at
each check node is computed using the corre-
sponding syndrome value and all extrinsic in-
coming variable node messages (See Fig. 6b).

(a) Variable node update

(b) Check node update

Figure 6: Computation of the variable node message uses
VNU function ®, and that of the check node message
uses CNU function W. Each message passing iteration
comprises of these two message update functions.

For every check node ¢; € C,
mcj—)vi = ‘IJ(Sja mv%Cj)7 (12)
where v € NV, \{v;} and v; € N;.

A message passing decoder employs these two
update functions in each iteration ¢ < £, and
then determines the error on each variable node.
At iteration ¢, the error estimate @@) is based
on the sign of the decision update function out-
put ® that uses the LLR value and all incoming
check node messages to the variable node v;, i.e.,

@(Ai,mgﬂw), where ¢ € N,,. The error estimate

is ﬁ:l(»f) = (1 — sgn(P(\;, mgﬂvl)))/Q where the sign
function is defined as sgn(A4) = —1 if A < 0, and
+1 otherwise. The output of the decoder at ¢-th
iteration, denoted by %) = (a%gé), a%gé), - 5555)), is
used to check whether all parity-check equations
are matched, i.e., the syndrome at ¢ iteration
80 = 2@ . HT is equal to the input syndrome
s, in which case iterative decoding terminates and
outputs £ as the error vector. Otherwise, the it-
erative decoding steps continue until a predefined
maximum number of iterations, denoted by fmax,
is reached. A schematic of the iterative message
passing decoding procedure is shown in Fig. 7.
Typically, a variant of the BP decoder known as

a min-sum algorithm (MSA) is used in practice due
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Figure 7: The Tanner graph is unrolled showing the update rules at each iteration of the syndrome-based iterative message
passing decoder. The iterative decoder’s task is to infer an error vector whose syndrome is equal to the input syndrome,
s, using the message passing update rules over iterations. In each iteration step, the check node update W is followed by
the variable node update ® and the decision update d. The decoding procedure is initialized with analog log-likelihood
ratios (LLRs) corresponding to each of the inner-GKP error likelihoods for the variable nodes, unlike traditional syndrome
based decoders that are initialized by LLR corresponding to the all-zero error pattern. The iterative decoding procedure
is successful, and outputs the error vector estimate X, if the output syndrome § matches with the input syndrome s.
Even in such a "success” event the decoder could have miscorrected the error. The iterative decoder is said to have failed
to converge if the estimated error pattern does not correspond to the input syndrome even after the preset maximum

number of iterations, £ax.

to its low complexity and hardware-friendly nature
[28].  As the name ‘min-sum’ suggests, the CNU
function is a minimum computation and the VNU
function is a summation of the incoming messages
as follows:

\I’(Sjv m’l]*)Cj) = Sgn(sj)' H
vech \{vi}

min
vEch \{vi}

My—cj|

(13)

(b()\za mcﬁvi) = )\z + Z
ceNy; \{c;}

Me—so,; - (14)

Min-sum update rules are less complex than tra-
ditional BP decoders, but they suffer from per-
formance degradation which is improved typically
using a normalized MSA [27| wherein check node
messages are multiplied (in Eq. (13)) by a scalar
B,(0 < B < 1) as a correction factor.

In addition to the update functions ¥ and P,
the order in which the check node and variable
node messages are updated is also important for

Sgn(mUHCj)'

decoder implementation. Commonly used schedul-
ing strategies are parallel/flooding and sequen-
tial/layered schedules. The decoder is said to fol-
low a parallel schedule if, in an iteration step, all
CNs are updated simultaneously and subsequently
all VNs are updated simultaneously. In contrast, a
sequential schedule updates the messages sequen-
tially, or one-by-one, until all check nodes and vari-
able nodes are updated in an iteration step, e.g.,
the sequential update with a column update or-
der - vy followed by vs,...,v,. In this paper, we
present simulation results using the concatenated
GKP framework where the outer code decoders
follow the normalized min-sum algorithm with se-
quential updating schedules. We now describe how
the syndrome-based MSA is applied in our concate-
nated GKP framework.

3.4 Simulation Setup and Using the GKP Analog
Information in the MSA

The MSA decoder can be used for decoding
QLDPC codes by using the binary parity-check ma-
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trix representing the stabilizers to define the cor-
responding Tanner graph. Since we consider CSS
codes, which are defined by two parity-check matri-
ces Hx and Hyz, and our noise model only produces
independent X and Z errors, we employ the MSA
algorithm separately on their Tanner graphs.

First, we sample random displacements in the @)
and P quadratures for each GKP qubit, according
to the noise variance o2. Then, we simulate Steane
error correction on each GKP qubit according to
the same procedure in [13] (see [24, Supplementary
Information| for more details). This provides the
residual displacement for each qubit after correc-
tion, which will be 0 or /7 (or integer multiple
of +4/m) since the ancillas are taken to be perfect
(infinitely squeezed). We convert this into a se-
quence of (GKP-logical) Pauli operators acting on
the GKP qubits, which forms the true error for the
outer code.

Also, based on the GKP measurements, we cal-
culate the probability of GKP logical X error, px;,
and logical Z error, pz,, independently according
to Eq. (6), which constitutes the analog informa-
tion for the i qubit. These values (for all n GKP
qubits) are then passed on as channel inputs to the
syndrome-based MSA decoder for the outer code.
Subsequently, we simulate syndrome extraction for
the stabilizer generators of the outer QLDPC code
and calculate the input syndrome s, again accord-
ing to the same procedure in [13,24]. The MSA de-
coder for X errors (resp. Z errors) is initialized by
setting the LLR for each qubit to be In 1opx; (resp.

Px;
In %). Note that in this LLR calculation, we

utilize the GKP syndrome {Qo, Py}, therefore the
LLR is unique to each qubit. This is how the GKP
analog information is used by the outer code de-
coder. With the aforesaid initialization, the MSA
decoder is run until it obtains an error matching the
syndrome or until it reaches the maximum number
of iterations, .x, whichever occurs earlier. In the
scenario where it does find a syndrome-matching
error pattern, we multiply it with the true error
computed earlier to see if the result is a stabilizer
or logical operator (of the outer code). If it is the
former, then error correction worked perfectly, but
if it is the latter, then we count that as a logical
error. In the scenario where the MSA reaches £ax

and is unable to find a syndrome-matching error
pattern, we also declare a logical error for simula-
tion purposes.

It is interesting to note that, in all of our sim-
ulations, whenever the decoder found a syndrome-
matching error pattern, it corrects the error per-
fectly with high probability. Therefore, almost all
logical error events in the performance curves corre-
spond to reaching ¢,,x and not finding a matching
error pattern.

4 Simulation Results and Discussion

In this section, we demonstrate the improved
threshold and advantages of our QLDPC-GKP con-
catenation scheme. For the simulations, we choose
the recently developed family of lifted product CSS
QLDPC codes as the outer code. First, we describe
this code construction in general and then use spe-
cific examples to illustrate the advantages of the
QLDPC-GKP scheme.

4.1 Lifted Product QLDPC codes

We consider the lifted product (LP) QLDPC codes
as the outer code. LP codes proposed by Pan-
teleev and Kalachev [6] are lifted versions of hy-
pergraph product codes [12,49] and this family has
a nonzero asymptotic rate with an almost linear
distance scaling under increasing code length. Fur-
thermore, the LP-QLDPC codes enable us to cre-
ate finite length QLDPC codes from good classical
(and quantum) quasi-cyclic (QC) LDPC codes. In
classical error correction schemes, QC-LDPC codes
are widely used as they provide flexibility both in
terms of code construction and decoder implemen-
tation, compared to random LDPC code construc-
tions. We choose QC-LDPC codes as constituent
classical LDPC codes to construct LP code families
for the QLDPC-GKP concatenation scheme.

In [50], Fossorier introduced the QC-LDPC codes
whose parity-check matrices are obtained by ex-
panding a base matrix B of size my x n,. Each
entry of the base matrix is expanded to a binary
square matrix of size L x L. A non-negative entry
b in the base matrix is replaced by a cyclic permuta-
tion matrix (CPMp, (b)), i.e., binary L x L identity
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matrix cyclically right-shifted by b columns. Neg-
ative entries in B are replaced by L x L zero ma-
trices in the parity-check matrix. We refer to L as
the circulant size or lift size of the QC-LDPC code.
Hence, the QC-LDPC code’s parity-check matrix
H is concisely expressed in terms of its base ma-
trix B — as an my Xny array of circulant shifts, and
the circulant size L. If negative entries are avoided
in B, then the corresponding QC-LDPC code is re-
ferred to as (myp, ny)-regular QC-LDPC code since
each column in H has weight m; and each row has
weight .

Example 1. Consider the [155,64,20] code C, a
(3,5)-regular QC-LDPC code [51] of circulant size
L = 31, where the base matrix of B is defined as
follows:

1 2 4 8 16
B=|5 10 20 9 18]. (15)
25 19 7 14 28

In binary representation, the parity-check matrix
H is a 93 x 155 matrix, but it only has rank 91,
which is why the code encodes 155 — 91 = 64 bits.
Hence, this (3, 5)-regular classical Tanner code [51]
is constructed using CPMs and has relatively large
minimum distance of 20.

For the LP construction, we also need the conju-
gate transpose of the base matrix representation,
B*. For the Tanner code above,

30 26 6
29 21 12
B = |27 11 24]. (16)
23 22 17
15 13 3

The asterisk in the superscript of B* is a conjugate
transpose over the matrix ring as in [6], so that the
binary representation of B* is exactly the matrix
transpose of the parity-check matrix H.

We construct the [n,k,d] LP code [6] by per-
forming the Kronecker product of the base matrix
B and its conjugate transpose B* of the QC-LDPC
code as follows. The lifted product construction
LP(B,B*) gives stabilizer parity-check matrices

LP-QLDPC | Rate | L | Girth
[175,19,<10] | 0.109 | 7 | 6
[225,21,<12] | 0.093 | 9 | 6
[425,29,< 18] | 0.068 | 17 | 8
[475,31,< 20] | 0.065 | 19 | 8

Table 1: Lifted product codes of LP04 (with asymptotic
rate 0.04) family from (3,4)-regular QC-LDPC codes.

Rate | L | Girth
0.147 | 16 8
0.140 | 21 8
0.133 | 30 8

LP-QLDPC
[544, 80, < 12]
[714,100, < 16]

[1020, 136, < 20]

Table 2: Lifted product codes of LP118 (with asymptotic
rate 0.118) family from (3, 5)-regular QC-LDPC codes

Hx and Hz whose base matrices are

Bx = |B@ Ly, In,®B]
and (17)
By =L, ®B, B*®lLy,),

respectively. The size and properties of the base
matrix B determine the properties of the LP code.
The code length of LP(B, B*) is n = {(n} + m3),
code dimension k > £(ny—my)?, and hence, the rate
(my —m,)*
(n? +m?)
from the [155, 64, 20] Tanner code with base matrix
B of size 3 x 5 and circulant size L = 31, we obtain
the [1054,140,20] LP code.

For the QLDPC-GKP concatenation scheme, we
construct LP-QLDPC code families from (mg,ny)
families of QC-LDPC codes with different param-
eters. Tables 1 and 2 respectively provide parame-
ters of the LP codes constructed from (3, 4)-regular
and (3, 5)-regular QC-LDPC codes. The LP code
families in Tables 1 and 2 are of asymptotic rates
0.04 and 0.118, respectively. The last columns in
Tables 1 and 2 indicate the girth, which is the
length of the shortest cycle in the Tanner graph.

of such ensembles is r > . For example,

4.2 Threshold Plots

In the following simulations, we decode the outer
QLDPC codes using a syndrome-based MSA (nor-
malization factor f is set to 0.75 empirically) with
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a sequential schedule for a preset maximum of
lmax = 100 iterations. The logical error rates for
codes in both LP04 and LP118 families are plot-
ted as a function of o, the standard deviation of
the Gaussian random displacement preceding the
GKP error correction step. For plotting the thresh-
old curves, for each noise variance o2 spaced at 0.01
we collect at least 10,000 logical errors (sufficient to
avoid statistical errors).

In the simulation plots, we observe a transition
from error suppression to error enhancement with
increasing o, signifying the existence of the error
threshold. Below the threshold, the logical error
rate decreases with increasing code length leading
to a suppression of the logical error rate, whereas
increasing the code length leads to an increased log-
ical error rate above the threshold value. We char-
acterize the error thresholds for the following two
cases: one where the outer code decoder makes use
of the analog information obtained from the inner
GKP error correction protocol (decoder w/ ana-
log information) and the other where the decoder
initialization does not use the analog information
(decoder w/o analog information).

In Fig. 8, we observe the error thresholds for
these two cases of outer code decoding for the two
LP code families in Tables 1 and 2. For LP04,
the ensemble of LP codes with an asymptotic rate
1/25 = 0.04, the threshold for the decoder us-
ing analog information is observed at around o =
0.557. This is better than the threshold of 0.505 for
the same decoder without utilizing the analog in-
formation. Similarly, for the LP118, the ensemble
of LP codes with an asymptotic rate 4/34 ~ 0.118,
the threshold for the decoder using analog informa-
tion is observed at around o = 0.547, in comparison
to a lower threshold of 0.495 for the same decoder
without utilizing the analog information.

4.3 Discussion on Capacity

In the concatenated coding scheme proposed in
this paper, we construct a sequence of CSS LP-
QLDPC codes whose asymptotic rate is R = C(p),
where C(p) denotes the CSS Hamming bound dis-
cussed earlier and p is related to the variance of the
Gaussian random displacement channel through
the expression in Eq. (1). Then, using simulations,

we show that our scheme can surpass the thresh-
old p (or, equivalently, o) implied by the above
bound. Quantitatively, for the LP04 family, if we
set C'(p) = 1/25 = 0.04, then the CSS Hamming
bound implies a threshold of p = 0.104, or equiv-
alently ¢ = 0.545. However, by a combination of
the two factors stated below, we observe a thresh-
old of 0 = 0.557 in Fig. 8. Similarly, the CSS
Hamming bound implies a threshold of o = 0.524
for the LP118 family, whereas the two factors be-
low lead to a threshold of o = 0.547 as seen in Fig.
8.

This provides another strong indication of the
utility of the concatenation with GKP codes.
In particular, the above result of surpassing the
threshold of the CSS Hamming bound is made pos-
sible through two factors: (a) the use of GKP ana-
log information in the MSA decoder, and (b) the
sequential update schedule for the MSA decoder.
We verified that the above result breaks if either of
these choices is dropped. The sequential schedule
has recently been shown to outperform the more
common parallel /flooding schedule [52,53]. How-
ever, since these LP-QLDPC codes are degenerate,
it is unclear how much this degeneracy contributes
to surpassing the CSS Hamming bound. There has
been a negative result for qudits of dimension at
least 5 [54], where the authors show that such qudit
CSS codes cannot surpass the bound. For qubits,
we leave this important question for future investi-
gation.

4.4 Effect of GKP Analog Information on Error
Floor

The improvement in the decoding performance
with the use of analog information is amplified at
low logical error rates, specifically 10™* and lower.
This can be observed in Fig. 9 for all codes in
the LP04 family. Classical LDPC codes are prone
to a phenomenon called error floor [55,56] where
the logical error rate curve flattens at low noise
regime. This is attributed to small graphical con-
figurations inside the Tanner graph referred to as
trapping sets. Recently, trapping sets of QLDPC
codes have also been explored, and new code de-
sign and decoder improvement strategies avoiding
small trapping sets have been discussed [53]. Here,
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Figure 8: The set of curves in figures (a) and (b) correspond to the GKP code concatenated with LP-QLDPC codes
obtained from lifting regular (3,4) and (3,5) QC-LDPC codes, respectively, of increasing code length (and distance).
The dashed curves correspond to the sequential MSA decoder without using the analog information (from the inner
GKP error correction), whereas the solid curves make use of the analog information for decoding the outer code. The
transition of the curves with increasing o signifies an error threshold. The threshold of the LP04 code family is improved
from o = 0.505 to ¢ = 0.557 with the help of GKP analog information. Similarly, the threshold of the LP118 code
family is improved from o = 0.495 to o = 0.547. Furthermore, the improved thresholds for the LP04 and LP118 code
families surpass their respective CSS Hamming bounds, highlighted as gray vertical lines at ¢ = 0.545 and ¢ = 0.524 in

the plots.

using a particular code from the LP04 family, we
demonstrate that the GKP analog information sig-
nificantly improves the error floor problem. In-
tuitively, it appears that the “analog” knowledge
about the error on each qubit seems to suffice to
bias the decoder onto a particular pattern inside
the trapping set. It is an intriguing phenomenon
with no classical equivalent because classical error
correction only employs channel information that
is not qubit- and error-realization-specific. In Fig.
10, the error flooring effect is observed when the LP
code [475,31,20] from the LP04 family is decoded
with sequential min-sum without analog informa-
tion. However, such performance degradation is
not seen when analog information is used for the
same code and decoding algorithm. We emphasize
that this is a preliminary observation that requires
further investigation.

5 Conclusion and Future Directions

In this work, we demonstrated the concatenation
of the GKP code with generic QLDPC code fami-
lies that are decoded using iterative decoding algo-
rithms. Specifically, we extended the recent investi-
gations on surface-GKP schemes to the regime of fi-
nite rate outer QLDPC codes, and proposed an ex-
plicit method to feed the GKP analog information
into the outer code’s iterative decoder. The itera-
tive decoder is the normalized min-sum algorithm
(MSA) with a sequential node update schedule, and
the MSA is widely deployed in classical error cor-
rection applications due to its hardware-friendly
nature. Since our focus is on exploring the gains of
such a concatenation scheme, we considered a sim-
ple noise model where all GKP data qubits undergo
a Gaussian random displacement and all GKP an-
cillas are noiseless (i.e., infinitely squeezed). We
chose two QLDPC code families arising from the
lifted product construction for our simulations. We
showed that the MSA decoder is able to exploit the
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Figure 9: The set of performance curves corresponding to
the LP04 family, simulated more “deeply” for low o values.
The dashed curves correspond to the standard sequential
MSA decoder without using the analog information (from
the inner GKP error correction), whereas the solid curves
make use of the the analog information for decoding the
outer code. The threshold of the code family is improved
from ¢ = 0.505 to 0.557. This is also above the theo-
retical CSS Hamming bound that implies a threshold of
o = 0.545 for an asymptotic rate (1/25), demonstrating
the advantage of GKP concatenation.

analog information from the inner GKP code er-
ror correction and significantly improve the noise
threshold. Furthermore, we showed that the GKP
analog information combined with the sequential
schedule enables the coding scheme to surpass the
CSS Hamming bound. The contribution of the
degeneracy of the QLDPC codes to this observa-
tion remains to be understood. This concatenation
scheme can be extended, opening the door to many
possible outer QLDPC codes in this concatenated-
GKP framework. Moreover, there is room for im-
provement in the iterative decoders used, especially
if decoder design takes advantage of the degeneracy
of QLDPC codes.

We note that the considered CSS-QLDPC-GKP
architecture is based on the square-lattice GKP
code. Our proposed scheme could be easily gen-
eralised to other rectangular GKP lattices, which
could prove useful against noisy channels with bi-
ased noise in the ) — P quadratures. Additionally,
even for the symmetric Gaussian random displace-
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Figure 10: The LP code [475, 31, 20] from the LP04 family
decoded with sequential min-sum without using the analog
information exhibits the error flooring effect. However,
such performance degradation is not observed when we
utilize the analog information from GKP error correction in
the outer code decoder. The effect of analog information
on error floors needs further investigation.

ment channel considered here, it might be beneficial
to consider rectangular GKP lattices as well. For
such an architecture the logical GKP errors will
be biased, with the probabilities of the logical X
and Z errors being now different. However, there
exist QLDPC codes that are tailored to overcom-
ing biased errors [57]. These codes could then be
used together with rectangular-lattice GKP code in
a similar spirit to the way the rectangular-lattice
GKP code can improve performance against sym-
metric noise when concatenated with the surface
code [20]. Since the lifted-product QLDPC codes
tailored to biased noise are non-CSS [57|, further
work will be required to adapt our decoding to
this scenario. Another useful GKP lattice is the
hexagonal one, which allows for the densest pack-
ing of circles [13] leading to better upper bounds on
the logical error probability against the Gaussian
random displacement channel than for the square-
lattice GKP code [34]. Moreover, the numerical op-
timisation in [33] also suggests that the hexagonal-
lattice GKP code might be the optimal single-mode
code against the pure loss channel. Since this non-
rectangular lattice cannot be decomposed into a di-
rect sum of two disjoint lattices along the ) and P
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quadratures respectively, this GKP code does not
have the CSS property [13] and hence more work
will be needed in order to develop decoding proce-
dures for the corresponding QLDPC-GKP concate-
nated codes.

In our simulation results, we observed that uti-
lizing the analog information helps the iterative
decoder to escape from the harmful trapping set
configurations present in QLDPC codes, leading to
no error floor or a significantly lower error floor.
In our future works, we will analyze the effect of
analog information on the trapping sets of QLDPC
codes, which can result in better QLDPC codes and
decoders. We will also investigate if the additional
analog information from inner codes can be used to
exploit the degeneracy property of QLDPC codes
in their iterative decoding [58].

Besides these specific results, our observations
could trigger new research in decoder construction
and analysis, e.g., on optimal thresholds under ana-
log information, as well as in information-theoretic
questions, e.g., capacity of (discrete variable) codes
under analog information. Even though it might
not be possible to identify a reasonable classical
setting where each received bit is equipped with its
own analog information, it might be useful to start
investigating the aforementioned questions under
such a purely theoretical classical setting. The ex-
perience gathered from such a setting could provide
insights and benchmarks for the practically moti-
vated quantum problem considered here.

Since we have established the utility of GKP
analog information for iterative decoding of outer
QLDPC codes under a simple noise model, a nat-
ural extension would be to consider more realis-
tic noise models such as in the recent surface-
GKP investigations [19,21]. In particular, we will
consider finitely squeezed GKP ancillas for syn-
drome extraction of both inner and outer codes.
In such a scenario, the analog syndrome itself
would be noisy, which needs to be incorporated
in the syndrome-based iterative decoder. We ex-
pect the GKP-QLDPC concatenation scheme to
work well even in such a noisy syndrome setting
using outer code decoders that can utilize the soft
syndrome information [59,60]. Furthermore, hav-
ing considered an application-agnostic setting in
this paper, we will also consider noise models spe-

cialized towards fault-tolerant quantum comput-
ing or quantum communications (e.g., quantum re-
peaters [24]).
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A QC-QLDPC Codes

The lifted product codes of LP04 family are ob-
tained from the (3,4) regular QC-LDPC codes. For
constructing the codes given in Table 1 with min-
imum distances - 10, 12, 18, and 20 respectively,
we use Eq. 17 with the base matrices as given be-
low. Minimum distances for these QLDPC codes
are computed by modifying the version of the error-
impulse method [61] for classical LDPC codes -
adapted to suit for QLDPC codes. In the following,
the base protograph matrices are denoted as Bjm,m
where the subscript L denotes the circulant size.

0000
Bly=10 1 2 5 (18)
06 31

0000

By=10 16 7 (19)
0 45 2
0 0 0 O]

Bif=10 1 2 11 (20)
0 8 12 13
0 0 0 O]

BR=10 2 6 9 (21)
0 16 7 11

Similarly, the lifted product codes of LP118 fam-
ily are obtained from the (3,5) regular QC-LDPC
codes. For constructing the codes given in Table
2 with minimum distances - 12, 16, and 20 respec-
tively, we use Eq. 17 with the respective base ma-

trices BiS, B}, and B3j as given below.

00 0 0 O
BiS=10 2 4 7 11|. (22)
0 3 10 14 15

00 0 0 0
Bi=10 4 5 17] . (23)
0 14 18 12 11

J

00 0 0 0
B =10 2 14 24 25]. (24)
0 16 11 14 13
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