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ABSTRACT. In the present paper we develop the theory of minimization for energies with multivariate
kernels, i.e. energies, in which pairwise interactions are replaced by interactions between triples or,
more generally, n-tuples of particles. Such objects, which arise naturally in various fields, present subtle
differences and complications when compared to the classical two-input case. We introduce appropriate
analogues of conditionally positive definite kernels, establish a series of relevant results in potential
theory, explore rotationally invariant energies on the sphere, and present a variety of interesting examples,
in particular, some optimization problems in probabilistic geometry which are related to multivariate
versions of the Riesz energies.
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1. INTRODUCTION AND MAIN RESULTS

Numerous questions, which arise in such different disciplines as discrete geometry, physics, signal
processing, and many others, can be reformulated as problems of minimization of discrete or continuous
pairwise interaction energies, i.e. expressions of the type

3z % Kaw o [ [ Ky du du) (11)
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where wy is a discrete set of N points, u is a Borel probability measure on the domain €2, and K is the
potential function describing the pairwise interaction. Perhaps one of the most celebrated examples of
such problems is the 1904 Thomson problem, asking for an equilibrium distribution of N electrons on the
sphere, which is notoriously still open for most values of N [Th]. This and many other problems stimulated
the study of such energies, which has now developed into a full-blown theory, see e.g. [Bj, Fu, HS], whose
state-of-the-art is very well presented in a recent book [BHS].

While classical energies (1.1) model pairwise interactions between particles, the present paper, in contrast,
initiates the study of optimization problems for more complicated energies, defined by interactions of
triples, quadruples, or even higher numbers of particles, i.e. energies of the type

1

EK(WN) = m Z K(xlw"vmn)v (12)

IK(M):/Q.../QK(xl,...,xn)du(xl) oo dp(an), (1.3)

with n > 3. Energies of this type arise naturally in various fields:

(i) In different branches of physics (nuclear, quantum, chemical, condensed matter, material science
etc.), it has been suggested that, if the behavior of the system cannot be accurately modeled by
two-body interactions, more precise information may be obtained from three-body or many-body
interactions. Such forces are observed among nucleons in atomic nuclei (three-nucleon force) [Ze], in
carbon nanostructures [MS], crystallization of atomistic configurations [F'Th], cold polar molecules
in optical lattices [BMZ], interactions of solid and liquid forms of silicon [StW], interactions between
atoms [AT], in “perfect glass” potentials [ZST], and many other areas.

(ii) Energy integrals with multivariate kernels defined in (1.3) play the role of polynomials on the space
P(Q2) of probability measures on  — e.g., their linear span over all n € N is dense in the space of
continuous functions on P(2), according to the Stone—Weierstrass theorem. Such functionals on the
space of measures appear in optimal transport [Sa] and mean field games [L].

(iii) A classical example of a three-input energy, coming from geometric measure theory, is given by the
total Menger curvature of a measure p

() = /Q /Q /Q A (2,y, =) du() da(y) dp(z), (1.4)

where c¢(z,y,z) = m and R(z,y, z) is the circumradius of the triangle zyz. This object plays

an important role in the study of the L2-boundedness of the Cauchy integral, analytic capacity, and
uniform rectifiability [D, MMV].

(iv) Some questions in probabilistic geometry admit natural reformulations in terms of multi-input
energies (1.2) or (1.3). For example, assume that three points are chosen in a domain €, e.g. Q = S?,
independently at random, according to the probability distribution p. Which probability distribution
maximizes the expected area of the triangle generated by these random points or the volume of the
parallelepiped spanned by the random vectors? These quantities can be written as energy integrals
(1.2) with n = 3, and higher dimensional versions of such questions call for energies with more inputs,
which may be viewed as natural extensions of the classical Riesz energy. Questions of this type are
discussed in Section 6.4 and are explored in more detail in [BFGMPV].

(v) Energies with more than two inputs akin to (1.2) appear in three-point bounds [CW] and, more
generally, k-point bounds [DMOV, Mu] in semidefinite programming [BV] — a very fruitful method,
which led to numerous breakthroughs in discrete geometry. A discussion of this method in the
context of the multivariate energy optimization and, in particular, applications to the geometric
problems described in Section 6.4 can be found in our follow-up work [BFGMPV].

(vi) Relations between the L?-discrepancy and the two-input energies, in particular, the Stolarsky
principle [St], are well known [BDM, Sk]. In a similar spirit, other L™-norms of the discrepancy or
“number variance” with integer values of n lead to n-particle interaction energies (1.2). Some similar
ideas have been put forward in [T].
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Despite the abundance of applications, there seems to have been no systematic development of a
general theory of multi-input energies, unlike the case of classical two-input energies which has been
deeply and extensively explored. The present paper makes a first attempt to remedy this shortcoming
and to study the general properties of point configurations and measures, minimizing the multi-input
energies (1.2)-(1.3), and the relations between the structure of the multivariate kernel K and the energy
minimizers. This theory presents many intrinsic obstacles and is far from a straightforward generalization
of the two-input case. In particular, in the spherical case Q = S¢~! with rotationally-invariant two-input
kernels K (z,y) = F({z,y)), classical Schoenberg’s theory [S] proves that the uniform surface measure o
minimizes the energy integral in (1.1) if and only if the kernel K is conditionally positive definite. However,
in the multi-input case, such a characterization is still elusive: while we obtain various natural sufficient
conditions for the surface measure ¢ to minimize the energy (1.2) in Section 5, counterexamples presented
in Section 6 show that none of them are necessary.

The outline of the paper is as follows. In Section 2 we introduce the notation and some of the main
definitions, including the notion of n-positive definiteness. In Section 3 we explore some basic properties of
multivariate energies. In particular, we analyze the connections between (conditional) positive definiteness
of the kernel K, convexity of the energy functional Ik (), and arithmetic and geometric mean inequalities
for the mixed energies. The meat of the paper, i.e. the results about minimizers of the n-input energies
are concentrated in Sections 4—6.

Section 4 deals with analogues of classical potential theoretic results [Bj, BHS, Fu], which provide
certain necessary (Theorem 4.1) and sufficient (Theorem 4.4) conditions for a measure p to be a minimizer
of the n-input energy integral in terms of the (n — 1)-fold potential of the kernel K with respect to p.
Even though some of these results by themselves are clear-cut generalizations of standard statements for
two-input energies, they yield several interesting consequences in the n-input case. In particular, Theorem
4.8 states that, under some additional assumptions (e.g., if K is n-positive definite), for any 1 < k <n —2,
if the measure p minimizes the (n — k)-input energy Iy, where U is the k-fold integral of K with respect
to u, then p also minimizes the n-input energy Ix. This statement allows one to simplify proving that a
given measure is a minimizer of a multi-input energy by considering energies with a lower number of inputs.
A partial converse to Theorem 4.8, for kK = n — 2, is given in Theorem 4.9. In addition, in Lemma 4.6, we
show that, for n-positive definite kernels, every local minimizer of Ik is necessarily a global minimizer.

In Section 5 we adapt the methods of Section 4 to energies with rotationally invariant kernels on the
sphere S%~1, where symmetries allow for a more delicate analysis, and one has a natural candidate for a
minimizer: the uniform surface measure o. Theorem 5.1 states that energies with conditionally n-positive
definite rotationally invariant kernels on the sphere are minimized by the surface measure ¢ (without any
additional assumptions). As mentioned above, it turns out that, in contrast to the classical case n = 2,
conditional n-positive definiteness is not necessary for ¢ to minimize the n-input energy, which is shown
by examples presented in Propositions 6.9 and 6.10. Nevertheless, Theorem 5.1 allows one to prove that o
minimizes a variety of interesting energies, which did not seem to be accessible by different methods, see
e.g. Corollary 5.2. In Theorem 5.3 we obtain very close necessary and sufficient conditions for o to be a
local minimizer of the n-input energy Ik in terms of the minimization properties of the two-input energy
with the kernel given by the (n — 2)-fold integral of K (or the conditional positive definiteness of this
kernel). We also conjecture these are the correct conditions for o to be a global minimizer of I.

Section 6 is dedicated to constructing various classes of n-positive definite kernels, proving that certain
kernels of interest are (conditionally) n-positive definite, as well as exhibiting some naturally arising
3-input kernels on the sphere which are not conditionally 3-positive definite, yet the corresponding energies
are minimized by the surface measure o. These examples are presented in Propositions 6.5, 6.9, and
6.10. The first one is closely related to the semidefinite programming method as presented in [BV], while
the last two are geometric. The latter kernels are studied in Section 6.4 which addresses some problems
from probabilistic discrete geometry. Their main objects may be viewed as multi-input analogues of the
classical Riesz energies. In particular, we show that if three random vectors are chosen in the sphere
S9! independently according to the probability distribution s, then the expected volume squared of the
tetrahedron generated by these vectors (Theorem 6.6) as well as the square of the area of the triangle
defined by these points (Theorem 6.7) are maximized if the distribution is uniform, i.e. 4 = o. A more
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detailed study of such geometric questions is conducted by the authors in [BFEGMPV].

While many of the results presented in this paper hold (or can be extended) to a larger class of kernels
(e.g., bounded lower semi-continuous, or even singular kernels), given that this is the first effort to establish
a theory of multi-input energies, for the sake of brevity and clarity of the exposition, we shall only
consider continuous kernels on compact metric spaces in this paper. We shall also restrict our attention to
symmetric n-input kernels, i.e. functions invariant with respect to any permutation of variables. These
assumptions are implicitly present in all of the results presented below, even if not stated explicitly.

2. BACKGROUND AND DEFINITIONS

In what follows, we always assume that (2, p) is a compact metric space, n € N\ {1}, and the
kernel K : Q™ — R is continuous and symmetric, i.e. for any permutation = € S, and z1,...,x, € €,
K(xy,...,xn) = K(Tr(1)s s Tr(n)). We denote by M(Q) the set of finite signed Borel measures on €2, and
by P(£2) the set of Borel probability measures on Q. Let wy = {x1, 2, ...,zx} be an N-point configuration
(multiset) in Q for N > n. We define the discrete K-energy of wy to be

Exc(wy) = % S Y Ky, w,), (2.1)

Ji=1 Jn=1
and the minimal discrete N-point K-energy of Q2 as

ngQ
Let g, ...y i, € M(Q), then we define their mutual energy as

T osin) = [ o+ [ Klor )i - duan), (2.3)

and, for j < n, the j-th potential function as

U?"”’Hj(xjﬂ,...,xn):/Q~-~/QK($1,...7xn)d,u1(x1)-~-d,uj(xj). (2.4)

Note that since we are working with continuous K, the energy is well defined for all finite signed
Borel measures. We will abuse notation by writing u* if k of the measures are the same and define the
K-energy functional on M(Q) by

I () = I (") = Iic (s ooy 1) (2.5)

The definitions of discrete (2.1) and continuous (2.5) energies are compatible in the sense that

N
1
EK(WN) = IK(MwN)a where Hon = N Z 5:8]' (26)
j=1

and due to the weak-* density of the linear span of Dirac masses in P(f2)

lim Ex(Q,N)= inf I . 2.7
Kot ( ) LEP(9) k(1) (2.7)

We now recall the classical notion of positive definiteness for two-input kernels, which plays an extremely
important role in energy optimization problems and which we seek to generalize to n-input kernels. We
state the definition in the form which is most relevant to our exposition.

Definition 2.1. A kernel K : Q% — R is called positive definite if for every finite signed Borel measure
v e M(Q), the energy integral satisfies I (v) > 0.

If the inequality I (v) > 0 holds for all v € M(Q) satisfying v(Q) = 0, we call the kernel conditionally
positive definite.
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A more standard way of stating the definition of positive definiteness of K is by requiring that for all
N eNand zq,...,zy € Q, the matrix [K(x;,2;)]o<s,j<n is positive semi-definite, i.e.

N N
IK < Z czéwb) = Z K(.’I?Z', .Tj)CiCj Z 0
i=1 ij=1

for all ¢1,...,cy € R. Since K is continuous, this is clearly equivalent to Definition 2.1 due to weak-*
density of discrete measures.

We extend this notion to n-input kernels by demanding that, if one fixes arbitrary values of all but two
variables, the resulting two-input kernel is positive definite in the classical sense. For every m < n and
21,22, vy Zm € €, we define

Ko oegoo (@1, oy Tem) 1= K (21, o0y Zmy 15 ooy T—m ) - (2.8)

Definition 2.2. We shall say that a continuous symmetric kernel K : Q™ — R is (conditionally) n-positive
definite if, for all z1, za, ..., 2n—2 € Q, the two-input kernel K, .. .., is (conditionally) positive definite in
the sense of Definition 2.1.

We would like to emphasize that this definition relies more on the pointwise two-variable structure,
rather than the full set of variables. In particular, it does not have any connection to positive definite tensors
[Q]. Thus, it may appear that the name n-positive definite might be somewhat misleading. However, from
the point of view of energy optimization, which is the main theme of this paper, this nomenclature seems
absolutely justified. Indeed, in various statements about minimal energy (e.g., Theorem 4.4, Corollary
4.5, Theorem 5.1), this condition naturally replaces positive definiteness of classical two-input kernels.
In addition, non-symmetric multivariate kernels of similar flavor have been considered in the context of
k-point bounds in semidefinite programming [DMOV, Mu]. The class of n-positive definite kernels is
rather rich: throughout the text, in particular, in Section 6, we present numerous examples of functions
with this property.

We immediately observe that this property is inherited by kernels with a lower number of inputs, which
are obtained as potentials of K with respect to arbitrary probability measures.

Lemma 2.3. Let n > 2 and assume that K is (conditionally) n-positive definite. Then for every u € P(Q),
the potential Ut (z1,...,xn—1) is (conditionally) (n — 1)-positive definite.

Proof. Let v be a finite signed Borel measure on Q (with v(Q2) = 0 if K is conditionally n-positive definite).
Then by Fubini—Tonelli

uen (V):// /K(zl,zQ,---,zn_s,zn_z,x,y)du(zl) dv(x)dv(y)
Kzp,zn 2 QJa Jo
~ [ [ [ B smdv)nty) dut) 20,
o JaJa
since K, .. .., is (conditionally) positive definite for all z1, ..., z,—2 € Q. O

As a corollary of Lemma 2.3, we observe that if K : Q™ — R is (conditionally) n-positive definite, then
for all py, ..., up € P(Q), with £ <n —2, U " (2)41, ..., 2,) is (conditionally) (n — k)-positive definite.

Naturally, (conditionally) n-positive definite kernels enjoy the same basic properties as their classical
two-variable counterparts.

Lemma 2.4. If K and L are n-positive definite, then so are K + L and KL. If K1, K, ... are n-positive
definite and lim,,_, o, K, = K uniformly, then K is n-positive definite. The statements about the sum and
the limit (but not about the product) continue to hold if we replace n-positive definite with conditionally
n-positive definite.

The proof of this lemma is straightforward. The statement about the product KL follows from
the classical Schur product theorem, and positive definiteness in this statement cannot be replaced by
conditional positive definiteness (since, for example, a negative constant is a conditionally n-positive
definite function).
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3. FIRST PRINCIPLES

In this section we explore some basic properties related to (conditional) n-positive definiteness, such as
inequalities for mixed energies and convexity of the energy functionals, as well as connections between
these notions. All the kernels in this section are assumed to be continuous and symmetric.

3.1. Bounds on mutual energies. In the classical case, mixed energies can be bounded by averages of
energies of each individual measure. We refer the reader to Chapter 4 of [BHS] for details.

Lemma 3.1. Suppose K is a conditionally positive definite kernel on Q2. Then for every pair of Borel
probability measures py and pg on ), the mutual energy I (p1, po) satisfies

Ik (pa, po) < ;(IK(MI) + Ix(p2))-

Furthermore, if K is positive definite, then

T (pa, p2) < VI (pa) e (pr2)-
These inequalities can be extended to n-input energies with (conditionally) n-positive definite kernels.

Lemma 3.2. Suppose K is a conditionally n-positive definite kernel on Q™. Then for every n-tuple of
Borel probability measures pi1, ..., by, on , the mutual energy Ik (p1,. .., 1) satisfies

Tl opin) < 537 Ticlpy). (3.1)

If, moreover, K is n-positive definite,

IK(Ml?"'vﬂn H 7\l/ IK MJ (32)

Proof. We only prove (3.2), as one could repeat the proof below verbatim, with the multiplicative notation
replaced by the additive, to arrive at (3.1) (when K is n-positive definite, it would also follow from the
arithmetic—geometric mean inequality).

By Lemma 3.1, our claim holds for n = 2. Now, suppose our claim holds for some k > 2, and let
U1y ey i1 € P(Q). Lemma 2.3 tells us that for 1 < j < k+ 1, UI‘? is k-positive definite, so by our

inductive hypothesis
k
Trc (15 ooy 1) = Tyia (p2, ooy 1) < H v/ I (s 15 40)- (3.3)

Again using the inductive hypothesis, and the fact that K is symmetric, we have that for 1 < j <k,
IK(Hl, M§+1) - IK(lu‘j—‘rla K1, ﬂf;%)

< Tz, ) §/ T (g )1
= VIK(ﬂl, [, 1y ) {/IK(Nﬁl)k*l

"i/IK(m)k_l N i (s i) ’{/IK(Hj+1)k_1a

where in the second and last lines we have used (3.3). Rearranging the terms, we have

IN

k—1

ko i =
(Ix (11, 1541)) < Tr () # Ik (pj1) * s

O Tic (il y) < Tgc(pa) T I (1) 77

Plugging this back into (3.3), we have
S (3.

k k
IK(MI?“'?MkJrl H \/Tj-i-l)g
j=1 J

so that

+

1
1
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Our claim then follows via induction. O

The upper bound (3.1) allows us to prove a corresponding lower bound for the mixed energy:
Corollary 3.3. If K is n-positive definite on Q", then for all i, ..., p, € P(Q),

j=1
Proof. Suppose n = 2, and let p1, us € P(Q). Setting p = %(,Ul + p2), we have
0 < 4Ik(p) = Ix(pr) + Ik (p2) + 20k (p1, p2),

since K is positive definite, and (3.5) follows.
Now suppose our claim holds for some k > 2, and let u1, ..., ur+1 € P(Q2). Since by Lemma 2.3 the
potential U is k-positive definite, the inductive hypothesis implies that

??‘\»—t

k
ZIU“I Hi41) < IU“1 (H2y oy pikr1) = T (pns ooy pign)-

For 1 < j <k, Lemma 3.2 gives us that

Togs (1) = Tl i) < g (TocCon) + Rl Ggo))
leading to
1 k+1
il ; Irc(pj) < Ik (pas ooy firt),
which finishes the proof of the claim. |

Lemma 3.2 and Corollary 3.3 imply that if K is n-positive definite on Q" and w1, ..., iy, € P(Q2), then
[Tk (115 oes pin)| < = ZIK i)- (3.6)

Of course, since we can choose the probability measures py to be Dirac masses, inequality (3.6) yields
pointwise bounds on K. For instance, if K is n-positive definite, then for all zq, ..., z, € €,

1 n
|K (21, ..y 2n)| < - ZK(zj, e Z5),
j=1

and for conditionally n-positive definite kernels K, this inequality holds without the absolute value.
Clearly then, K must achieve its maximum value on its diagonal, something that is already known for the
two-input case.

Corollary 3.4. Suppose K is a conditionally n-positive definite kernel. Then
K(z1,...,2n) <max{K(z,...,2)}. (3.7)
z€Q
3.2. Convexity. Convexity of the underlying energy functionals naturally plays an important role in
energy minimization.

Definition 3.5. Suppose K : Q™ — R. We say that I is convezr at u € P(Q) if for every v € P(Q) there
exists some t, € (0,1], such that for all t € [0,t,)

I (I —t)p+tv) < (1 —t)Ik(p) +tlk (V). (3.8)
We say I is convex on P(Q) if inequality (3.8) holds for every u, v € P(Q) and all t € [0,1].
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We observe that convexity of Ix on P(Q) is equivalent to the fact that Ik is convex at all u € P(Q).
Indeed, if (3.8) fails for some p, v € P(Q), then the polynomial f(¢) = Ix((1 — t)u + tv) is not convex on
the interval [0,1], i.e. f”(¢) < 0 on some subinterval [a,b] C [0,1]. But in this case, one can easily see that
I fails to be convex at pu, = (1 — a)u + av.

Conditional positive definiteness of the kernel K is closely related to convexity of the corresponding
energy functional Ix. In fact, as we shall see in Proposition 3.9, when n = 2, the two notions are equivalent.
For further discussions about the connections between various conditions related to positive definiteness
in the classical two-input case, see [BMV].

One-sided implication holds for all n > 2: as the next proposition shows, convexity of Ix can be
deduced from relaxed arithmetic or geometric mean inequalities akin to (3.1) and (3.2). This implies, due
to Lemma 3.2, that conditionally n-positive definite kernels K give rise to convex energies.

Proposition 3.6. Let K : Q™ — R be continuous and symmetric and fix u € P(2). Suppose that for all
veP() and 0 <k <n,
n—=k

k
I (ph, v =) < () + ——Ixv). (3.9)
Alternatively, assume that for all v € P(Q) we have Ik (v) > 0 and for all0 <k <n

. k n—k
Ig(W* "% < Ik ()" - (Ix(v) ™ (3.10)
Then Ik is convex at p. If (3.9) or (3.10) holds for all p € P(Q), then Ik is convex on P(Q).
Proof. Assume that (3.9) holds. For all ¢ € [0, 1], we have

Ig((1—=tp+tv) = Z(l —t)F ek (Z) I (", v ")
<N - )Rk (’“1 ( )+"‘k1 (u)>
kz: (k) n K(H n K

=3 —t)fen (Z - D T (p) + nf(l — )kt (” N 1) Ik (v)

k=0

which proves convexity of the energy functional. The multiplicative inequality (3.10) implies (3.9) by the
arithmetic-geometric mean inequality, leading to convexity of K in this case. ([

Lemma 3.2 with g1 = -+ = ux = p and pgy1 = - -+ = p, = v shows that inequality (3.9) holds, if K is
conditionally n-positive definite. This leads to the following corollary.

Corollary 3.7. If K is conditionally n-positive definite, then I is convex on P(Q).

To prove the converse implication for n = 2, we start by observing that Proposition 3.6 admits a partial
converse:

Lemma 3.8. Suppose p € P(Q) is such that Ik is convex at p. Then for all v € P(£2),
_ 1
Ie(u" 1) < T () + EIK(V). (3.11)

Proof. Let v € P(Q2). Assume t € (0, 1) such that (3.8) holds. Then
Hie(v) + (1= O)Ixc() > It + (1 — t)p)

= jio(l — )y (?) I (!, v 7).

n—1

Clearly then

(t= "))+ (=0 = (1= 0" ) I () = nf(l _ i (;ﬂ) L (i 7).

Jj=1
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and dividing by ¢(1 — t), we obtain
n—2 n—2 n—1 n
()4 (L= 01l = S0 - =32 () el ),
k=0 =0 j=1

If Ik is convex at p, then we may take the limit as ¢ goes to 0, which gives us

I (v) + (n = DIk () > i (1", v).
O

Observe that if I is convex (in particular, convex at v), switching the roles of p and v we obtain

(n = DIxc(v) + I (1) > nlic(pv" ).

Therefore, in the case n = 2,3, Lemma 3.8 provides the converse of Proposition 3.6, in other words, Ik is
convex if and only if it satisfies the arithmetic mean inequalities (3.9). We are now ready to demonstrate
the equivalence of the conditional positive definiteness of K and the convexity of K for the two-input case.

Proposition 3.9. Suppose K : Q% — R is continuous and symmetric. Then K is conditionally positive
definite if and only if I is convex.

Proof. Corollary 3.7 gives us one direction. For the other, assume that I is convex. Let u € M(Q)
satisfy p(2) = 0. Then there exist p4,u— € P(2) and some constant ¢ > 0 such that g = e(uy — p—).
Lemma 3.8 with n = 2 implies that Ix (p4, p—) < 2(Ix (p4) + Ik (u—)) and therefore

Tic () = (T () = 20 o i) + () ) = 0,
i.e. K is conditionally positive definite. (]

It is not completely clear whether this equivalence holds for n > 3, but evidence suggests that it does
not. Indeed, Proposition 6.5 provides an example of a three-input kernel with @ = S?~!, which is not
conditionally 3-positive definite, but at the same time the energy functional is convex at o (although we
don’t know if it is convex at all measures in P(S~1)) and is minimized by o.

In this regard, we would also like to point out that a number of our results about energy minimizers do
not require the full power of convexity of I on P(Q), but rather just the convexity at the presumptive
minimizer p. In particular, condition (4.2), which appears in Theorems 4.4 and 4.8, is implied by inequality
(3.11) of Lemma 3.8, and hence it holds if I is convex at .

Using convexity of the energy functional, one can draw a connection between minimizing the n-input
energy I and the (n —1)-input energy I vt , thus obtaining our first result about minimizers of multi-input
energies.

Proposition 3.10. Let n > 3. Assume that K : Q" — R is continuous and symmetric, Ix is convex,
and that p € P(Q) is a minimizer of Iyyu. Then p is a minimizer of I.

Proof. We first prove that if the energy Ik is convex and p, v € P(Q), then
n
I (v) = Iic(n) = ——= (T (v) = T, (1)) (3.12)

Indeed, we have Iu (1) = I (p) and, by Lemma 3.8, Iyu (v) = I (p, ") < LIk (p)+ 2L Ik (v). Thus,
I (v) = Tic() = n (T (0) = T, (1) = T (V) = i, ™) + (n = DI (1)

> (n— 2)(IK(u) - IK(V)),

which implies inequality (3.12).
Inequality (3.12), together with the fact that u is a minimizer of Iy, implies that for all v € P(Q), we

have
n

Iic() = Tic() = == (T () = T (1)) 2 0,

hence p minimizes Ik . ]
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Proposition 3.10 can be viewed as a precursor of some of our more advanced results from Section 4
which show that there is a strong relation between g minimizing the n-input energy I and the energy
functional I s with a lower number of inputs. In fact, Theorem 4.8 contains Proposition 3.10 as a

special case. We have nevertheless decided to include this proposition, as it admits a very transparent and
elementary proof, which also provides a quantitative relation between the minimization of I and I, U

4. MINIMIZERS OF THE ENERGY FUNCTIONAL

We finally turn to some of the general results about minimizers of energies with multivariate kernels. In
the classical two-input case, properties of minimizing measures are closely related to their potentials, see
e.g. [Bj, BHS]. Direct analogues of such statements can be obtained for multi-input energies. We start
with the necessary condition, which states that the potential of a minimizer is constant on its support. As
before, in all of the statements of this section we assume that K : Q" — R is continuous and symmetric,
even if not explicitly stated.

Theorem 4.1. Let K : Q™ — R be continuous and symmetric. Suppose that p is a minimizer of I over
n—1 n—1
P(Q). Then Ul (z) = Ix(pn) onsupp(p) and Ul (x) > Ix(p) on Q.

Proof. The proof is a simple extension of the proof of Theorem 2 in [Bj], and we include it for the sake of
completeness. Let v € M(Q2) be such that v(2) = 0 and p(A) 4+ ev(A4) > 0 for all Borel subsets A C Q
and 0 < e < 1. This clearly means that p + ev € P(Q2), so

Te(u) < It ev) = 3 (’;)e%wh ).

k=0

(i()k 1[ n k7yk)>.
1
This means that Ix (u"~t,v) > 0.

Suppose, indirectly, that there exist a,b € R, z € supp(u) and y € Q such that
a=UL"(2)> UL (y) =b.

Thus, for 0 <e <1,

Let B be a ball centered at z, small enough so that y ¢ B and oscillation of U;énil (x) is at most 45 b, and
let m = p(B). Let v be defined by

v(A) =md,(A) — n(ANB). (4.1)
Then

n— —b
Ig(p"~tv)=Uk 1y -m — /U” 1 x)dp( )<bm—(a—a?>m<07

which is a contradiction. Thus, if U;é 1(z) = g for some z € supp(u), then Ul‘én_l(x) > a for all z € Q.
Our claim then follows. O

Definition 4.2. We shall say that u is a local minimizer of I if it is a local minimizer in every direction,
in other words, if for each v € P(QY), there exists t, € (0,1] such that for all t € [0,t,] we have

I(I=t)p+tv) > Ix(p).

Observe that this definition differs from the definition of local minimizers with respect to some metric,
such as the Wasserstein d., metric or the total variation norm (the difference is similar to that between
the Gateaux and Fréchet derivatives).

Analyzing the proof of Theorem 4.1, we find that for v defined in (4.1), we can write p+ev = (1—¢)u+ev
with 7 = p + v € P(2). Hence, one arrives at a contradiction even if y is just a local minimizer.

Corollary 4.3. The statement of Theorem 4.1 remains true if we only assume that p is a local (not
global) minimizer of I .
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In general, the converse to Theorem 4.1 is not true. However, with some additional convexity assumptions,
the necessary condition also becomes sufficient.

Theorem 4.4. Let K : Q" — R be symmetric and continuous. Suppose that for some p € P(QQ), there

exists a finite constant M such that Ul“{n_l(x) > M on ) and Uf(n_l(m) = M on supp(p). Suppose further
that for all v € P(Q), there exists some « € (0,1), possibly depending on v, such that

I (5", v) < alie(v) + (1 - a) Ik (1), (4.2)
Then u is a minimizer of Iy .

Proof. For any v € P(Q), for some « € (0,1), we have

() = [ UK @dnte) < [ U @dvle) = L) < alie(v) + (1~ )i (o),
Q Q
hence Ik (p) < Ix(v). O

Some remarks concerning the assumptions of Theorem 4.4, i.e. condition (4.2), are in order. Due to
Lemma 3.8, convexity of the energy functional Ik at p implies condition (4.2) with o = % In turn, if
K is conditionally n-positive definite, Corollary 3.7 states that Ik is convex, and hence again condition
(4.2) is satisfied (alternatively, Lemma 3.2 shows directly that conditional n-positive definiteness of K
implies the convexity condition (4.2) of Theorem 4.4 with o = 1). The hierarchy of these conditions can

be summarized in the following diagram: !

K is n-positive definite = K is conditionally n-positive definite —> (4.3)
= Ik is convex = [ is convex at 4 = condition (4.2) holds.

Therefore, Theorem 4.4 (as well as other statements relying on (4.2), e.g. Lemma 4.6 or Theorem 4.8)
may be applied under the assumptions that K is (conditionally) n-positive definite or that I is convex at p.

We also make the following remark: in the case when p has full support, i.e. supp(p) = €, if the first
condition of Theorem 4.4 holds, i.e. Uﬁnil(x) = M for all x € Q, then I (u" ', v) = Ix(n), and the
assumption (4.2) is obviously the same as the conclusion of Theorem 4.4. This does not, however, render
this case of the theorem useless — on the contrary, if one replaces (4.2) with one of the stronger conditions
in (4.3), one obtains an interesting and meaningful statement. (This shows that the most of the content is
hidden in the implications presented in (4.3).) We summarize this case in a separate corollary, as it will
be of use later.

Corollary 4.5. Let K : Q" — R be symmetric and continuous. Suppose that i € P(Q) has full support

supp(p) = Q and that there exists a constant M such that Uﬁrkl(x) =M on Q. Assume also that any of
the conditions in (4.3) holds (e.g., K is n-positive definite or I is convex). Then p is a minimizer of I .

We also observe that Corollary 4.3 and Theorem 4.4 imply the following local-to-global principle for
minimizers of I under convexity assumptions.

Lemma 4.6. Let n > 2 and let p be a local minimizer of the energy functional I. Assume also that
condition (4.2) is satisfied. Then p is a global minimizer of I over P(Q).

Proof. Corollary 4.3 shows that the first condition of Theorem 4.4 holds. Together with condition (4.2),
this implies that p is a global minimizer of Ik . O

Naturally, the set of minimizers of a convex functional is convex. By Corollary 3.7, for conditionally
n-positive definite kernels, the energy Iy is convex, i.e. minimizers of Ix form a convex set in this case.

Proposition 4.7. Let K be a conditionally n-positive definite kernel. Then the set of minimizers of the
energy Ix is conves.
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While Theorems 4.1 and 4.4 are straightforward generalizations of the corresponding facts for the
classical two-input energies, they lead to some interesting consequences for energies with multivariate
kernels. In particular, we start by showing that under condition (4.2), if g minimizes the lower input

energy with the kernel U I’ék7 then it also minimizes the original n-input energy I .

Theorem 4.8. Let K : Q" — R, n > 3, be symmetric and continuous. Assume that for some 1 < k <n—2,

the measure u € P(Q) (locally) minimizes the (n — k)-input energy T Assume also that p satisfies
K

condition (4.2) of Theorem 4.4. Then p minimizes the n-input energy Ik .

Proof. Theorem 4.1 (or Corollary 4.3) applied to the kernel Ul‘ék implies that for all x € Q
‘unfl #nfkfl
Ul @) = U @) 2 1 () = I()
Uy K

with equality for « € supp(u). Condition (4.2) then allows one to invoke Theorem 4.4, which shows that
(1 minimizes Ig. ]

The converse to Theorem 4.8 holds for kK = n — 2 even without any convexity assumptions: in this case,
if p locally minimizes I, it also locally minimizes the two-input energy I un? Moreover, under the

additional condition that p has full support, one can deduce that the measurg 1t is a global minimizer of
I -2, see parts (i)-(ii) of Theorem 4.9 below. Furthermore, this implication may be reversed, if one

K
additionally assumes that p uniquely minimizes I pun2 Observe that, unlike Theorem 4.8, part (iii) of

K

Theorem 4.9 does not require any of the conditions of (4.3) and, unlike part (ii), it does not require the
condition supp(u) = Q.
Theorem 4.9. Let K : Q" — R, n > 3, be symmetric and continuous and let p € P(Q).

(i) Let p be a local minimizer of I. Then u is a local minimizer of the two-input energy IU‘un72.

K

(i) Let u be a local minimizer of Ik and assume, in addition, that p has full support, i.e. supp(u) = Q.
Then pi minimizes the two-input energy I -2 over P(S2).
K

(111) If p is the unique minimizer of I un—2 in P(Q), then p is a local minimizer of I .
K

Proof. Fix an arbitrary measure v € P(2). For ¢ € [0, 1], let us define two functions g, (t) = Ix ((1—t)u+tv)
and hy (t) = I -2 ((1 = t)p+tv) = T (=2, (1 — t)p + tv)?). We have
K

n

u(6) = (1= 0" i) 4 (1 = 0 Tl + ()

)R- 0L + R0
where each term in R, (t) contains a factor of the form ¢* with k > 3 and, therefore, R!,(0) = R/(0) = 0,
By (t) = (1 — )2 T () + 2t(1 — ) I (" v) + 2T (u" 2, 0%).

A direct (elementary, but lengthy) computation, which we omit, shows that
2

W0) = 2g0,(0) = 2T (u™"v) ~ Iic(), (4.4)
h(0) = ﬁgm = 9T () — 2L (" 0) 4 T (02, 02)). (4.5)

We now start by proving (i). Let u be a local minimizer of Ix. According to Corollary 4.3, we have
n—1

that Uk (z) > Ix(p) on Q and therefore, I (u"~t,v) > I (u) for any v € P(). Since g, has a local

minimum at ¢ = 0, either g/,(0) > 0, or ¢/,(0) = 0 and ¢//(0) > 0. In the first case, we also have h/,(0) > 0.

In the second case, h/,(0) = 0 and h”(0) > 0, and since h,, is quadratic, this implies that h, (t) = at? + b

with @ > 0. Thus, h, has a local minimum at ¢ = 0 for each v € P(2), i.e. p is a local minimizer of I, ,n-2.
K

If in addition y has full support, then Corollary 4.3 implies that for any v € P(Q), we have I (u" 1, v) =
I (p). Therefore, relations (4.4)-(4.5), together with the fact that g, has a local minimum at ¢ = 0, show
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that g/,(0) = 0, hence ¢//(0) > 0, and at the same time

9.(0) = nln = )Lk (1" 2 v%) = Ic(w) = nn = 1) (1n-2 () = Lo (). (4.6)

Hence, p is a global minimizer of 2 which proves part (ii).
K

To prove (iii), assume that 4 is the unique global minimizer of I =2 Observe that, since the potential
K

of Uf‘én_2 with respect to pu is Ul’éﬂ/_l, Theorem 4.1 applied to Uf’én_Q implies that, just like in part (i), we
have I (u" ', v) > Ix(p). Thus, g,(0) > 0 by (4.4). If g/, (0) > 0, there is a local minimum at ¢ = 0.
If, however, g,,(0) = 0, then I (u""',v) = Ix(n) and relation (4.6) holds. Since y uniquely minimizes

IU;nfz, this proves that g//(0) > 0 for v # pu. Hence, in each case, g, has a local minimum at ¢t = 0, i.e. p

is a local minimizer of Ig. O

For classical pairwise interaction energies, it is well known that the kernel is conditionally positive
definite on the support of the minimizer (see, e.g., [FSch]), therefore, we obtain the following corollary to
part (ii) Theorem 4.9:

Corollary 4.10. Assume that p € P(Q) with supp(p) = Q is a local minimizer of Ic. Then the (n — 2)-

fold potential of K with respect to p, i.e. the two-variable function Ul’én_2 (z,y), is conditionally positive
definite on €.

Observe that, if the kernel K is conditionally n-positive definite, then, according to Lemma 2.3,

UI“; 2(:107 y) is conditionally positive definite. Moreover, Theorem 4.8 applies for conditionally positive
definite kernels K. Therefore, the statement of Corollary 4.10 may be viewed as a partial converse of
Theorem 4.8 for conditionally positive definite kernels. This interplay will manifest itself in an even
stronger fashion on the sphere, the situation to be explored in Section 5.

5. MULTI-INPUT ENERGY ON THE SPHERE

We now restrict our attention to the case when € is the unit sphere, i.e. Q = S C R?, where
the symmetries and structure of the domain allow one to deduce additional information about energy
minimization.

We shall denote by ¢ the normalized uniform surface measure on the sphere. One of the most natural
questions is whether o minimizes the energy functional over P(S¢~1), or, in other words, whether energy
minimization induces uniform distribution.

In this section, we shall be interested in kernels, which (in addition to being continuous and symmetric)
are rotationally invariant, i.e. have the form

K(z1,... 00) = F<(<xi,mj>)zj:1), (5.1)

in other words, they depend only on the Gram matrix of {z1,...,2,} C S%L.

When n = 2, one obtains classical pairwise interaction kernels of the form K (z,y) = F({(z,y)). The
theory of both discrete and continuous energies with such kernels on the sphere is very rich and goes back
at least to Schoenberg [S].

In the case n = 3 rotationally invariant kernels are functions of the form

K(:L', Y, Z) - F(<(£, y>7 <ya Z>a <Zv $>) = F(uv v, t)a (52)
where we set u = (z,y), v = (y, 2), t = (2, ), and we shall keep this notation throughout the text (the
slightly non-alphabetic order is inherited from [CW]).

Observe that, if the n-input kernel K is rotationally invariant, its potential with respect to ¢ is again
rotationally invariant. Indeed, for any V' € SO(d), we have

U%(Vxl,...,Vxn,l) :Uj'((xl,...,xn,l), (53)

which easily follows from (5.1) and the facts that (z;,z;) = (Va;, Vz;) and (Vo z,) = (x;, Vla,),
1 <i,5 < n — 1, together with the rotational invariance of o, i.e. do(x,) = do(V~'x,). Iterating
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this observation, one finds that all k-fold potentials of K with respect to o, i.e. functions Uf(k with
1 < k < n—1, are rotationally invariant. In particular, when & = n — 2, the two-input kernel U;"(nf2
depends only on the inner product of the inputs, and for £k = n — 1, the potential U %"71 is just a constant:

U (z,y) = G((z,y)) = G(u) and UYL (z) = const = Ik (o). (5.4)
Recall that Theorem 4.1 would guarantee the latter condition in the case when ¢ is a minimizer of I.
However, for rotationally invariant kernels, this is automatically satisfied, which facilitates the application
of the results of Section 4 and will play an important role later, in Theorem 5.1.

Turning to the primary task of understanding when ¢ minimizes I, we first remind ourselves that in
the classical case of a two-input energy with a rotationally invariant kernel G({z,y)) on S?~!, the answer
to this question is well understood. In particular, the following three conditions are equivalent, see e.g.
[BDM]:

(i) The uniform surface measure ¢ minimizes I over P(S?~1).
(ii) The kernel G is conditionally positive definite on S?~1.
(iii) The kernel G is positive definite on SY~1 up to a constant term, i.e. there exists a constant ¢ € R
such that G + c is positive definite on S¢~1 (in fact, one can take ¢ = —Ig(0)).

Our goal is to generalize these statements (at least partially) to the case of multi-input energies. We
observe that, if a symmetric rotationally invariant kernel K is conditionally n-positive definite on S¢~1,
then, according to Lemma 2.3, the potential G(u) = Uf‘(n_Q(x, y) is also conditionally positive definite,
and hence, by the discussion above, ¢ is a minimizer of the two-input energy IUI”(n—2. Therefore, since
conditionally n-positive definite kernels satisfy condition (4.2), Theorem 4.8 with k = n — 2 applies and
we obtain the following statement:

Theorem 5.1. Suppose that K : (ST=1)" — R is continuous, symmeltric, rotationally invariant, and
conditionally n-positive definite on S¥=1. Then o is a minimizer of Ixx over P().

This theorem also easily follows from Theorem 4.4 and the remarks thereafter (or, more precisely, from
Corollary 4.5), since, as explained above, the potential Uf:il is constant on S

Notice that, unlike some statements of Section 4, e.g. Theorem 4.8, for rotationally invariant kernels in
the theorem above one does not need to assume anything about energies with a lower number of inputs —
conditional positive definiteness alone suffices.

Theorem 5.1 immediately yields some interesting examples:

Corollary 5.2. Let f:[—1,1] = R be a real-analytic function with nonnegative Maclaurin coefficients
and let F(u,v,t) = f(uvt). Then, for K defined as in (5.2), the uniform surface measure o minimizes the
energy Ix over P(S471).

Proof. Observe first that in this setup, if K, is positive definite for one point z € S¢~1, it is also positive
definite for each z € S~! due to rotational invariance, i.e. Definition 2.2 only needs to be checked at one
point. Consider first F(u,v,t) = uvt and fix any z € Sd 1 e.g., z=e;. Then for any v € M(S?1),

D= [ [, e - Z(/Sdlxlxidy(a:)>220,

i.e. the kernel K(z,y,2) = (x,y)(y, 2){z, ) = uvt is 3-positive definite, and hence, by Lemma 2.4, so are
all of its integer powers, positive linear combinations and their limits. The conclusion now follows from
Theorem 5.1. ]

This corollary provides a whole array of examples: for instance, three-input energies with kernels
K(z,y,z) = uvt, or (uvt)™, or et are all minimized by o. We remark that, while for K = uwvt this
statement could be proved using semidefinite programing, for higher powers (uvt)™ this would be extremely
difficult technically, and for kernels like e“** almost impossible.

For even exponents, the energies with the kernels K = (uvt)?* can be viewed as three-input general-
izations of the well-known p-frame potentials [EO, BGMPYV], which are closely related to tight frames
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and projective designs [BF, SG]. We also point out that Proposition 6.2 provides a more general class of
n-positive definite kernels, which contains K = uwvt as a special case.

Unfortunately, unlike the classical two-input case, the converse to Theorem 5.1 is not true: Propositions
6.5, 6.9, and 6.10 show that some kernels, naturally arising in semidefinite programming and geometry,
fail to be conditionally n-positive definite, even though ¢ minimizes corresponding energies (see Theorems
6.6 and 6.7). In other words, conditional n-positive definiteness of the kernel is not equivalent to the fact
that ¢ minimizes the energy.

We suspect that the property that ¢ minimizes Ik is equivalent to the fact that Uf(n_Q is conditionally
positive definite, i.e. the two-input energy IUf(n—2 is minimized by o. This conjecture is supported

by all the examples known to us. Conditional positive-definiteness of Uj‘(n_g obviously follows from
conditional n-positive definiteness of K, due to Lemma 2.3, but the converse implication is not true, see
e.g. Proposition 6.5. In fact, all the kernels discussed in Section 6.3 (Propositions 6.5, 6.9, and 6.10)
possess this property: they are not 3-positive definite, but their potentials Uf with respect to o are
(conditionally) positive definite, and the correspondig energies I are minimized by o.

Theorem 5.3 below (which is essentially a restatement of Theorem 4.9 for the spherical case, along with
the fact that o has full support) shows that conditional positive definiteness of Uj‘(n_2 is implied if o is a
local minimizer of Ik, and a partial converse to this statement also holds. Observe that, if the conjecture
above is true, then being a local and global minimizer are equivalent for o: this fact is indeed true for the
two-input energies, see [BGMPV].

Theorem 5.3. Let K : (ST™1)" — R be a continuous, symmetric, and rotationally invariant kernel.
(i) Assume that o is a local minimizer of I in P(S%™1). Then the uniform measure o is a global
minimizer of the two-input energy IU?H, or, equivalently, Uj‘:iz is conditionally positive definite
on the sphere S%1.
(i) Assume that o is the unique global minimizer of IU?(n72 over P(S4=1). Then o is a local minimizer

of the n-input energy Ik .

Theorem 5.3 above shows that if ¢ is a global minimizer of Ik, then the potential U;'(THQ is conditionally
positive definite. We do not know whether the converse of this statement holds. One can show, however,
at least for n = 3 that if 0 minimizes Iry¢ (in other words, UZ is conditionally positive definite), but fails
to minimize I, then the global minimizer of Iy cannot be supported on the whole sphere.

Lemma 5.4. Let K : (Sd_l)3 — R be a continuous, symmetric, and rotationally invariant three-input
kernel. Assume that Uf; is conditionally positive definite on the sphere St (i.e. o minimizes IUg(), but
at the same time o is not a minimizer of Ic. Let i be a minimizer of Ix. Then supp(u) € S?1.

Proof. Assume, by contradiction, that supp(y) = S¥~!. Then, by Theorem 4.1, UI“: (x) = Ik (u) for every
z € S%1, and therefore,

Tog () = Ix(rpe) = [ VR (@) dota) = T

On the other hand, obviously, Ix(0) = Iyg (o). Since p is a minimizer of I, and ¢ is not, we have
I (1) < Ik (o). This implies that Iyg (1) < Iye (o), which contradicts the conditional positive definiteness
of Uf. O

6. POSITIVE DEFINITE KERNELS

Corollary 5.2 of the previous section already provided a class of 3-positive definite functions. In this
section we provide several other classes of kernels that are (conditionally) n-positive definite.

6.1. General classes of (conditionally) n-positive definite kernels. We start with some very natural
examples, which show how to construct (conditionally) n-positive definite kernels from kernels with fewer
inputs. In particular, we show that an n-input kernel can be constructed from m-input ones, m < n, by
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considering the sum or product over all m-element subsets of inputs. We first deal with the statement
about the sum.

Proposition 6.1. Let 2 < m < n — 1, and suppose H : Q™ — R is continuous, symmetric, and
conditionally m-positive definite. Then

K(z1,.y2n) = E H(zj,, 255, Zj1,)
1<j1<g2 < <gm <n
1s conditionally n-positive definite.

Proof. Let v be a finite signed Borel measure on {2 such that v(2) = 0. Then for any fixed 21, ..., 2,2 € £,
since H is conditionally m-positive definite, we have

//Kzl, s Zn—2, T, y)dv(x)dv(y // H(2jy sy 2 s, T, y)dv(2)dr (y)
Q

1<j1<- <Jm 2<n—2

/ /Q (H(zkl,..., 2k 1y X) + H(zgy .oy zkm_l,y))dy(x)dy(y)

1<k <-- <1<: _1<n—2

/ /Q H(z,, .y 21, )dv(z)dv(y)

1<l < <lm<n 2
- Z / H (2, s 20, T, y)dv(z)dr(y) > 0,
1<j1 < <2 <n—2 7 2O

which shows that K is conditionally n-positive definite. O
We can also prove an analogue of Proposition 6.1 for products of positive definite functions.

Proposition 6.2. Let 2 < m < n — 1 and assume that H : Q™ — R is continuous, symmeltric, and
m-positive definite. If H is a nonnegative function or m =n — 1, then

K(z1,.2n) = H H(z 0 24,)
1<51<<Jm<n
s n-positive definite.
Proof. Fix z1,...,2p_2 € . We can write
K(zl7~--aznf2axay): H H(Zj17~-'azjm> (61)
1<j1< < jm <n—2

X 11 H(2jyy . 2j, 1> T) (6.2)

1<ji<<fm-1<n—2

X H H(zj ooy Zjp1r Y) (6.3)
1<j1 < <Jm—1<n—2
X H H(Zjys s 20y T, Y)- (6.4)

1< < <jm—2<n—2

Observe that the product in line (6.1) is non-negative when H > 0 or if m =n — 1 (the product is empty
in the latter case). The product of lines (6.2) and (6.3) is positive definite as a function of z and y: indeed,
it has the form F(z,y) = ¢(x)¢(y) and hence

- ( / ¢($)du($)>2 >0

for any p € M(Q). Finally, every factor in the product in line (6.4) is positive definite as a function of x
and y, because H is m-positive definite. Thus, Schur’s product theorem (see Lemma 2.4) ensures that the
whole product is positive definite as a function of x and y, therefore, K is n-positive definite. O
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Propositions 6.1 and 6.2 provide us with large classes of n-positive definite kernels. However, these
constructions do not exhaust all such kernels. In the following subsection, we provide examples of
three-positive definite kernels, which are not obtained from two-input kernels by the methods described
above.

6.2. Three-positive definite kernels on the sphere. We also provide some examples of kernels on
the unit sphere S~1. We use the same notation as in Section 5: for z,y,z € S¥~! we set u = (x,y),
v={(y,z), and t = (z,z).

In Corollary 5.2, we showed that K = uwvt is 3-positive definite on the sphere. Observe that this is a
specific case of Proposition 6.2 above, since (z,) is a positive definite function on S?~!. More generally,
Proposition 6.2 implies that any kernel of the form K (x,y, z) = h(u)h(v)h(t) is 3-positive definite, as long
as h is a positive definite function on the sphere.

The kernels considered in Lemmas 6.3 and 6.4 are closely related to the parallelepiped spanned by the
vectors z, y, and z € S9!, Indeed, setting a = 2 in (6.5), one obtains negative volume squared of this
parallelepiped: this kernel is not conditionally 3-positive definite according to Proposition 6.9, even though
o is a minimizer of the corresponding energy, as shown in Theorem 6.6. However, positive definiteness
does hold for other values of the parameter a.

Lemma 6.3. Fora <1,

1
K(z,y,2) = t* +u?® + v — auvt + 7
—a

is 3-positive definite.
Proof. Due to rotational invariance, we need only check one value of z. Let z = e;. We have that

1
1—a

K(Jj yael <-T7y + $1 + y1 — ax1y1<x y> —+
1
( —azyi(z,y) — (1 - a)!ﬂ??ﬁ) +(L—a)atyl + ot +yi +

—ax1y1{z,y) — (1 — a)x%y%) (:rlx/l —a+ yivl—a+

m)
Vl-a+

=)

d d
= Z ijyjmkyk + (2 - a) Z 1YL TmYm + ( m_,_

=2 k=2 m—2 \/;) ( \/m)

<.

We quickly see that for any finite signed Borel measure v € M(S%71),

2 d 2
xjxkdu(x)) +(2—a) Z (/ xlmmdu(:n))

— §gd—1

d d

/SdlSdIKwy,el)du 2)dv(y :ZZ(/

j=2 k=2 YS!

+( (x%\/l—a—l-
§d—1

m
1 d 2
v(x >0,
—)dv(x)) >
hence, K is 3-positive definite. O
Lemma 6.4. Fora <1, K(x,y,z) = t> +u® +v? — auvt is conditionally 3-positive definite.

Proof. For a < 1, according to Lemma 6.3, K + ﬁ is 3-positive definite. Thus, for any fixed z € S1
and any v € M(S91) with v(S?1) =0,
Ik, (v) = IKZ+ —

1

(v) 20,

i.e. K is conditionally 3-positive definite. Lemma 2.4 then gives the result for a = 1. O
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6.3. Some counterexamples. While our results provide new and less complicated means to determine
minimizers for a wide range of kernels, it is clear that more general ideas are necessary to categorize all
kernels on the sphere for which ¢ is a minimizer. In this subsection, we present naturally arising kernels
on the sphere which are not 3-positive definite on the sphere, but yet the three-input energies generated
by these kernels are minimized by the uniform measure o.

The semidefinite programming methods of Bachoc and Vallentin [BV] are more computationally difficult
than ours, and would likely be infeasible for non-polynomial kernels in the context relevant to this paper.
At the same time, they apply to certain functions which are not covered by our methods from Section
5. In particular, an appropriate version of semidefinite programming implies that the energies with the
following kernels (we keep the notation introduced in [BV])

S¢ 11 (x,y,2) = uv + vt + tu (6.6)

and

Sfo)o(x, y,z) = (t —uv) + (u — vt) + (v — tu) (6.7)
are both minimized by o, see [BFGMPV]. However, neither function is conditionally 3-positive definite,
as we demonstrate below. This implies that the converse to Theorem 5.1 does not hold. In addition, the
potential of both kernels with respect to o is a positive definite two-input kernel, which provides evidence
that this might indeed be the correct necessary and sufficient condition for ¢ to minimize the three-input
energy (see the discussion before Theorem 5.3).

The former example (6.6) is particularly interesting, since the energy functional with this kernel is
convex at the minimizer o, which suggests that conditional n-positive definiteness and convexity of the
energy functional are perhaps not equivalent for n > 3, unlike the two-input case (see Proposition 3.9).
We summarize these properties in the following proposition:

Proposition 6.5. Let Q = S? ! and set
K(z,y,z) = Sg7171(x, Y, 2) = uwv + vt + tu.
The kernel K satisfies the following:

(i) the uniform measure o minimizes the energy Ik,
(ii) the energy functional I is convez at o,
(i1i) UZ(x,y) is positive definite,

(iv) K is not conditionally 3-positive definite.

Proof. As mentioned above, part (i) follows from the semidefinite programming method [BFGMPV],
however, there is also a simple direct proof of this fact. Observe that by symmetry, for any v € P(S1),

=3[ ([ d1<x,y>dv<x>>2du<y> > 0= Ix (o) (6.5)

We now turn to parts (ii)—(iii). We first note that

Uk (2, y) =/

§d—1

(2,0, 2o (2) = 5 (e,0),

which can be proved using the Funk-Hecke formula or by a direct computation (see, e.g., [BDM]). Hence,
the kernel U (x,y) is positive definite, i.e. (iii) holds. Therefore o minimizes the two-input energy with
this kernel, i.e., for any v € P(S%71),

Iye (v) = Ix(v,v,0) > Iyg (o) = Ik (o) = 0.

Observe also that Uf: (z) =0 and thus Ix(o,0,v) = 0.
For an arbitrary v € P(S%~1) and t € [0, 1], define o; = (1 — t)o + tv. Then
Ix(or) = (1 —t)3Ik(0) +3(1 — t)*tIk (0,0,v) + 3(1 — )2 Ik (v,v,0) + Ik (V)
=301 - )’ Ik (v,v,0) + 31k (V).
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If Ix(v) > 0, we can choose t, so small that for all ¢ € (0,t,), we have I (v,v,0) < LTk (v), since
the right-hand side goes to 400 as t — 0. Then

Ig(oy) < (1= tHtIg(v) + 3 I (v) = tIg (v) = tIg(v) + (1 — ) Ik (o).

It remains to consider the case I (v) = 0. According to (6.8), in this situation, / (z,y)dv(xz) =0
§d—1
for v-a.e. y € S?"!, and therefore

/sm /Sd,l {z, y)dv(z)dv(y) = 0.

But this implies that

Ix(v,v,0) = Iyg (v) = /Sd—l /Sul_1 %(ay)du(x)du(y) =0.
Thus, when Ik (v) = 0, we have
Ix(0y) = 3(1 = )P I (v,v,0) + 2 Ik (v) = 0= (1 — t)Ix (o) + tIx (V)
for all ¢ € [0,1]. This finishes the proof that Ik is convex at o.

Finally, we show that I is not conditionally 3-positive definite, i.e. part (iv). Taking p = e, — d_¢,
and z = ey, a straightforward computation shows that

IKZ(,U) = IK(6613H7LL) =-1< 07

which proves our claim. O

The behavior of the kernel S’fl’o,o is somewhat different. Since

Isii,o,o (561 ) 661 ) U) = /

gd—1

(1—23)do(z) >0 = Isii,o,o(a) = ISii,O,o(U’ 0,0¢,) = Iga

1,0,0

(661)7

we see that for all ¢ € (0,1),

Iga, (t0e, + (1= t)o) = 3t%(1 — t)sa, (O, 0e,,0) > tlga (0c,) + (1= t)Iga (),
so [ s is not convex at o, and therefore not conditionally 3-positive definite, according to Corollary
3.7. In particular, this shows that convexity of Ix at o and the fact that o is a minimizer of I are not
equivalent for three-input energies, unlike in the classical two-input case [BMV].

In the next subsection we introduce, two more three-input kernels with a geometric flavor, which have
similar properties: they also fail to be 3-positive definite, yet the corresponding energies are minimized by
the uniform measure o.

6.4. Energies with geometric kernels, which are optimized by the uniform surface measure.
Riesz energies with the kernel K(x,y) = ||z — y||* are one of the most important classes of two-input
energies. In particular, when o = 1, maximizing the sum of distances between points or the corresponding
distance integrals is a classical optimization problem of metric geometry [AS, Bj, F]. One can construct
interesting multi-input analogues of Riesz energies by replacing the distance with other geometric char-
acteristics which depend on n points, such as area and volume. For n = 3, some of the most natural
examples include the area of the triangle generated by three points or the volume of the tetrahedron (or
the parallelepiped) spanned by three vectors. This can be generalized to higher values of n by considering
volumes of various simplices or polytopes generated by n points or vectors.

It is reasonable to conjecture that on the sphere, energy integrals with these three-input kernels (namely,
the area of the triangle and the volume of the parallelepiped) are maximized by the uniform measure
o. Probabilistically, this can be reformulated in the following way: assume that three random points
are chosen on the sphere S*~! independently according to a probability distribution x. The conjecture
then states that the expected value of these geometric quantities is maximized when the distribution g is
uniform, i.e. g = 0. The question was posed in this form in [Ro].
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This conjecture is supported, among other reasons, by the fact that for the classical case n = 2, the
analogous kernels |sin(arccos(z,y))|= V1 — u? and ||z — y||= v2 — 2u (i.e. the area of the parallelogram
and the Euclidean distance, respectively) are both negative definite kernels on the sphere (up to an
additive constant), and hence the corresponding two-input energies are maximized by o.

In this section, we verify the conjecture above for slightly different, yet closely related kernels V2 and
A?: the squares of the said volume and area. In these cases, the kernels are multivariate polynomials,
which substantially simplifies the analysis. Theorems 6.6 and 6.7 show that the three-input energies Iy 2
and I 42 are maximized by the uniform surface measure o.

Despite the fact that ¢ is a minimizer of I_y2 and I_ 42, we shall show in Propositions 6.9 and 6.10
that both kernels —V2 and —A? fail to be conditionally 3-positive definite, which provides yet another
proof that the converse to Theorem 5.1 does not hold, unlike in the two-input case.

While in the present paper we only touch upon these questions tangentially, a much more thorough
investigation of such geometric problems is undertaken in our paper [BFGMPV].

6.4.1. Volume of the tetrahedron/parallelepiped. Let V(x,y, z) denote the three-dimensional volume of
the parallelepiped spanned by the vectors x, y, z € S, (Observe that the volume of the tetrahedron
with vertices at x, y, z, and the origin is %V(x, y,2).) The square of the volume V (z,y, z) is given by the
determinant of the Gram matrix. Thus we consider the kernel

1 w
Vi(z,y,z) =det |u 1
v 1

v
=1—u?—v?— 1%+ 2unt, (6.9)

t
1
where, as before, we set u = (z,y), v = (y, 2), t = (z, ). We have the following statement.

Theorem 6.6. Assume that d > 3 and Q = S 1. Let V2(x,y,2) = 1 — 12 — u?® — v% 4 2uuvt be the square
of the volume of the parallelepiped spanned by the vectors x, y, z € ST=1. Then o is a mazimizer of Iy
over P(S?1).

In fact, this theorem also holds for the n-input kernel K(z1,...,x,) defined as the determinant of
the Gram matrix of the set of vectors {z1,...,z,} C S%-1 with d > n > 3. This statement is essentially
contained in the works of Rankin [R, 1956] (n = d) and of Cahill and Casazza [CC] (for d > n). A
comprehensive exposition is presented in our paper [BFEGMPV].

6.4.2. Area of the triangle. We now turn to the discussion of the area A(x,y,z) of the triangle with
vertices x, ¥, and z € S?1. Tt is a standard geometrical fact that

1
A(2,y,2) = 7(ly = 2l* |z — 2P~y -z, 2 — )*). (6.10)
A straightforward computation then shows that
3 1 1 1
A%(x,y,2) = i §(u +ou+1t)+ §(uv + vt + tu) — Z(U2 + 0?2 +1%). (6.11)

One could also deduce this identity from Heron’s formula. We are now ready to prove that the expectation
of the area of the triangle squared is maximized by the uniform surface measure o on the sphere S~ 1.

Theorem 6.7. Suppose d > 2, and let A%(z,y, z) be the square of the area of the triangle with vertices at
x,y, 2z € S4L. Then the uniform surface measure o mazimizes I42(p) over P(ST1).

Proof. Fix an arbitrary measure yu € P(S~1). Observe that
2

n= [ [ ena@a = [ 2w (6.12)
Furthermore, applying the Cauchy—Schwarz inequality, we obtain
2
o) = [ @ ada@dutine) = [ <x / d_lydu(y)> du(x)
2 2
< [ el | [ vantn | auto) = [ vanto| = 0. (6.1
gd—1 §d—1 gd—1




POTENTIAL THEORY WITH MULTIVARIATE KERNELS 21

This inequality implies that the contribution of the two middle terms in the representation (6.11) is
non-positive, i.e. Iy yotseu)— 3 (utore)(#) < 0. Finally, we have a well-known estimate

Le2(p) = /Sd_1 /Sd_l(x,y>2d,u(x)du(y) > é (6.14)

The two-input energy appearing above is known as the frame energy. Its discrete version was introduced
in [BF] in connection to finite unit norm tight frames (FUNTE’s), for the continuous analogue, see e.g.
[BM]. Putting it all together, we find that

I ()<§_1 ()<§_3_§E
AR = T et W S T T
and it is easy to check that equality holds if u = o. O

Numerous generalizations and refinements of Theorems 6.6 and 6.7 (including characterizations of
minimizers) can be obtained. An in-depth discussion of such geometric problems can be found in our
follow-up paper [BFEGMPV].

6.4.3. Lack of 3-positive definiteness. It now remains to show that the kernels —V?2 and —A? are not
conditionally 3-positive definite. We first recall the following lemma:

Lemma 6.8 (Chp. 3, Lemma 2.1, [BCR]). Let Q be a nonempty set, xo € 2, ¥ : Q% — C be a Hermitian
kernel, i.e. ¥(x,y) = ¢¥(y,x), and define

Az, y) == Y(z,y) + (w0, 0) — (2, 70) — P(20,9)-
Then ¢ is positive definite if and only if ¢ is conditionally positive definite. If 1(xo,2) < 0 and
¢0(I7y) = 1/’(1779) - 1/)(LE, 'IO) - w(‘TOvy)?
then ¢ is positive definite if and only if i is conditionally positive definite.

We shall now use this lemma to show that our two geometric kernels are not conditionally 3-positive
definite.

Proposition 6.9. Assume that d > 3, and let V(x,y, z) be the volume of the parallelepiped spanned by the
vectors x,y, 2 € STL. Define the kernel K (z,y,2) = —V?(z,y,2). Then K is not conditionally 3-positive
definite.

Proof. Using the representation V2(x,y,2) = 1 — u? — v? — t? + 2uvt and fixing z = e;, we find that
K., (z,y) = u? + y? + 22 — 2uwyy; — 1. It is easy to check that K., (e1,e1) = K¢, (e1,y) = K., (z,e1) =0
and hence

Kel (xvy) + Kel (617 61) - Kel (elvy) - Kel (xa 61) = Kel (x,y). (615)
Taking v = {., + d.,, one can compute
I, (v) = -2 <0,

i.e. K., is not positive definite. Lemma 6.8 and (6.15) then tell us that K., is not conditionally positive
definite and thus K is not conditionally 3-positive definite. O

We now turn to area squared of a triangle and prove an analogous statement.

Proposition 6.10. Assume that d > 2. Let A(z,y,z) be the area of the triangle with vertices at
z,y,2 C S and set K(x,y,2) = —A%(z,y,2). Then K is not conditionally 3-positive definite.

Proof. As computed in (6.11),

1 1
A%(z,y,2) = (u+v+t)+§(uv+vt+tu)71(u2+v2+t2).

=
DN | =

Fixing z = ey, we find that

4K, (z,y) = u? + x% + y% 4+ 2u + 2x1 + 2y1 — 2z1y1 — 2uxy — 2uy; — 3.
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The rest of the argument almost repeats the proof of Proposition 6.9: we have that

Ke,(w,y) + Ke, (€1, €1) — Ke, (e1,y) — Ke, (w,€1) = Ke, (2,9), (6.16)
as well as
Ik, (0ey +0-¢,) = =2 <0,
and an application of Lemma 6.8 finishes the proof. O

REFERENCES

[AS] R. Alexander, K. Stolarsky. Eztremal Problems of Distance Geometry Related to Energy Integrals. Trans. Amer.
Math. Soc. 193, 1-31 (1974). 6.4

[AT] B. M. Axilrod, E. Teller. Interaction of the van der Waals Type Between Three Atoms. J. Chem. Phys. 11 (6),
299-300 (1943). i

[BV] C. Bachoc, F. Vallentin. New Upper Bounds for Kissing Numbers from Semidefinite Programming. J. Am. Math.
Soc. 21(3), 909-924 (2008). v, 1, 6.3

[BF] J. Benedetto, M. Fickus. Finite normalized tight frames. Adv. Comput. Math., 18 (2-4), 357-385 (2003). 5, 6.4.2

[BCR] C. Berg, J.P.R. Christensen, P. Ressel. Harmonic Analysis on Semi Groups - Theory of Positive Definite and
Related Functions. Springer (1984). 6.8

[BDM] D. Bilyk, F. Dai, and R. Matzke. Stolarsky principle and energy optimization on the sphere. Constr. Approx.
48(1), 31-60 (2018). vi, 5, 6.3

[BFGMPV] D. Bilyk, D. Ferizovi¢, A. Glazyrin, R. Matzke, J. Park, O. Vlasiuk. Optimal measures for multivariate
geometric potentials. Preprint (2021). iv, v, 1, 6.3, 6.3, 6.4, 6.4.1, 6.4.2

[BGMPV] D. Bilyk, A. Glazyrin, R. Matzke, J. Park, O. Vlasiuk. Optimal measures for p-frame energies on spheres. Rev.
Matemadtica Iberoam., to appear (2022). Available at https://arxiv.org/abs/1908.00885. 5

[BMV] D. Bilyk, R. Matzke, O. Vlasiuk. Positive definiteness and the Stolarsky invariance principle. Preprint:
https://arxiv.org/abs/2110.04138 (2021). 3.2, 6.3

[BM] D. Bilyk, R. Matzke. On the Fejes T'éth problem on the sum of acute angles. Proc. Amer. Math. Soc. 147, 51-59
(2019). 6.4.2

[Bj] G. Bjorck. Distributions of positive mass, which mazimize a certain generalized energy integral. Ark. For Mat., 3,
255-269 (1956). 1, 1, 4, 4, 6.4

[BHS] S. Borodachov, D. Hardin, and E. Saff. Discrete Energy on Rectifiable Sets. Springer Monographs in Mathematics
(2019). 1,1, 3.1, 4

[BMZ] H. P. Biichler, A. Micheli, P. Zoller. Three-body Interactions with Cold Polar Molecules. Nat. Phys., 8, 726-731
(2007). i

[CC] J. Cahill, P. G. Casazza. Optimal Parseval frames: Total coherence and total volume. Preprint: https://arxiv.org/
abs/1910.01733 (2019). 6.4.1

[CW] H. Cohn, J. Woo. Three-Point Bounds for Energy Minimization. J. Am. Math. Soc. 25 (4), 929-958 (2012). v, 5

[D] G. David. Analytic capacity, Calderén-Zygmund operators, and rectifiability. Publ. Mat. 43 (1), 3-25 (1999). iii

[DMOV] D. de Laat, F.C. Machado, F.M. de Oliveira Filho, F. Vallentin. k-Point semidefinite programming bounds for
equiangular lines. Math. Program., doi:0.1007/s10107-021-01638-x. v, 2

[EO] M. Ehler, K. A. Okoudjou. Minimization of the probabilistic p-frame potential. J. Stat. Plan. Inference 142, 645659
(2012). 5

[F] L. Fejes Téth. On the sum of distances determined by a point set. Acta Math. Acad. Sci. Hung. 7, 397-401 (1956). 6.4

[FSch] F. Finster, D. Schiefeneder. On the support of minimizers of causal variational principles. Arch. Ration. Mech.
Anal. 210, no. 2, 321-364 (2013). 4

[FTh] L. C. Flatley, F. Theil. Face-Centered Cubic Crystallization in Atomistic Configurations. Arch. Ration. Mech.
Anal., 218, 363-416 (2015). i

[Fu] B. Fuglede. On the theory of potentials in locally compact spaces. Acta Math. 103, 139-215 (1960). 1, 1

[HS] D. P. Hardin, E. B. Saff. Discretizing manifolds via minimum energy points, Not. Am. Math. Soc. 51 (10),
1186-1194 (2004). 1

[L] P.-L. Lions. Course notes E‘quations aux dérivées partielles et applications, published online at: https://www.
college-de-france.fr/media/pierre-louis-lions/UPL40948_lions_cours0708.pdf. ii

[MS] E. Mainini, U. Stefanelli. Crystallization in Carbon Nanostructures. Commun. Math. Phys. 328, 545-571 (2014). i

[MMV] P. Mattila, M. S. Melnikov, J. Verdera. The Cauchy integral, analytic capacity, and uniform rectifiability. Ann. of
Math. (2) 144 no. 1, 127-136 (1996). iii

[Mu] O.R. Musin. Multivariate positive definite functions on spheres. Discrete geometry and algebraic combinatorics,
Contemp. Math., 625, 177-190, AMS, Providence (2014). v, 2

[Q] L. Qi. FEigenvalues of a real supersymmetric tensor. J. Symb. Comput., 40, 1302-1324 (2005). 2

[R] R.A. Rankin. On the Minimal Points of Positive Definite Quadratic Forms. Mathematika, 3(1), 15-24 (1956). 6.4.1

[Ro] Romeo, math.stackexchange post: https://math.stackexchange.com/questions/3114400/
maximum-expectation-of-volume-of-a-regular-tetrahedron-whose-angles-are-i-i-d (2019) 6.4


https://arxiv.org/abs/1908.00885
https://arxiv.org/abs/2110.04138
https://arxiv.org/abs/1910.01733
https://arxiv.org/abs/1910.01733
https://doi.org/10.1007/s10107-021-01638-x
https://www.college-de-france.fr/media/pierre-louis-lions/UPL40948_lions_cours0708.pdf
https://www.college-de-france.fr/media/pierre-louis-lions/UPL40948_lions_cours0708.pdf
https://math.stackexchange.com/questions/3114400/maximum-expectation-of-volume-of-a-regular-tetrahedron-whose-angles-are-i-i-d
https://math.stackexchange.com/questions/3114400/maximum-expectation-of-volume-of-a-regular-tetrahedron-whose-angles-are-i-i-d

POTENTIAL THEORY WITH MULTIVARIATE KERNELS 23

[Sa] F. Santambrogio. Optimal transport for applied mathematicians. Calculus of variations, PDEs, and modeling. Progress
in Nonlinear Differential Equations and their Applications 87. Birkh&user/Springer, Cham (2015).ii

[SG] A. J. Scott, M. Grassl. Symmetric informationally complete positive operator-valued measures: a new computer study.
J. Math. Phys. 51 (2010) 5

[S] I.J. Schoenberg. Positive definite functions on spheres. Duke Math. J. 9, 96-108 (1941). 1, 5

[Sk] M. Skriganov. Stolarsky’s invariance principle for projective spaces. J. Complex., 56, 101428 (2020). vi

[StW] F. H. Stillinger, T. A. Weber. Computer simulation of local order in condensed phases of silicon. Phys. Rev. B 31,
5262-5271 (1985). i

[St] K. B. Stolarsky. Sums of distances between points on a sphere. II., Proc. Amer. Math. Soc. 41, 575-582 (1973). vi

[Th] Thomson problem, Wikipedia. https://en.wikipedia.org/wiki/Thomson_problem 1

[T] S. Torquato. Reformulation of the covering and quantizer problems as ground states of interacting particles. Phys.
Rev. E 82, 056109 (2010). vi

[Ze] V.G. Zelevinsky. Three-Body Forces and Many-Body Dynamics. Phys. At. Nucl. 72, 1107-1115 (2009). i

[ZST] G. Zhang, F. H. Stillinger, S. Torquato. The Perfect Glass Paradigm: Disordered Hyperuniform Glasses Down to
Absolute Zero. Sci. Rep. 6, no. 36963 (2016). i

SCHOOL OF MATHEMATICS, UNIVERSITY OF MINNESOTA, MINNEAPOLIS, MN 55455
E-mail address: dbilyk@math.umn.edu

DEPARTMENT OF MATHEMATICS, KATHOLIEKE UNIVERSITEIT LEUVEN, LEUVEN, BELGIUM
E-mail address: damir.ferizovic@kuleuven.be

SCHOOL OF MATHEMATICAL & STATISTICAL SCIENCES, THE UNIVERSITY OF TEXAS R10 GRANDE VALLEY, BROWNSVILLE,
TX 78500
E-mail address: alexey.glazyrinQutrgv.edu

SCHOOL OF MATHEMATICS, UNIVERSITY OF MINNESOTA, MINNEAPOLIS, MN 55455
E-mail address: matzk0530umn.edu

DEPARTMENT OF MATHEMATICS, TEXAS A&M UNIVERSITY, COLLEGE STATION, TX 778430
E-mail address: j.park@math.tamu.edu

DEPARTMENT OF MATHEMATICS, FLORIDA STATE UNIVERSITY, TALLAHASSEE, FL 32306
Current address: Department of Mathematics, Vanderbilt University, Nashville, TN 37240
E-mail address: oleksandr.vlasiuk@gmail.com


https://en.wikipedia.org/wiki/Thomson_problem

	1. Introduction and main results
	2. Background and definitions
	3. First principles
	3.1. Bounds on mutual energies
	3.2. Convexity

	4. Minimizers of the energy functional
	5. Multi-input energy on the sphere
	6. Positive definite kernels
	6.1. General classes of (conditionally) n-positive definite kernels
	6.2. Three-positive definite kernels on the sphere
	6.3. Some counterexamples
	6.4. Energies with geometric kernels, which are optimized by the uniform surface measure.

	References

