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We establish several useful estimates for a non-conforming 2-norm posed on piecewise linear surface
triangulations with boundary, with the main result being a Poincaré inequality. We also obtain equiva-
lence of the non-conforming 2-norm posed on the true surface with the norm posed on a piecewise linear
approximation. Moreover, we allow for free boundary conditions. The true surface is assumed to be C>!
when free conditions are present; otherwise, C? is sufficient. The framework uses tools from differential
geometry and the closest point map (see Dziuk (1988)) for approximating the full surface Hessian op-
erator. We also present a novel way of applying the closest point map when dealing with surfaces with
boundary. Connections with surface finite element methods for fourth order problems are also noted.

Keywords: surface Hessian ; surfaces with boundary ; mesh-dependent norms ; non-conforming method;
surface finite elements.

1. Introduction

The main goal of this paper is to derive a Poincaré inequality for a mesh dependent H> norm on piece-
wise linear surfaces with boundary whether or not free boundary conditions are present. The primary
results here are Theorems 4.2 and 4.3, which provide crucial estimates for analyzing finite element
methods (FEMs) for fourth order problems on surfaces, e.g. the FEM in Walker (2020) for the surface
Kirchhoff plate problem. Many scientific and engineering problems involve elliptic partial differential
equations (PDEs) on surfaces, e.g. surface tension Barrett ez al. (2015); Gerbeau & Lelievre (2009);
Walker et al. (2009), surface diffusion Béansch et al. (2005); Smereka (2003), solidification Barrett et al.
(2010); Davis & Walker (2015, 2017), vesicles Du et al. (2005, 2004); Zhong-can & Helfrich (1989);
Dziuk (2008); Bonito er al. (2010); Barrett e al. (2016), and other types of diffusive processes Elliott &
Ranner (2015); Elliott & Stinner (2010); Elliott ez al. (2012). Poincaré inequalities are a necessary tool
in analyzing almost any elliptic PDE.

In particular, fourth order elliptic operators appear in some of these applications, e.g. vesicles Bonito
et al. (2011); Elliott & Stinner (2010) and the surface Cahn-Hilliard equation Elliott & Ranner (2015). It
is well-known that fourth order elliptic equations present difficulties for finite element methods (FEMs),
even on flat domains. The main issues are dealing with the Sobolev space H> and correctly capturing
fourth order type boundary conditions. In many instances, a non-conforming approach is preferred for
these problems because they avoid C! elements, e.g. the Hellan-Herrmann-Johnson method Brezzi &
Raviart (1976); Comodi (1989); Blum & Rannacher (1990); Arnold & Walker (2020). Moreover, the

T Corresponding author. Email: walker@math.Isu.edu

(© 2021. All rights reserved.



2 of 20 S. W. WALKER

numerical approximation of fourth order elliptic surface PDEs is not as well established as for second
order problems Deckelnick et al. (2005); Dziuk (1988); Dziuk & Elliott (2013), much less for non-
conforming approximations on non-conforming domains (e.g. piecewise linear surfaces). A particularly
relevant reference is Larsson & Larson (2017), in which they solve the surface biharmonic problem on
a piecewise linear approximation of a closed surface using a discontinuous Galerkin (dG) approach.

1.1  Main Contributions

The main motivation of this paper is to better understand the surface Hessian operator on surface trian-
gulations. In particular, we obtain estimates involving a non-conforming surface Hessian operator (i.e.
a broken Hessian) on piecewise linear surface triangulations. These estimates are crucial for building
effective non-conforming finite element spaces for elliptic problems (posed on surfaces) that require the
Sobolev space H?. For example, see the FEM in Walker (2020) for the Kirchhoff plate problem posed
on a surface.

We establish several useful estimates for a non-conforming H 2 porm (see (2.7)) posed on piecewise
linear surface triangulations with boundary. The main result is a Poincaré inequality in Theorem 4.2.
As a byproduct, we obtain equivalence of the non-conforming H> norm posed on the true surface with
the norm posed on a piecewise linear approximation (see Theorem 4.3). In addition, we allow for free
boundary conditions. These results are directly used in Walker (2020).

Our analysis assumes the surface is described by charts that exactly capture its boundary. The
approximate surface is built by interpolating these charts. For smooth, closed, embedded surfaces,
one can use the closest point map obtained from a signed distance function to create the approximate
surfaces Dziuk (1988); Demlow & Dziuk (2007); Demlow (2009); this method is very convenient for
the analysis. However, it is not so convenient for approximating a surface with boundary. Thus, we
combine the chart approach with the signed distance function approach to obtain our results.

Furthermore, our analysis deals directly with the (covariant) surface Hessian, in a non-conforming
way, which allows for a variety of boundary conditions to be imposed, such as clamped, simply-
supported, and free. In fact, the mesh dependent 2-norm equivalence between the piecewise linear
surface and the true surface (see (4.15)) holds even if uniform free boundary conditions are used. This is
not a trivial result due to the presence of Killing fields (see Section 2.2.2). We also get L™ estimates for
the mesh dependent 2-norm, i.e. the mesh dependent H> space can handle “point conditions.” Lastly,
our results hold for continuous Lagrange finite element spaces on surfaces (see Remark 4.2).

1.2 Outline

Section 2 gives the precise surface assumptions, sets up the differential geometry framework, defines
the continuous mesh dependent H? space, and presents some useful inequalities on the true domain. In
Section 3, we describe how the surface is approximated with a piecewise linear triangulation using either
the parametric approach or the closest point map. More specifically, we show how to apply the closest
point map to surfaces with boundary (see Proposition 3.2); in Burman er al. (2019), they also consider
surfaces with boundary. We also derive a transformation formula (3.12) for mapping the surface Hessian
from a curved triangle in the true (given) surface to a flat triangle in the piecewise linear triangulation.
Section 4 gives the main results of the paper, i.e. L™ and trace estimates, the Poincaré inequality in
(4.5), and the equivalence of norms (see Theorem 4.3), and we close with some remarks in Section 5.
Appendix A gives a review of essential differential geometry concepts used in this paper.
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FIG. 1. Tlustration of the true (given) surface I" in R3. The boundary £ = dI" decomposes as £ = X, UX, UZ; and has a finite
number of corners with interior angles ¢; (only one angle is shown); the corners may (or may not) lie at the intersection of two
boundary components. The boundary X has (outer) conormal vector, n, and oriented unit tangent vector, ¢. The oriented normal
vector of I" is V. Part of the exact, curved surface triangulation .7}, is shown with dotted curves.

2. Preliminaries
2.1 Domain Assumptions

Let I" be a connected, 2-dimensional manifold, embedded in R3, with continuous, piecewise smooth
boundary dI" =: X. In some cases, the boundary may be empty, giving a closed manifold. In particular,
I is taken to be C? and X is assumed piecewise C? with a finite number of corners, with interior
angle «; € (0,27] of the ith corner measured with respect to the Euclidean metric in R? (see Figure 1).
In particular, X is globally continuous and parameterized by a piecewise curve, i.e., X = Upcy; p U
Ugess ¢, where 75 is the set of corner vertices and %x is the set of (open) C? curves that make up X.
Furthermore, as a technical convenience, we assume that I" is a sub-manifold of I'* with " CC I'* (see
Section 3.3).

In addition, we assume X = X, U X, U X¢ partitions into three mutually disjoint one dimensional
components X. (clamped), X (simply supported), and X (free). Any of the components can be empty,
but if | X¢| > 0, then we also assume that I" is at least C>!. Each open curve { € %% belongs to only one
of the sets X, X, or Xr and each curve is maximal such that two distinct curves contained in the same
component do not meet at an angle of 7. Furthermore, we have the set of corner vertices contained in

I Vs ={p €V | p=p NGy, where § O C X0, Gpr # ).

REMARK 2.1 The choice of nomenclature for partitioning the boundary (i.e. clamped, simply sup-
ported, and free) is motivated by bending plate problems. For instance, “linearizing” a geometrically
non-linear bending problem yields a plate-like bending problem posed on a fixed surface. One applica-
tion of the results in this paper is for numerically solving a (fourth order elliptic) plate problem posed
on a surface, e.g. Walker (2020).

2.2 Intrinsic Differential Geometry

The notation of intrinsic differential geometry enables a clear characterization of the null space of the
surface Hessian operator (Section 2.2.2). It is also convenient for computing tangential differential
operators of any order (see Remark 2.3). Thus, the arguments in this section use tensor notation with
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special attention paid to upper and lower indices. For instance, using Greek letters, the ¢-th component
of a vector (co-vector) v is denoted as v* (vy). Sometimes we write v* (v4) to emphasize whether v is
a vector or co-vector, where a is a non-numerical label. When oI" # 0, its outer conormal vector has
components ny, while 1* denotes the components of any tangent vector of dI'. See Section A for a
review of tensor notation and differential geometry.

2.2.1 Sobolev Spaces on Manifolds. We write |v¢| and |v.| to be the “length” with respect to the
metric, i.e. [v¢|> = voeap vBand |v |2 = vag®P vg, where g is the metric tensor and g%P is the inverse
metric. In particular, for covariant derivatives, we have

IVew? = g®PVawVpw, |VaVew|? =g gV VywVeVow. 2.1)

We use standard definitions for Sobolev spaces on manifolds (see Hebey (1996)), i.e. the Sobolev space
WkP(I) is the completion of C*(I") with respect to the norm Hw||€v,{7p(1_) = 21;:0 JrVa, -+-Va,w|PdS(g),
where there are j covariant derivatives in the integrand, and g denotes the determinant of the metric ten-
sor (see Section A). When p = 2, the inner product on W*?(I") = H¥(I") is given by

ko
WV gy = Z /Fgoqﬁl ...gajﬁj(val ++-Va,w)(Vg, -+~ Vp,v)dS(g). (2.2)
j=o-

From (Hebey, 1996, Prop. 2.3), if I' is compact, then W’“z(F ) does not depend on the Riemannian
metric gqp; the same holds for a bounded C* manifold with piecewise C¥ boundary. We denote by
H* (I') € HX(I") the Sobolev space with vanishing boundary conditions up to degree k — 1. We will
have special use of the following subspace of H?(I")

() :={wecH*([)|w=0, on L, UL, n*Vew =0, on L.}, (2.3)

i.e. with clamped and simply-supported boundary conditions.

2.2.2  Null-space of the Hessian. We say a covector field vy on I is a Killing field it Vqvg +Vgve =
0, forall 1 < a, B < d (Eisenhart, 1926, eqn. (70.2)), (Petersen, 2006, Prop. 27). In addition, the number
of independent Killing fields on I" does not exceed d(d + 1) /2, where d is the topological dimension of
the manifold (Petersen, 2006, Thm. 35). Next, let Z°(I") :=={w € #(I") | V¢ Vgw =0,V 1 < o, B < d}
be the nullspace of the covariant Hessian operator V,Vy(-) on I'. Then, v4 := V4w is a Killing field for
any w € Z(I'), because the Hessian is symmetric. So dim 2 (I') < 1+d(d + 1)/2 since Z°(I") also
contains constants. If dI' = 0, then 2 (I") only contains constants. Moreover, if |[X.| > 0 or dI" = X,
then 2 (I') is trivial.

Otherwise, when d = 2 or 3, the maximum dimension of 2(I") is d + 1, which we now show. Let
{p J}‘jiill be the vertices of a d-dimensional “simplex” contained in I" where each pair of vertices is
connected by a unique shortest geodesic path. Thus, there are d geodesics emanating from each vertex
p;, and we assume that the simplex is chosen so that the tangent vectors of the geodesics, at p;, span the
tangent space Tp; (IMforall1 < j<d+1.

Owing to the continuous embedding H>(I") < C%(T"), point evaluation is well-defined. Thus, let
w e Z(I') be such that w(p;) =0, for 1 < j <d+1, and set vq := Vqw. Since Vv, vanishes, if vy
vanishes at a point, then v4 must vanish everywhere (do Carmo, 1992, Ch. 3, exer. 6). Thus, if v, does
not vanish at the vertex p;, there is another vertex py (with k # j), with geodesic path 1" connecting them
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whose tangent vector ¢® satisfies vqg® = ¢ # 0 at p;. In addition, vqq* = ¢ along the entire geodesic
path Y’ (do Carmo, 1992, Ch. 5, Prop. 3.6 and exer. 8). Since 0 = w(px) —w(p;) = [y vaq®ds = c|T|,
we have that vq must vanish, and so w must also vanish. Therefore, w(p j) =0, for 1 < j <d, are linearly
independent conditions, i.e. the maximum dimension of 2 (I") is d + 1.

REMARK 2.2 Generic manifolds, with non-constant Gauss curvature, do not have Killing fields. Ergo,
even if dI' = Xy, Z°(I") may only contain constants. On the other hand, consider the closed 2-sphere. It
has 3 Killing fields corresponding to 3 independent rotations of the sphere, but none of them come from
differentiating a scalar w (so Z°(I") only contains constants).

Next, consider a small spherical cap with boundary (and free boundary conditions). Two of the
Killing fields can be written as a gradient, but the third one is a rotation about a point in the surface so
does not correspond to the gradient of a scalar (see (do Carmo, 1992, Ch. 4, exer. 3.)). In this case,
Z(I') is spanned by three basis functions, i.e. two non-constant functions whose gradients are Killing
fields and the unit constant function.

2.3 Extrinsic Differential Geometry

We use the embedding space and make explicit use of the parametrization of the manifold (i.e. its atlas
of charts). This is often more practical for computations, especially when the manifold is defined by an
explicit parametrization. Throughout the rest of the paper, we assume d = 2 (intrinsic dimension) and
n = 3 (embedding dimension). Extrinsic vectors and tensors are denoted with bold-face (see Figure 1).
Moreover, the H' (I') inner product on I" can be written (c.f. (2.2)):

()1 :=/va+vfw-vpvds, (V)2 = (w,v)Hl(F)Jr/vava:vafvds, (2.4)

where Vv is the surface gradient of v in (A.6) and Vi Vv is the surface Hessian in (A.7); later, we
consider a piecewise (broken) Hessian (see (2.6) and (2.7)). See Section A.2 for details of the notation
and differential operator definitions.

REMARK 2.3 A popular way to define the surface gradient Vv uses the ambient space and projects
the standard Euclidean gradient onto the tangent plane of the surface (see Delfour & Zolésio (2011);
Demlow (2009); Dziuk & Elliott (2013); Walker (2015); Larsson & Larson (2017); Burman et al. (2019),
and many others). However, we stress that VI Vv is not the surface gradient Vi applied to each
component of Vrv. Computing in this way would yield a matrix that is not symmetric and is not
tangential.

Therefore, we opt for the standard differential geometry approach that uses charts and the induced
metric tensor. In this framework, differential operators (e.g. covariant derivatives), of any order, are
necessarily tangential. In addition, the covariant Hessian is a symmetric tensor. One obtains the extrinsic
operator, e.g. VrVrv, by contracting the covariant operator with the contravariant basis vectors of the
tangent space; this preserves tangential-ness of the operator and symmetry. An important contribution
of this paper is to demonstrate the effectiveness of the intrinsic approach for analyzing and computing
with surface finite elements. See Appendix A for more details.

2.3.1 Skeleton Mesh. We partition I" with a mesh .7, = {T'} of triangles such that I" = Ureg, T
where hy := diam(T') and s := maxy hy, and assume throughout that the mesh is quasi-uniform and
shape regular. We also assume the corners of the domain are captured by vertices of the mesh. Note that
these triangles are, in general, curved. See Figure 1.
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Next, we have the skeleton of the mesh, i.e. the set of mesh edges @mh =0 ﬂh, which may be curved.
Let &, , C &), denote the subset of edges that are contained in the boundary X and respect the boundary
condition partition of X. The internal edges are given by & ;, := &, \ &) ,.

2.3.2 Continuous Mesh-dependent Spaces. The main difficulty in building finite element subspaces
of H*(I' ) is that C! elements are required for a conforming discretization. This is especially difficult
in the case of a surface, e.g. one would need a surface version of the Argyris element Brenner &
Scott (2008). Instead, we introduce a mesh-dependent version of H 2 (I') (see Brezzi & Raviart (1976);
Babuska er al. (1980); Arnold, D. N. & Brezzi, F. (1985); Blum & Rannacher (1990); Arnold & Walker
(2020)).

The following spaces are infinite dimensional, but “mesh dependent.” Thus, we use standard dG
notation for writing inner products and norms over the triangulation, e.g. (f,g )7 =Yreg, (f,8)7-

7117, 7) = Lreg, ||f||£,,(T), etc. The following scaling/trace estimate is used ]udlclously (Agmon,
1965, Thm 3.10):

1¥122007 <€ (K W12y + MV ) W € HY(T), T € 5 2.5)

We follow Babuska er al. (1980) in defining infinite dimensional, but mesh dependent spaces and
norms. A mesh-dependent version of H>(I") is given by

H} () :={ve HY(I') | v|r € HX(T), for T € .}, (2.6)
with the following semi-norm
VIE 5= IVrVrvlig g+ - Vevlizage, o +0 I Vv, 2.7

where [1] is the jump in quantity 1) across mesh edge E. More speciﬁcally, if the edge E is shared by two
triangles 77 and T» with outward co-normals n; and ny, then [n- Vrv] |g =n1-Vrv|rne +n2-Vrv|pne.
For E € &, ,, with E C 9T, we set [n] |z = N|rrE.

Suppose {pj};lil' C I are chosen as discussed in Section 2.2.2. Set J = dim Z(I") and let Z(f) :=

1/2
1 1f(p; orall f e if J > 0; otherwise, Z( f) = 0. Next, introduce the following mes
51 DI for all HZ(I') if J > 0; otherwise, & 0. Next, introd he following h
dependent subspace

Wi ={wecH} () |[w=0o0nX.UX, E(w)=0}c H(I), (2.8)

where %, is a mesh-dependent version of %/ (I"). The point condition E(w) = 0 makes sense because of
the continuous embedding H7(I") = C%(T") (see (2.9)), and is needed to avoid a non-trivial null space
of the Hessian (recall the discussion on Killing fields in Section 2.2.2). Note that the slope condition in
(2.3) is not imposed in (2.8), but is “enforced” through the norm (2.7). The space in (2.8) appears in the
finite element method discussed in Walker (2020).

2.4 Inequalities on the True Manifold

The proofs of the following propositions utilize standard compactness arguments and convolution on
surfaces (see Adams & Fournier (2003); Hebey (1996)). Hence, we only give the proof of Proposition
2.3; the others are similar. Recall that if I" has a boundary, then we assume I is compactly contained in
a larger surface I'*.
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PROPOSITION 2.1 On the true manifold, I, define [|[v]|2 , := ||v||%11(r) + HVFVFV‘EZ(?)’ for any v €
? “h
HX(I"). Then, for all h > 0,

Vll=(r) < CuntlIVlla i Vv € HF (D), (2.9)

1/2
1Vl r) < G (IVY 12 ry + IVPVPVI o)) s forallve HAT),  2.10)
with constants Gy, Cyr > 0 that depend on I" and the shape regularity of .7, but do not depend on h.

Next, we have two Poincaré type inequalities posed on the true manifold I".

PROPOSITION 2.2 Recall the definition of || -||24 in (2.7). Then, |- [|24 is a norm on %, in (2.8).
Moreover, define H|v|||,21 =3, + Hv||12‘2(£ ozt Z%(v), for any v € H(I"). Then, there is a constant

C, > 0, depending only on I'" and the shape regularity of .7, (but independent of &), such that

1/2
Wiz < Ce (192 +IVIE) * forall ve HA(I). @1

PROPOSITION 2.3 Adopt the hypothesis of Proposition 2.2. Then there is a constant Cp > 0, depending
only on I" and the shape regularity of .7, (but independent of /), such that

IVevli2ry < Cellvlly, for all v € Hy (I). (2.12)

Proof.  From the discussion in Section 2.2.2, it is clear that (for a fixed /), one can use a standard
compactness argument to show that [|[Vrv|| 2y < Ci|[v[],, for all v € HX(I'), where C; = Cy(h) > 1
may depend on h. Suppose that (2.12) is false; then, there exists a sequence {wy, } >0, with w;, € th (),
such that [|Vrwy|| 2y > ﬁ|\|wh|||h, where 6(h) — 0 as i — 0. Define

Wh

u : = |IVrunll2gry =1, ¥h, and |lupll, < 8(h), VA (2.13)

Vel

In addition, we have a bound on the L?(I") norm via (2.11), i.e. ||up]|,2 (r) < C uniformly for all 4. Next,
for each fixed h, given € > 0, construct u . € H 2 (I') such that

™

lun —unel2(7) < &  lun—unellgir) <e

. b (2.14)
oV (un—une) |l 2 < € |un(Pi) —une(pi)| < €,

for i =1,...,J (e.g. use convolution on surfaces; see Adams & Fournier (2003); Hebey (1996)); the
last relation is possible because u;, € CO(T") for all . The normal derivative bound follows by a trace
inequality on elements attached to X (and taking a sufficiently tight convolution).

Now, define

iy = Up e, € Hz(l"), where g, =3(h). (2.15)
Then, by combining the above results, || || () S C, uniformly for all 4, i.e.
nll 2y < Nl 2y + IV dnll 2y + |ﬂh|H2(9h)

3en+ llunll 2y + IVrunll2ry + lunl g2 7) (2.16)

<
<38(h)+C+ 1+ [lupll, < 48(h) +C+1.
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Ergo, ifj, converges weakly in H%(I"), and iij, — i strongly in H'(I"). Moreover,
l@n| 2y = linlg2 7 ) < lun = @nli2 7)) + lunlly < &+ 8(h) = 28(h), (2.17)

so VrVri, — 0in L2 (I"). By the definition of the weak derivative, and weak convergence, VI Vi =0,
meaning that iij, — i strongly in H?(I").

By standard trace inequalities, # = 0 on X U X (because [lus||;2(x, 5, — 0)- Moreover, using
(2.14), we have that A~ !||n - Vriy| 25,y < 28(h), ie. n-Vri=0on X.. Thus, i is in the nullspace
Z(I'). In addition, in a similar fashion as above, we can show ii(p;) =0 for i = 1,...,J. So, based on
the discussion in Section 2.2.2, it must be that i = 0.

Therefore, i, — 0 in H>(I"). But recall that 1 = IVrup|| 2y for all A, so then

U= IVrunl 2y < Ve (n = @) || 20y + [IVranll 2y = 0, (2.18)

because ||V (up — itp) | 2y < 6(h) from (2.14). Obviously, (2.18) is a contradiction, so we have estab-
lished (2.12). O

3. Domain Approximation and Mappings

Our main goal is to show that the Poincaré inequality (2.12) still holds when I" is replaced by a piecewise
linear approximation I'!. In particular, given our embedded manifold I", with or without boundary, and
a piecewise linear triangulation I'! that interpolates I" at its vertices, we need certain approximation
results when mapping flat triangles in I'! to I".

Any closed C? surface may be represented as the zero level set of a signed distance function. This
is especially convenient for defining the closest point map, which enjoys nice approximation properties
(see Demlow & Dziuk (2007); Demlow (2009); Dziuk & Elliott (2013); Dziuk (1988)). However, it is
not so convenient for dealing with surfaces with boundary. On the other hand, any C? surface may be
parametrized by an atlas of charts {(U;, ;) } which captures the boundary exactly. The following sec-
tions combine these two approaches to yield new estimates on mapping the full surface Hessian operator
from I'! to I'. In the following, we assume we have access to an atlas of charts {(U;, x,)}, where U; is
the reference domain and Y is the corresponding map, that parameterizes I", and its boundary, exactly.

3.1 Piecewise Linear Triangulations and the True Domain

Given our embedded manifold I, with or without boundary, we assume that a conforming, shape regular,
piecewise linear triangulation ﬂhl of a polyhedral domain I"! that interpolates I” at its vertices can be
generated provided the mesh size is sufficiently small; we refer to Demlow & Dziuk (2007); Demlow
(2009); Dziuk & Elliott (2013); Dziuk (1988) for more discussion on these basic issues. Furthermore,
we assume the boundary vertices of I'! (namely X! := 9I'!) lie on the boundary of I". Let %1 , be the

set of triangles with one side on X! and, for convenience, assume the triangulation satisfies the following
property.
Property 1 Each triangle in ﬂhl has at most two vertices on the boundary and so has at most one edge
contained in X'
We denote by éahl the set of edges of the triangulation le , which is partitioned into interior edges gol "
and boundary edges c%l ;- Thus =y ples) E!is a Ist order approximation of X. We also assume
’ h
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le is homeomorphic to an exact triangulation .7, of I" in the following sense. For each T' € Zl, there
is a chart (U, %), and a straight-edged triangle T’ C U, such that the following holds.

() T'= (A,%)(T"), where ., is the standard continuous linear, nodal Lagrange interpolation oper-
ator with the usual approximation properties.

(ii) There is a unique 7 € .7}, such that T = x(T").

With the above considerations, one can generate another atlas of charts {(f, XT)}TEZ; where for

eachT €9, T=xr (f), where T is the standard reference triangle. Next, for each T € ﬂhl , we define
the mapping F : I'! — I through the diffeomorphism F7 = F |1 := X7 0 (%,%7)"'. The true domain,
and its corresponding triangulation, can be viewed as an “infinite order” approximation. Ergo, we adopt
the following notations I'* = I, 7, = .7, F7 = F, etc., which will sometimes be convenient (it is
merely a choice of notation).

The main approximation properties for these maps are summarized in the next theorem.

THEOREM 3.1 The map F described above satisfies

V51 (Fp —idg) || =1y < CR*™, for s=0,1,2,
_ (3.1)

I=Ch<|[[VyiFyp]™! =71y < 1+Ch, [[VyiFr]™! — 1| =71y < Ch,

where all constants depend on the C? norm of I'.

3.2 Element-wise Parametrization

It is useful to consider the map F; : T' — T from Section 3.1 as a parametrization of T in the following
sense. Apply a rigid rotation of coordinates x to X’ so that T* — T%' (for s = 1 or o) and T c R2. In
the rotated coordinates, we view F;' as a function of two variables, so that (TII,F ;') is a local chart
for T'. Next, let J' = [01F;',0,F ;'] be the 3 x 2 Jacobian matrix with induced metric g’ = (J')7J’. In
addition, define the 3 x 2 matrix P, = [a1,a3], where {a;,a,,a3} are the canonical basis vectors of R,
(IS*I)TF*/ =1I,, and F*/(P*/)T =P =1, -V ®V, where V' = a3 is the unit normal of 7.

All results derived in the rotated coordinates can be mapped back to the original coordinates. For
example, let P, = [by,by], where by, b, are any two orthogonal unit vectors in RR3 pointing in the plane
of T!, and note that B,” B, = I, and P,P,” = P:=1;— v ® ¥ (see (A.11)), where ¥ = by x b, is the
unit normal of T'. Then, J = (V;1F;)P,, g =J"J, and by (3.1),

\J—P,|=0(h), g=P."P'PP,+0(h)=1,+0(h), (3.2)

so g is invertible for i sufficiently small. Note that, in terms of Fy, the surface gradient (A.6) of
f:T — R can be written as (Vr f) o Fy = (V1 f)P,g~'J", where f := f o F;. Moreover, using the
parametrization above, in the rotated coordinates the Christoffel symbols (A.1) have a more explicit
form: Fayﬁ/ = ((g)"'(J")" ;)04 05 (F ' -a;). Ergo, the surface Hessian (A.7), in the original coordi-
nates, can be written as

(VTVTf) OFT = Jgilp*r [V7~1 VTlﬂ P*gilJT

o ) ) (3.3)
—((VpP.g ' ITa)dg 'P, ViV (Fr-a)|Pog 7.
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3.3 Closest Point Map

The results in this section are crucial to prove the Poincaré inequality (4.5) when I" has a boundary
where part of the boundary imposes free conditions (i.e. | Z¢| > 0).

FIG. 2. Diagram of I CC I'* and the tubular neighborhood .47-. The solid curve is I" and the dotted curve is I'*; the dashed
curve denotes the boundary of .41-. The closest point map is illustrated by clp*(x;) = a;, for i = 1,2, and is characterized by
clp*(x) =x— ¢ (x)v*(x), where ¢(x) is a signed distance function for I'* that is well-defined in 7.

Let I’ C R" be a d = n— 1 dimensional C> embedded manifold, possibly with C*> boundary oI,
and let clp : R" — I" be the closest point map, i.e. |clp(x) —x| = dist(x,I"). Define the “tubular”
neighborhood A1 (c) := {x € R" | dist(x,I") < c}, for any positive constant c. If dI" # 0, then we also
assume that I CC I'*, where I'* is an extended d dimensional, C? manifold, with boundary dI'* and
corresponding closest point map clp® : R" — I'*. See Figure 2.

3.3.1 Signed Distance Function. Next, we construct a signed distance function for I'*. Letting v* :
' — R" be the oriented normal of I'*, we define ¢(x) := sgn(V@(x) - (v* oclp*(x)))®@(x), for all x
in R”, where @ (x) := dist(x,I"*) (see Figure 2). Now assume there exists a p > 0, with A1 (p) = AT,
such that ¢ € C?>(41) and |[V¢| = 1 in .47 Gromov (1991), (Delfour & Zolésio, 2011, pg. 75); clearly,
p depends on I (e.g. its curvature) and how far I' can be extended with I'*. Thus, I'*N A = {x €
A7 | ¢(x) =0}, and v*(x) = (V$)? (x) on I'* N At Indeed, we define the extended normal vector
by v*(x) = (V)7 (x) for all x € .47, and the extended tangent space projection by P* = I — v* @ v*,
Moreover, the following relation holds uniquely: x = clp*(x) + ¢(x)v*(x), for all x € 4. We can
extend a function u, defined on I'*, to .41 via the signed distance function, i.e.

ue(x) :=uo®(x), Vxe A, where @(x):=clp*(x) =x—¢(x)v*(x), 3.4
which is known as a constant extension in the normal direction.

REMARK 3.1 In Burman et al. (2019), they also consider a surface with boundary. They assume that the
given surface is contained in a closed surface that has a well-defined closest point map. Thus, mapping
to the original surface is done using the map generated from the closed surface. The approach we take
here is more general.

For any piecewise linear triangulation le of I', whose domain is denoted I"! and contained in .47,
we can “lift” it to a subset of I'* using @. In other words, define 7, := {®(T') | T' € 7!} to be an
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“exact” triangulation and set = Uge 2 T c I'*. In addition, from ﬂuh, we have the following related

sets: %_h, (?QM and @ég’h (see Sections 2.3.2, 3.1).
Note that I is not necessarily contained in I', nor vice-versa, but are close in the following sense. For
eachT! € %lh such that 97! = E'US', where E!  I'! and S! are the interior edges, let 7 := &(T!),

E:=®(E"),S:=&(S"), and E := Fr(E") C dI' (see Figure 3). Since E, E and E' interpolate I" at
the vertices of I'!, then dist(x, E) = O(h?) forall x € E.

Sl

FIG. 3. Illustration of the closest point mapping of T to I'*. The pre-image of the boundary edge E C dI (dotted curve) is E.

Next, for & > 0 sufficiently small and by the properties of ®(-), there is a unique curve E that
lies in the plane of T' such that E = ®(E). Moreover, for & sufficiently small, £ = @ (E'), where
O(x) := %+ v(X)A(X) for all X € E', where 7 is the outer co-normal of ! and v € C*(E';R) such that
V|yg1 = 0. Therefore, there exists a unique flat triangle T in the plane of 7! such that 7 = EUS".
This induces a triangle 7" in I" such that 7' := &(T') and 9T = E US. It is straightforward to prove the
following result.

PROPOSITION 3.2 Consider the triangles T, 7 defined above from any given 7! € %1 ;- Assume that

h > 0 is small enough (depending on p) so that I'' C .41 and the construction of 7" is well-defined.
Then,

Tcr, aTnireé&,,, |TAT|=0(r). (3.5)

Furthermore, let .7, := {T'} be generated from all 7' € .7}, and define J, := {T € J, | T ¢ F,} U
,%’h. Then, .7, gives an exact, conforming, shape regular triangulation of I".

Next, we have a procedure to “lift” a function from 7' € Z,l to the corresponding 7 € . Let
v:T! — R be given and define the lifted version v: 7 — R (uniquely) such that ¥ o &(x) = v(x), for

allx e T'. And v:I'' — R is lifted to v: I" — R, element-wise. Furthermore, recalling (3.5), for any
v € C*(T UT) we have the estimates

W2y = [+ OBV 2y + O ) Vvl 7 a7,

(3.6)
[+ OV vl 2 ) + ORIV Vv o 27,

||VFVHL2(E)

where we map E to E C dI” using the closest point map to E.

3.3.2 Element-wise Parametrization by the Closest Point Map. The Jacobian has a nice structure
when using @. For simplicity, we drop “+” from v*, and note V@ (x) = I — v(x) @ v(x) — ¢ (x) H(x) =
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P(x) — ¢(x)H(x), where H = Vv is a symmetric matrix, PH = HP = H, and further note that V1 @ =
(V®)P, and J = (V41 P)P,. Moreover, we have the identity

J—P, = [P(x)P—¢(x)H(x)P—I3] P, = — [¢(x)H (x) + V(x) ® (V(x) — V)] P,. (3.7)

In addition, the metric also has a nice structure:

g=J"J=P, P[P—2¢H + ¢*(H)?] PP, = I, + P, P[P— P] PP, + O(i?)

o o (3.8)
=L+P P[(v-v)®(v—")|PP,+0(h*) =1, +0(h).
Hence, for any 7: T' — R, the above results give the “lifted” surface gradient:
ViFo@(x) = (Vpun)Pig T = (VP P 4 (VP U -P)T
= Vil (v(x) = V)@ v(x)+0(h*)].

and note that n- Vyvo @(x) =i - Vi + O(h?).
Next, we lift the surface Hessian (recall (3.3)); for this, we need the surface I" to be C>!, We start

with
V(D-a;) = aiT — (a;- V)VT — (])(x)aiTH(x),

(3.10)
VV((P~a,-) =—-Vv®Ha,—Ha;®V— (a[-V)H—(}b(X)V(Hai),

and note that V1 V1 (D -a;) = P(VV(P-a;))P. We now apply basic estimates to (3.3):

(VpVyi) 0@ = Vi Vi v (1+0(h)) +O(h) (V4o D(x)) -a;) VV (P a;) A
— ((VsVo @(x))- Pa;) P(VV (P -a;))P, '

and the second term equals ¢ (V4o ®(x)) - Pa;) P(V(Ha;))P, where we note that
v) = 0. Thus, we obtain

Yl (Vevo@(x))-Pay) (a;-
(ViVid) o ® = Vi Vi (1 4+ 0(h) + O(R)|V il (3.12)

where the constants depend on |H| and |V H|. If we had used the standard chart map, we would have
obtained a similar estimate, except the lower order |V ;17| term would have an O(1) factor instead.

4. Mesh-dependent Estimates on Piecewise Linear Surfaces

The results in this section are an extension of the results in Section 2.4 to piecewise linear approxima-
tions of I'. Let || - ||2,5,1 denote the norm in (2.7) but defined on I" !, Theorem 4.1 gives an elementary
estimate for how || - ||, transforms between I'! and I".

THEOREM 4.1 Setm,l € {1,00} withm % [. Letv € H>(I'™), and define # =voF € H7(I'")if I =1 or
7=voF ! € HXI'") if | = o. Then,

IVrnVenv 2 gm) <C <||Vrlvrl‘7||L2<yhl) + HVrlﬁHLzm)) ; w
[Vll2m <C <||‘7||2,h,1 + |\Vrl‘7||L2(rl)) ;

for some constant C > 0 depending only on the domain.
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Proof. W.L.O.G., assume m = oo, | = 1. A surface version of (Lenoir, 1986, Prop. 4) gives ||v|| Hs (Tm) R
|19l 25 (1) for s > 0. More specifically, [[Vr vl 27 ) ~ ||VF1\7||L2(9}1) and

HVFVFVHLZ(,Z,) <C (||VF1VF1‘7”L2(<Z,1) + HVF”}‘HLZ(,ZI])) .
Applying a change of variables to the jump term in (2.7) gives
- Vevlizs,) < CRIVEll 20 + 1A Ve 26, (4.2)

where we emphasize that we cannot put a jump in the first term on the right-hand-side because different
Jacobians appear on either side of the edge. Next, we have the following scaling estimate (see (2.5))

V19122571 < Co (h*' IV, +h||vF1vF1v||§2(T1)), which leads to

W2 Ve [ <
(4.3)
CillVp ‘7||L2(,7h‘) +Cih||Vpi Vi ‘7HL2(<7,11) 4'}171/2” [A-Vi9] ||L2(£’h')7

and implies ||v||2, < C (HVHM,I + ||VF117HL2(F1)), giving the second inequality in (4.1). O
Theorem 4.2 yields useful trace and Poincaré inequalities for the || - || ,,; norm on piecewise linear

surfaces; in particular, (4.5) is the main result of this paper when free boundary conditions are present
(i.e. | Z¢ > 0).

THEOREM 4.2 Letm =1 or e. For all v € H?(I'™), there holds

2 2 1/2
Wllmmy < Gont (V1 gomy + IV Vvl )
axm) 74 4.4)
1/2 :
1Vrmvlz2(arm) < G (IVEm s o) + 1V En Ve s g )
for constants Cipr, Gy > 0 independent of 4. Moreover, || - [|2,4,» is @ norm on %", and for 1 > 0 suffi-

ciently small (depending only on I"), there is a constant Cp > 0, depending only on I" and independent
of h, such that

HVHLZ(F”‘) + ||V1"mv||L2(Fm) < CP”V”Z,h,ma forallv e hm. 4.5)

Proof. The m = o case is done in Propositions 2.1, 2.2, and 2.3, so we only consider m = 1. Let
# € H?(I") and v be the corresponding mapped function in H7(I"!). Then, using (2.9), we have

- - _ 1/
IWll=rty = 17l=ry <€ (190 ) + 1V V72 ) o

) 2 1/2
<C IV gy HIV Vel )

where we used (4.1) and that ||| ;1 (1) & [|9]| 1 r-); this proves the first inequality in (4.4). The trace in-
equality follows by noting || Vriv[|25r1) = V¥l 2or) IVl 2y 2 [Vl 2y and using (2.10)
together with (4.1).

Next, specialize v € H,%(F 1) to be a continuous, piecewise linear function on I'" and lift it to I,
ie.ve H,% (f, %), where Vo @ = v, with @ the closest point map from Section 3.3.1. Since v is linear
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on each T! € %ll, there is a natural way to continuously extend v to I', wherever necessary. Ergo,
¥ € HX(I', 7). Thus, we can apply (2.12)

o - 112 <112 =20y
IVl 2y < CP(HVFVFVHLz(y'h) W22 (gumy) + E7()
4.7
1|75 1112 15 <112 12
-V g+ NV )
where Cp depends on the shape regularity of .7,; note that the boundary terms are on dI". Accounting
for the “skin” 7'\ T', where necessary, and using (3.6), we get

IVEdll 2y < C(HVI“*VF“‘j 22(,7},) + ”‘7Hi2(§cufs) +E2(v)

1 2 1 2 1/2 “48)
+h H [[ﬁ VI:‘?]] HLZ((;BQH +h” ”ﬁ Vf‘j”LZ(E“C)) +Ai,
where
A% <C Z (HVFVF‘jHEZ(T\f) +h5||VF*‘7Hiw(TAT') +h4||VF*VF*‘7||iw(TAT)) : 4.9)
Ty
Since v is a (mapped) piecewise linear function, using an inverse estimate and (3.5) shows that || V-V v Hiz ) =
OV V¥l ) and
CH Vel iy = Ve, CHIVE Ve iagy = VeVl (4.10)

Thus, A2 < Ch (||V1=Vf17||i2(%‘h) +h2||V1=\7|22(%,h)>. Now, by mapping from I" to I'! and utilizing
(3.9) and (3.12), the estimate (4.8) reduces to

1Vl < C(IV Vil g, + W gomy) + 2200+ T Vol g |
1/ ’ “4.11)

2
A Vvl))  +CIVE ),

where we note that Z(¥) = Z(v). Since || V1| 201y < Cl|Vrv| 2y, for hsufficiently small depending
on the C>! norm of I', we obtain

IVrovllzgeny < Gplvlln, (4.12)

for all continuous, piecewise linear functions on I"!, where |||-|| n1 is the same as |||, in Proposition 2.2

except defined on I'!.
Next, let w be any function in H,? (I'"). Then, by (4.12) and approximation theory,

IVewllz ey < IV Tawll ey + Ve (w = 2w) (|2

, 4.13)
< Gl 2wl + Chlwll2ns < Cliwll 1,

where .#), is the standard continuous linear, nodal Lagrange interpolation operator. Note that the point-
wise terms in ||-||,, ; vanish when restricting to the space #,™. This proves the H' inequality in (4.5).
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Note: in the case that dI" = 0, or Xy = 0, the result can be derived by a simple integration by parts
argument, and I" only need be C2. Lastly, applying similar mapping arguments to (2.11) yields

1/2
Vll2rny <€ <||Vr1 V||i2(r1) + H|V|||ﬁ,1) . (4.14)

Ergo, the L? inequality in (4.5) follows by combining (4.14) with the H' inequality (4.13). (]

REMARK 4.1 (kernel of the Hessian) The purpose of the point condition E(w) = 0 is to control the
kernel of the broken Hessian V= Vpm. Alternative conditions could also be used. For example, if
m = oo and uniformly free conditions, X = X, are imposed, then one can set %}, := H2(I") /ker(VVr)
(quotient space). This gives the space of Hﬁ (I") functions that are orthogonal to constants and any
Killing fields that I" may have. However, setting point conditions are usually more convenient with
conforming finite element spaces (see (4.16)).

Furthermore, in general, ker(VrVr) # ker(V1 V1), i.e. the kernel of the broken Hessian on the
true domain I” is usually not the same as on the piecewise linear approximation I'!. In fact, it is possible
that dim(ker(VrVr)) # dim(ker(V 1 V1)), The kernel of the broken Hessian on a triangulated surface
involves jump conditions of the co-normal derivative across the edges. Indeed, the topology of the mesh
could affect the kernel. Therefore, it is better to simply set point conditions, that do not depend on 4,
that are known to control ker(VrVr) on the true domain. This ensures convergence, e.g. for a finite
element discretization of a 4th order elliptic problem on surfaces, see Walker (2020).

THEOREM 4.3 Assume the hypothesis of Theorem 4.1. Then, for 4 > 0 sufficiently small,

C oll2ns < Vll2pm < CllP|lop, forallv e #,m, (4.15)
where C > 0 depends only on I".
Proof. Inequality (4.15) follows by combining (4.1) and (4.5). Il

REMARK 4.2 Let r > 0 be an integer and m = 1 or c. The (continuous) Lagrange finite element space
of degree 41 on I'™ is defined via the mapping Qr := Fr, if m = oo, or Qr :=idy1, if m=1:

m = gn(rmy .= {y € HA(I™) | v|r 0 Qr € P, 1(TY), VT € . (4.16)

For the case m = oo (i.e. the true domain) we simply write S;,. Clearly, S*" C H>(I'™). Thus, W)" :=
Stn{ve H'(I') |[v=0o0n X UX,, E(v) =0} is a subspace of #;" and so the above results apply to
the finite element space W;" as well.

5. Conclusion

We presented several useful estimates for mesh dependent H? spaces on piecewise linear surface tri-
angulations with boundary. Our analysis used the closest point map, which enjoys nice properties, to
establish a crucial Poincaré inequality in (4.5) when free boundary conditions are present (see Sec-
tion 3.3). In doing this, we adapted the (classic) closest point map technique to work on surfaces with
boundary. The results presented here should be useful for analyzing non-conforming H? type FEMs, i.e.
for approximating fourth order elliptic problems on surfaces with boundary by non-conforming FEMs
posed on piecewise linear triangulations, or even piecewise polynomial surfaces. For example, see the
surface finite element scheme in Walker (2020) for the Kirchhoff plate problem posed on a surface.
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A. Differential Geometry

In this appendix, we review the differential geometry tools needed for working on manifolds Kreyszig
(1991); do Carmo (1992, 1976); Ciarlet (2013); Hebey (1996). Specifically, we review the basic notation
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of covariant, contravariant, and other differential geometry concepts.

A.1 Intrinsic

For the sake of generality, consider a d-dimensional Riemannian manifold (I",g,p), Where gqp is the
given metric tensor (discussed in Section A.1.2) defined over a (reference) domain U C R4; for simplic-
ity of exposition, assume only one reference domain is needed to define the manifold (of course, this is
not necessary). A point in U is denoted by (u!,u?,...,u?); in the special case of d = 2 that we are mainly
concerned with, we may use (u,v) € U. We refer to variables defined on U as intrinsic quantities.

A.1.1 Tensor Index Notation. We use lower-case Greek indices (a, 3,7, etc.), which take values
in {1,2,...,d} when referring to intrinsic variables. For example, d, is the partial derivative with re-
spect to the coordinate u® for a € {1,2,...,d}. Covariant vectors are denoted with lower indices, e.g.
(v1,v2,...,v4) and contravariant vectors are denoted with upper indices, e.g. (v',v?,...,v?). The B-th
component of a covariant (contravariant) derivative is denoted by V B (Vﬁ ).

Moreover, covariant and contravariant components of general fensor quantities use lower and upper
Greek indices, respectively, e.g. Wap (covariant tensor), woPB (contravariant tensor), wo? s w";} (mixed
tensor). We adopt the Einstein summation convention, i.e. repeated indices are summed over, e.g.
worg = Z‘é: | w%rq, where one index is lower and the other is upper. E.g. it is not allowed to sum

over two repeated lower indices. We use the Kronecker delta &4, 598, 65, etc., with appropriate
upper/lower indices depending on the context.

Furthermore, we use the letters a-h (with a different font for emphasis) as a non-numerical label to
indicate a covariant, contravariant, or mixed tensor. For example, v, refers to a covariant vector (not
just a single component), i.e. vq = (v1,...,vy). Similarly, V¢z = (V'z,..., V¥z) refers to a contravariant
vector, where z is a scalar quantity. For non-numerical labels, the specific symbol does not matter; it
is simply a placeholder. When convenient, we use bold-face for vector and tensor quantities instead of
writing out indices.

A.1.2 Main Concepts. The given metric g,; iS a symmetric, covariant tensor with component func-
tions 8ap U — R, for 1 < «,f < d, which we assume are at least C!, and is uniformly positive

definite. We write g := detg,;, and the inverse metric tensor g% is contravariant with components
denoted g®F, where gaygVﬁ = 55 . Note that v* may be converted to vy via vg = ggov®; similarly,
wp may be converted to w® by w* = g"‘ﬁwﬁ. When convenient, we write gqp = g = [gaﬁ]%x,ﬁ:l and
gt =gl = [go‘ﬁ]fx p1 in standard matrix notation for the metric and inverse metric, respectively. Let
T, = To(I") (T? = T(I")) be the set of covariant (contravariant) 2-tensors on I". Moreover, S, C T,

and S C T2 are subsets of symmetric tensors; so then gqp € S» and g®° € S2.
The Christoffel symbols 1';;‘ (of the second kind) are defined by

1
I = 58" (%ugpy+Ipsua = dugap), 1< By<2, (A1)

where I’ J = Ilgya do Carmo (1992, 1976). With this, we recall the definition of covariant (contravariant)

derivatives, denoted V (V%), where f is a scalar, vy is a covariant vector, and V¢ is a contravariant
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vector:

Vaf =9af,  VaVpf=9dadsf — (o),

| (A.2)
Vavp = davp = vl Vav! =0+ I, Vo™ = (v8) ™ a(v" V).

The metric satisfies do Carmo (1992) Vygqp =0, Vygo‘ﬁ =0,V,g=0,for 1 <a,B,y<2. The
“area” element on the manifold I is denoted dS(g) = \/gdu = /g du'---du?, where du is the Lebesgue
measure on RY, Viewing nq4 as a “vector” in RY, it has unit length under the RY Euclidean metric. If
d =2, let t* be the oriented (contravariant) tangent vector of dU, which has unit length in the Euclidean
metric and satisfies nq,t* = 0. Moreover, g = t*1, /(n*ny ), which implies that ds(g) := |/t#1, dl for
d =2, and we have the following “orthogonal” decomposition

n%ng 1%
sy =—"» P A3
B ntny  thry (A-3)

A.2  Extrinsic

Suppose that the manifold I" is embedded in R", with n > d, and that it is represented by a family of
charts {(U;,%,)}, where a single chart consists of a pair (U, %), with U C R? (reference domain) and
X : U — R" do Carmo (1992). For simplicity of exposition, assume there is only one chart (U, X ), where
I' = x(U). We refer to variables in R” as extrinsic quantities.

A.2.1 Tensor Index Notation. We use lower-case Latin letters starting with i (i.e. i, j, k, [, etc.), which
take values in {1,2,...,n}, when referring to components of extrinsic (ambient space) quantities. For
example, ¥ = (x',...,x")T € R", and ' : U — R for each i € {1,2,...,n}. A point x € R" has its j-th
coordinate denoted by x/. Moreover, dy is the partial derivative with respect to coordinate x*. Repeated
indices are summed over. We typically bold-face extrinsic vectors and tensors, e.g. let w be a (covariant)
2-tensor in R" with components w;; for i, j € {1,2,...,n}. The canonical (orthonormal) basis in R”", is
denoted by {a;}_,, where a; = (1,0,...,0)” (column vector), etc. With the Kronecker delta &, we

have the dual basis {a*} of {a;} by the formula a; -a/ = Sij .

A.2.2 Differential Geometry in the Ambient Space. The tangent space Tx(I"), at a pointx € I', is a
subspace of R” spanned by {ej, ey, ...,e4} (the covariant basis) where

eq = dox(®), 1<a<d, whereu®=(u',. . u?)=yx"'(x). (A4)

In this case, the metric tensor gqp, is given by g4 = €q - eg, for 1 < &, B < d. The contravariant tangent
basis is given by {e',e?,....e?}, where ef = e, g™ = (dy%)g*? Ciarlet (2013). Sometimes, we express
gao =8 =J'J, where J = [ey,...,e,] is an n x d matrix.

Given a vector v € R”, it is in the tangent space Tx(I") if there exists a (contravariant) vector v* such
that v(x) = v¥e, 0 X~ (x). Alternatively, one can write it in terms of a co-vector v and the contravariant
basis: v(x) =vqe%o x‘l (x). Moreover, any covariant (contravariant) vector vq (v*) has a corresponding
extrinsic version given by v = v,e* (v =v%ey). We define the tangent bundle:

(I ={(x,v)|xeI',v(x) € Iy(I')}, (AS5)
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thus, we say v € T(I') if v(x) € Ty(I") for every x € I'; in this case, we write v: I" — T(I").
Next, we introduce extrinsic differential operators via their intrinsic counterpart, starting with the
surface gradient Vi f : I' — T(I") defined in local coordinates by

(Vrf)ox = (Vaf)g® el = du(fox)s™ (9p2)" =V(fox)g I (A.6)

The (covariant) surface Hessian (a symmetric tensor) is given by
(VrVrf)ox = eug"*[VaVpflgPPe) = eug"“(0udp(fox) — dy(fo X le Pe). (AT

A.2.3 Special Case of a Surface. Suppose d =2 and n = 3. We have the following integration by
parts relation:

/Fpr'VdS:/arfv~nds—/r(vpf)-vds,

(A.8)
/(divrr) VrfdS :/ (nTr)-fods—/ r:VrVEfds,
r or r
where we suppress the g dependence in the differential measure and n is the extrinsic conormal vector
of dI', given by
nﬁeﬁ

no x\ (A9)

w |nBe/5 | ,
where |a| denotes the Euclidean length of the vector a € R". Next, let ¢ be the unit tangent vector of a
1-d curve Y C I” with conormal vector n, where Y = % (Y) and ¥ C U. In local coordinates, it is given
by

1%

tox‘ (A.10)

v [t%eq|’

where 1% is the (contravariant) tangent vector of Y. Furthermore, let v : I" — R3 be the surface unit
normal vector of I, which satisfies n = ¢ x v Walker (2015) on dI". With the ambient space R3 available,
the tangent space projection P : R? — R?, defined on I, is given by

P=1-vRV=tt+n®n, (A.11)

and note that (in local coordinates) J, g’lJ T—Ppo x Walker (2015).



