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Background: Although pre- and postoperative three-dimensional (3D) photogra-
phy are well-established in breast reconstruction, intraoperative 3D photography is
not. We demonstrate the process of intraoperative acquisition and visualization of
3D photographs for breast reconstruction and present clinicians’ opinions about
intraoperative visualization tools.

Methods: Mastectomy specimens were scanned with a handheld 3D scanner dur-
ing breast surgery. The 3D photographs were processed to compute morphological
measurements of the specimen. Three visualization modalities (screen-based view-
ing, augmented reality viewing, and 3D printed models) were created to show dif-
ferent representations of the 3D photographs to plastic surgeons. We interviewed
seven surgeons about the usefulness of the visualization methods.

Results: The average time for intraoperative acquisition of 3D photographs of the
mastectomy specimen was 4 minutes, 8 seconds * 44 seconds. The average time for
image processing to compute morphological measurements of the specimen was
54.26 + 40.39 seconds. All of the interviewed surgeons would be more inclined to
use intraoperative visualization if it displayed information that they are currently
missing (eg, the target shape of the reconstructed breast mound). Additionally, the
surgeons preferred high-fidelity visualization tools (such as 3D printing) that are
easy-to-use and have minimal disruption to their current workflow.

Conclusions: This study demonstrates that 3D photographs can be collected intraoper-
atively within acceptable time limits, and quantitative measurements can be computed
timely to be utilized within the same procedure. We also report surgeons’ comments
on usability of visualization methods and of measurements of the mastectomy speci-
men, which can be used to guide future surgical practice. (Plast Reconstr Surg Glob Open
2021;9:¢3845; doi: 10.1097/GOX.0000000000003845; Published online 7 October 2021.)

INTRODUCTION
Although pre- and postoperative imaging are well-
established tools in plastic surgery, intraoperative imaging

for plastic surgery applications is less wide-spread and
used most often for assessing fracture repair outcomes,
navigating complex anatomical structures, and moni-
toring perfusion in breast reconstruction.' Likewise,
three-dimensional (3D) photography has been limited to
pre- and postoperative use because the imaging systems
were large and lacked mobility. However, recent advances,
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including the availability of portable 3D photography sys-
tems, present opportunities to acquire 3D images intra-
operatively to aid surgeons during reconstruction surgery.
Researchers are continuing to demonstrate the accuracy
and usability of mobile and handheld systems for collect-
ing 3D photographs, especially for facial applications,
such as rhinoplasty.”'” However, more validations of these
systems are needed for additional intraoperative applica-
tions. The aim of this study was to demonstrate how to
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assess the feasibility of intraoperative 3D photography
and visualization modalities, such as 3D printed models
and augmented reality (AR), in reconstructive surgery
applications.

Recent advances in visualization tools have enabled
new intraoperative uses of 3D images acquired either pre-
or intraoperatively. Visualization methods that provide
3D information are especially valuable in plastic surgery
applications and include tools such as 3D printing and
augmented reality. In reconstructive surgery, 3D printed
models have been used as intraoperative guides and mea-
surement tools for surgeons during procedures such as
auricular reconstruction,'! calvarial vault reconstruction,'?
craniofacial reconstructions,”® and breast reconstruc-
tion.*'""'% 3D printed breast molds created with preopera-
tive 3D surface images of patients’ breasts and designed
for surgeons to determine the amount of autologous tissue
needed to shape the flap into the form of the new breast
have been tested by researchers for autologous reconstruc-
tions. Other researchers have created physical models of
abdominal vasculature to guide surgeons in locating the
desired perforators in the tissue flap. 3D printing using
intraoperative rather than preoperative images has been
limited by concerns about printing time, which depends
on the size, complexity, and necessary details of the model
for the application.

Augmented reality visualizations consist of virtual ele-
ments integrated into the real-life environment and can
be implemented with heads-up displays, head-mounted
displays, and direct projections. Previous reviews of aug-
mented reality in plastic surgery have discussed a variety
of applications, methods, and tools."”"? Intraoperative
uses of augmented reality in surgery mostly used head-
mounted displays, devices that are worn on the head that
display virtual elements over the surgeon’s view, as well as
heads-up displays, devices such as TV monitors that dis-
play a video of the surgical field. The virtual elements were
often preoperative imaging or surgical plans superim-
posed onto the surgical field. Other studies used tracking
systems to highlight certain anatomical structures or sur-
gical instruments. Most applications were in craniofacial
surgeries, but also included perforator tracking in breast
reconstructions, endoscopies, and vasculature repair.'”"
Augmented reality technologies continue to advance with
more userfriendly devices and sophisticated software,
which increases the opportunities for incorporating intra-
operative imaging with intraoperative visualization.

The purpose of this study was to demonstrate the
process of intraoperatively acquiring and processing 3D
photographs, using immediate autologous breast recon-
struction as an exemplar application. We also solicited
the opinions of plastic surgeons on the usability of intra-
operative visualization tools for the operating room. 3D
photographs of mastectomy specimens can be obtained
with a handheld 3D scanner after the specimen has been
removed from the chest wall by the breast surgeon. The
mastectomy specimen images can then be processed and
displayed to the plastic surgeon while preparing the autol-
ogous flap. Previous studies suggest that the mastectomy
specimen can aid the reconstructive surgeon in shaping
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Takeaways
Question: Is it feasible to intraoperatively acquire and
visualize 3D photographs in breast reconstruction?
Findings: 3D photographs of mastectomy specimens can
be efficiently acquired during breast surgery and effi-
ciently prepared for visualization during immediate breast
reconstruction surgery. Reconstructive surgeons were
interviewed to provide their opinions about the potential
of different tools for visualizing 3D photographs during
reconstructive surgery.
Meaning: This research provides a framework for future
applications of intraoperative 3D photography and
visualization.

the autologous flap by providing information such as the
spatial distribution of the native breast volume.'>'****! The
potential long-term benefit of the use case is a reduction
in the number of revisions procedures required to achieve
an acceptable outcome, which could increase utilization
of autologous breast reconstruction. Our data support the
utility of incorporating intraoperative 3D photography
and intraoperative visualizations in reconstructive surgery
for surgical decision-making.

METHODS

Intraoperative Acquisition of 3D Photographs

The study sample consisted of 12 breast cancer patients
undergoing mastectomy at The University of Texas MD
Anderson Cancer Center. 3D photographs of 14 speci-
mens were acquired under an IRB-approved protocol, and
participants provided written informed consent.

Immediately after removal, specimens from complete
and partial mastectomies were laid out and oriented on a
back table in the operating room. A Go!Scan 3D Scanner
(Creaform, Levis, Canada) was used to acquire 3D pho-
tographs of the specimens. Up to four images of each of
the 14 specimens were obtained before the specimen was
taken for pathology evaluation (Fig. 1). We recorded the
time to position each specimen for imaging, to capture
and render each image, and the total time taken for the
imaging process, including all preceding items.

MeshLab* was used to evaluate the quality of the 3D
photographs. Raw images, which included the surfaces of
the specimen and tabletop, were imported into MeshLab,
and lateral and top views were rendered as shown in Fig. 2.
Image quality was assessed by measuring the number of
holes in the surface mesh.

Preprocessing of 3D Photographs for Intraoperative Display

The images were processed to compute morphologi-
cal measurements of the specimen. The image processing
workflow is shown in Figure 3. Mesh smoothing™?*' was
performed to remove local surface details while still main-
taining the global topology. A custom mesh crop algorithm
was used to segment the mastectomy specimen from the
tabletop. We used surface curvature and distance metrics
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Fig. 1. Imaging of complete mastectomy specimen intraoperatively
using Go!Scan 3D camera system. The breast surgeon placed the
specimen on the imaging table for the research assistant to orient
and scan before delivery of the specimen to pathology. The average
imaging procedure time was 4 minutes, 8 seconds + 44 seconds.

to detect the boundary points and applied a convex hull
algorithm to determine a continuous boundary. (See fig-
ure 1, Supplemental Digital Content 1, which displays (a)
the unprocessed scanned image of a mastectomy specimen.
(b) Image after mesh smoothing in Meshlab.** http:/ /links.
Iww.com/PRSGO/B788.) All vertices inside the identified
boundary were marked as mastectomy specimen and those
outside the boundary were marked as table, thus segment-
ing the specimen surface from the tabletop surface. A
backplane was created to close the segmented mesh using
an algorithm developed by our group” and advancing
front mesh technique (See figure 2, Supplemental Digital
Content 2, which displays (a) Gaussian curvature of surface.
Flat regions are green, concave regions are blue and convex
regions are red. (b) Detected boundary points (blue) and
convex hull enclosing the boundary points (red) of mastec-
tomy specimen. (c¢) Segmented specimen. (d) Closed back
plane. http://links.lww.com/PRSGO/B789.)

We computed the height, width, and length profiles
of each specimen by projecting the surface image of the
specimen onto 2D planes. The most protruding point in
the Z direction was identified as the nipple. We then deter-
mined the medial, lateral, inferior, and superior radii by
drawing straight lines from the nipple point to the hori-
zontal and vertical margins of the specimen (Fig. 4). The
volume of the specimen was computed using a previously
defined algorithm.*

Usability Interviews with Plastic Surgeons

To gauge the usability and acceptance of the intraop-
erative visualizations, we conducted semistructured inter-
views with plastic surgeons from The University of Texas

Fig. 2. 2D and 3D images of mastectomy specimens. A, B, 3D images
of complete mastectomy specimen: lateral and top views. The
images were rendered in Meshlab.?? C, 2D image of complete mas-
tectomy specimen: top view.

MD Anderson Cancer Center to determine their opinions
about the usefulness of three visualization modalities:
screen-based viewing of 3D photographs, augmented real-
ity viewing, and 3D printed models. We used preprocessed
3D photographs of two differently shaped mastectomy
specimens for the visualizations. The data were collected
under an IRB-approved protocol, and all surgeons pro-
vided verbal consent to participate.

Visualization Modalities

The screen-based viewing modality consisted of show-
ing 2D pictures of the 3D photographs of the specimen,
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Fig. 3. Workflow describing the steps involved in processing and analyzing the scanned image.

a movie of a rotating 3D photograph, and an interactive
3D photograph using the MeshLab application on a tab-
let. The surgeons were informed that the visualizations
could be adapted for a TV or computer screen. The 2D
pictures included measurements of the specimen labeled
on the image, and the movie listed measurements beside
the rotating image (Fig. 5). The interactive model dis-
played no measurements. We created a Microsoft
HoloLens application for visualization of the specimen
“holograms” and measurements using augmented real-
ity. The application supported rotation, translation, and
scaling of the holograms, allowing them to be moved
and pinned to any desired spatial location. Two different
measurement display schemes were used for each exem-
plar specimen image (Fig. 6). The surgeons were able to

A

view and interact with the four holograms after a brief
usage tutorial. A variety of 3D printed models were cre-
ated to demonstrate the options available with 3D print-
ing. Five models were created with a Stratasys 3D printer
(Stratasys, Minneapolis, Minn.), and two models were
created with a Craftbot XL 3D printer (CraftUnique,
LLC, Stillwater, Okla.). The models had varying levels
of smoothing, filling density, colors, and scale. Three
high-fidelity models had print times of approximately 8
hours. Four models were created with the goal of attain-
ing a printing time of less than 2 hours, requiring either
a low fill density, a half-scale model, or a model made
in multiple, contiguous sectional portions that were
glued together when complete (Fig. 7). As 3D printing
technologies are evolving rapidly, operational times and

Fig. 4. Results from image processing performed for automated computation of specimen measurements. A, Radius profile (yellow: supe-
rior radius, blue: inferior radius, green: medial radius, red: lateral radius). B, Length profile. C, Width profile. D, Height profile.
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Fig. 5. Screen-based viewing visualizations presented to surgeons on a tablet during the usability interviews. A, 2D pictures of the 3D
photographs with measurements. B, A screenshot of a movie of a rotating 3D photograph.

Fig. 6. Augmented reality visualization presented to surgeons with the Microsoft HoloLens during
usability interviews. Four holograms represent two mastectomy specimens with two different mea-
surement schemes. The holograms can be translated, rotated, and resized with hand gestures. The
measurements of the yellow holograms in the figure are from the nipple to specimen margins. The
grey holograms show the height profiles of the specimens. Note that the Go!Scan photography system
used for this study did not capture texture, and the texture displayed in the visualizations was chosen
by the researchers.

costs are expected to improve, so that future applica-
tions could use a 3D printer that creates a high-fidelity,
sterilizable model in a smaller amount of time.

Interview Setting and Structure

Surgeons were recruited through word of mouth and
departmental announcements. The interviews took place
in an office setting, requiring the surgeons to imagine using
the tools intraoperatively. The surgeons were asked to dis-
cuss whether and how they would use each modality intra-
operatively, and what improvements might be made, and to

complete the System Usability Scale (SUS)? for each modality.
The SUS is a 10-item Likertscale questionnaire that assesses
effectiveness, efficiency, and satisfaction for a tool or system.

RESULTS

3D Image Acquisition and Processing
3D Photography is Fast Enough for Intraoperative Use
Setting up the scanning environment, including plac-
ing positioning targets and plugging in the scanner, took
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Fig. 7. 3D printed visualization presented to surgeons during the
usability interviews. Several models were provided, represent-
ing varying levels of smoothing, filling density, colors, and scale.
This model was created with the Craftbot XL 3D (CraftUnique, LLC,
Stillwater, Okla.) in four sections, which were glued together to dem-
onstrate a printing option with reduced printing time.

less than 3 minutes. As shown in Table 1, among the 14
specimens, the average time to orient the specimen was
approximately 23 seconds; the average time to scan the
specimen was approximately 40 seconds; and the average
time to render the image was approximately 16 seconds.
The average total procedure time was 4 minutes, 8 sec-
onds + 44 seconds. The scan time generally decreased
over the course of the experiment as the research assis-
tant gained experience with the technology. (See figure
3, Supplemental Digital Content 3, which shows that the
amount of time needed to complete a scan of the mas-
tectomy specimen tended to decrease as the research
assistant completed more scans. The x-axis represents
the 56 scans in chronological order. The y-axis is the time
required to complete the scan. The dashed line is a sim-
ple linear fit with y = -0.3774 + 50.375 and R = 0.2761.
http:/ /links.lww.com/PRSGO /B790.)

3D Photography Can Provide Acceptable Image Quality

Ideally, medical image quality assessment is task
based®*; so the ultimate question is how useful the
images are to the surgeons. Here, we performed a rudi-
mentary quality evaluation as a preliminary assessment.
Non-manifold vertices were deleted first and then the
number of holes in each image was determined (mean,
6.34 + 5.78).

Rapid Image Processing Can Be Achieved

We recorded the elapsed time at each step in the pro-
cessing workflow (Table 2). The average time to execute
the image processing pipeline was 54.26 + 40.39 seconds,
with 14.31 + 2.52 seconds on average being needed to pro-
cess the unsegmented image and an average of 39.94 +

Table 1. Acquisition Time of 3D Images (n = 56)

Procedure Average Time (s)
Orient specimen 23.10 +10.07
Scan specimen 39.62 + 11.71
Render and save image 15.76 + 6.40

Total procedure time 248.05 + 44.26
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Table 2. Average Execution Time for Each Step in the
Processing Pipeline

Image Type Processing Step Average Time (s) + SD
Unprocessed Preprocess 03.14 = 0.49
image Smooth 00.21 +0.03
Segmentation 10.95 = 1.99
Total 14.31 + 2.52
Segmented Create backplane 29.02 +29.34
image Write to disk 00.009 + 0.00
Height profile 00.14 = 0.05
Length profile 00.14 = 0.04
Width profile 00.14 = 0.04
Radius profile 00.08 +0.01
Volume 10.40 + 8.35
Total 39.94 + 37.86
Total execution time 54.26 + 40.39

37.86 seconds needed for creation of the backplane and
computation of specimen metrics. An automated image
processing pipeline, such as used in this study, provides
the software assistance required for fast computation of
the features without manual interference. However, cer-
tain scenarios, such as collapsing of the nipple areola
complex region, might render erroneous results for auto-
mated detection of the nipple. Such scenarios warrant
manual verification and correction of the computed mea-
surements. Such validations can be easily performed using
open source tools such as MeshLab.*

Surgeon Interviews

Seven plastic surgeons completed the interview and
questionnaires. The average number of years postfellow-
ship was three (range 1-29); two identified as women, and
five identified as men.

Perceived Cost—Benefit Ratio of New Technology

A low cost-to-benefit ratio was key for the surgeons’
willingness to adopt a new technology. All of the inter-
viewed surgeons commented that they would be more
inclined to use intraoperative visualization technologies if
they displayed a type of information they were currently
missing. For example, in the immediate autologous breast
reconstruction scenario, some surgeons said that they
would like to be able to visualize the vasculature informa-
tion on the patient’s body or the target shape of the recon-
structed breast. The surgeons had mixed opinions about
the usefulness of the mastectomy specimen beyond its
weight. The simplest, easiest-to-use visualization mode was
preferred over other modes that necessitated prior train-
ing. For example, one surgeon commented “3D printed
models are the best because I don’t have to learn anything
to use it” (Table 3).

Preserving Workflow Is a Priority

Minimal disruption to the current workflow must be a
priority design consideration for any intraoperative tool,
especially in terms of sterility, impact on the surgeon,
and impact on patient care. Sterility considerations
influenced three surgeons to prefer a TV screen over
an interactive display amongst the conventional viewing
tools. The HoloLens’ primary negative aspect was the
weight of the device, impacting the surgeon’s comfort
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Table 3. Usability Interview Findings

Cost-Benefit Ratio Preserving Workflow

Benefit to Impact on Impact on Tool

Patient Care Ease of Use Sterility Surgeon Patient Care Complexity High-fidelity

“The HoloLens is “I wouldn’t “AslongasI  “It’s [HoloLens] “Ideally, I'd “The thing I'm thinking “Can you
neat but I don’t use it don’t have cumbersome to want to see it about is when we do these 3D print
right now see the [screen- to touch put on, it’s heavy,  before I'm in flaps, we base them on these something
benefit it provides, based anything, it’s  it’s going to take  the OR...thisis  tiny blood vessels that are using a
I think something viewing]| a better.” some time... kind of hard to  incased in fat tissue, so we material more
like this [iPad] with  lot because Getting it situated  stop mid-case have to like very carefully, like silicone
measurements is I'm not used on your head so to look at it.” like layer by layer dissect or like a gel
just as useful.” toit.” you can actually towards them without that’s not

see something, destroying them, so it would  hard?”
that was be cool if we had that and
cumbersome.” we could see through the

fat and know when we were

coming up to them.”

“People are willing to  “[3D printed  “The mastectomy “I don’t how “Let’s say you “This device would need “What I'm
trade off and use model] is specimen useful it would say ‘we can to be improved seeing doesn’t
this stuff if it’s going  easy to use. will likely be to stop what only give it considerably...smaller, look like a
to significantly help. The surgeon come out I'm doing to put  to you in the more full screen, mastectomy
For example, we will  doesn’t when I'm this on.” operating precalibrated, which specimen...
take all our stuff off ~ have be an physically room’...Putit I could do myself before it’s like
and we will go the innovator to  scrubbed so on a big screen  the surgery, so it would playdoh.”
microscope during  adoptit.” there’s a work- TV, that way I be literally just put it on [HoloLens]

the surgery because
it’s absolutely

necessary and it sig- so it would
nificantly improves probably have
your surgery...Right tobeona
now I don’t see that screen.”

level of benefit.”

flow compo-
nent to that

can discuss it
with my team.”

and see this.”

“It’s not the “Of everything “It’s another 2 “As it is now, I “I could see how if I could “I think in most
technology you showed  minutes to couldn’tdo a take that and spin it in the anatomy
[limiting use], it’s me, the actually go surgery wearing operating room and look books the
the point of easiest thing  rescrub,sol it [HoloLens] at my patient and spin it breast is
reference, is to just don’t think the whole time.” against the patient, I could  yellow and
mastectomy show a it’s that too see how that could be, I'd that’s what it
specimen versus picture, the  big of a deal be like’ yeah like there itis,  isin real life,
donor site [type 2D pictures.” if it turns out that’s what I need to do” and  so that might

of information
presented].”

using this is
helpful.”

I could make adjustments
in real time. That would be
helpful.”

be better
received.”

and mobility. The surgeons also expressed concern that
patient care could be impacted by time delays resulting
from using a 3D printed model or the HoloLens. They
noted they would use these methods more with preoper-
ative information, when there was more time to prepare
the visualization. Surgeons who placed a higher value
on the mastectomy specimen information were more
willing to accept the time delay needed to create a 3D
printed model.

Response Variation with Tool Complexity

The more complex HoloLens yielded more critiques,
suggestions for change, and varied personal preferences
than the simpler conventional viewing or 3D printed
tools. When evaluating the HoloLens, the surgeons made
more remarks, such as expressing preferences for the
appearance of the virtual model, increasing the field of
view, simplifying the hand gestures, and manipulating
of the model. The amount of time spent discussing the
HoloLens tool ranged from 27% to 45% of the total inter-
view time.

Preference for High-fidelity Visualizations

The surgeons expressed a desire for high-fidelity visu-
alizations. When discussing the appearance of the mas-
tectomy specimen, surgeons suggested that the specimen
model have an anatomical color or a color commonly
used in medical texts. No surgeon found the half-sized
3D printed model to be useful or acceptable, and two sur-
geons asked whether the texture of the 3D model could
be soft, mimicking real tissue. In addition, interaction
with the visualization increased acceptability. For the con-
ventional viewing tools, the surgeons rated the interactive
mode higher than passive images. They also rated the 3D
printed model higher than the image-based visualizations.

System Usability Scale Results

The SUS questionnaire results agreed with the inter-
view findings showing that less complex visualization tools
are easier to use and are more readily adoptable (Table 4).
The 3D printed models and screen-based viewing methods
had similar average usability scores of 77.5 + 13 and 76.4 +
11 (scale of 0-100). The HoloLens received a significantly
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Average Surgeon Response (N =7)

SUS Question HoloLens Screen-based 3D Models
1. I think that I would like to use this system frequently 3.00 3.71 3.14
2. I found the system unnecessarily complex 3.10 1.40 2.10
3. I thought the system was easy to use 2.86 3.86 4.00
4. I think that I would need the support of a technical person to be able to use this system 3.71 1.71 1.14
5. I found the various functions in this system were well integrated 3.60 3.40 3.20
6. I thought there was too much inconsistency in this system 2.40 2.10 1.10
7.1 would imagine that most people would learn to use this system very quickly 3.14 4.29 4.43
8. I found the system very cumbersome to use 3.40 2.10 1.70
9. I felt very confident using the system 2.90 4.30 4.10
10. I needed to learn a lot of things before I could get going with this system 2.90 1.60 1.30
Overall Average Score 49.60 76.40 77.50
SD 15.80 10.60 13.10

Respondents answered each question from 1 (strongly disagree) to 5 (strongly agree).

lower average score of 49.6 + 16 owing to both the difficulty
of wearing the device and the complexity of the system.
The individual sub-items with the greatest difference in
scores between the HoloLens and other methods were “I
found the system unnecessarily complex,” “I think I would
need the support of a technical person to use this system,”
and “I found the system cumbersome to use.” Although
the SUS is a convenient scale for assessing usability, the
surgeons had difficulty answering the item “I found the
various functions in this system were well integrated” for
the 3D printed models and screen-based methods as they
do not appear to have multiple components.

DISCUSSION

It is undisputed that 3D photography can be valuable
for objective and quantitative documentation of plastic sur-
gery outcomes. Many prior studies have analyzed 3D pho-
tographs of breast reconstruction patients during pre- and
postoperative visits.”*? Some studies have also combined
preoperative 3D photographs with magnetic resonance
imaging data for intraoperative use.” However, only
one other study acquired 3D photographs during sur-
gery (reduction mammoplasty).” We demonstrated that
3D photographs can be acquired during reconstruction
surgeries within acceptable time limits. Intraoperative 3D
photography must be very fast to be practical because the
operating room charge alone can exceed $100 per min-
ute.”" We achieved consistent image quality with an aver-
age imaging time of around 4 minutes.

This study also demonstrated that quantitative mea-
surements can be computed from intraoperative 3D
photographs quickly enough to be used within the same
surgery. Although currently there are no standard proce-
dures for obtaining metrics from 3D photographs used in
the operating room, prior studies have employed various
measurement techniques from preoperative imaging to
facilitate flap shaping,”** which is a good starting point
for future intraoperative imaging applications. We created
an exemplar workflow for intraoperative image processing
and calculation of measurements from intraoperative 3D
photographs. This framework provides a basis for develop-
ing custom workflows in future studies.

Several methods proposed here are promising for
3D visualization during reconstructive surgery. All of the

surgeons we interviewed emphasized that the most impor-
tant factor impacting their interest in adopting an intra-
operative visualization technology is whether or not it
displays information that they want to see. The surgeons
disagreed about the usefulness of the mastectomy speci-
men information, with some suggesting that perforator
location or a final breast model would be more useful.
Although there are several exciting studies about the
application of mixed reality in surgery,'”"" most of the sur-
geons we interviewed still prefer traditional visualization
methods. Their primary concern with mixed reality tools
such as the HoloLens is that complexity of use (including
the mechanics of wearing the device while interacting with
the system) would outweigh the information gained.

In addition, we presented usability data for the surgical
application that we adopted as a test case for intraopera-
tive 3D photography and intraoperative 3D visualization:
imaging and visualizing the mastectomy specimen during
immediate autologous breast reconstruction. Prior work
suggests that information about the mastectomy specimen
can help surgeons more accurately shape the flap during
autologous breast reconstruction.””?' Theoretically, the
new breast mound will match the preoperative form if
the TRAM flap is a replica of the mastectomy specimen.
Studies such as those by Tomita et al'”” and Ahcan et al®
have used 3D photography and intraoperative visualiza-
tion for unilateral and delayed autologous reconstruction
cases. An intraoperative 3D photograph of the mastec-
tomy specimen allows for more careful measurements of
the specimen when the actual specimen has to be evalu-
ated for pathology, as well as more accurate measurements
compared with a preoperative scan. Most surgeons in our
study agreed that mastectomy specimen weight and vol-
ume are useful information, and some thought that topo-
logical information about the mastectomy specimen as
obtained from a 3D photograph could also be helpful.
However, the surgeons’ preferences regarding visualiza-
tion of the mastectomy specimen varied considerably. For
example, some said that they would want to see the 3D
photograph of the specimen superimposed on the chest
wall. The surgeon interviews highlighted the importance
of multidisciplinary collaboration between engineers and
healthcare professionals to successfully incorporate new
technology, especially in the surgical setting.
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The next stages of this research include investigat-
ing visualizations that will aid surgical decision-making,
such as resizing the intraoperative mastectomy specimen
photograph for patients who want to change their breast
size. In addition, a cost-benefit study could be conducted
to measure the increase in surgical time and effort to
use the intraoperative visualization versus the impact on
subsequent revision procedures. Intraoperative 3D pho-
tography and visualizations can be investigated for other
applications such as patient and trainee education, plan-
ning contralateral revision procedures, and improving
partial breast reconstruction.
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