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A b st r a ct

As a cl ass of a p pr o xi m at e m e as ur e m e nt a p pr o a c h es, s k et c hi n g al-
g orit h ms h a v e si g ni fi c a ntl y i m pr o v e d t h e esti m ati o n of n et w or k
fl o w i nf or m ati o n usi n g li mit e d r es o ur c es. W hil e t h es e al g orit h ms
e nj o y s o u n d err or- b o u n d a n al ysis u n d er w orst- c as e s c e n ari os, t h eir
a ct u al err ors c a n v ar y si g ni fi c a ntl y wit h t h e i n c o mi n g fl o w distri b u-
ti o n, m a ki n g t h eir tr a diti o n al err or b o u n ds t o o “l o os e” t o b e us ef ul
i n pr a cti c e. I n t his p a p er, w e pr o p os e a si m pl e y et ri g or o us err or
esti m ati o n m et h o d t o m or e pr e cis el y a n al y z e t h e err ors f or p ost eri or
s k et c h q u eri es b y l e v er a gi n g t h e k n o wl e d g e fr o m t h e s k et c h c o u n-
t ers. T his a p pr o a c h will e n a bl e n et w or k o p er at ors t o u n d erst a n d
h o w a c c ur at e t h e c urr e nt m e as ur e m e nts ar e a n d m a k e a p pr o pri at e
d e cisi o ns a c c or di n gl y ( e. g. , i d e ntif y p ot e nti al h e a v y us ers or a ns w er
“ w h at-if ” q u esti o ns t o b ett er pr o visi o n r es o ur c es). T h e or eti c al a n al-
ysis a n d tr a c e- dri v e n e x p eri m e nts s h o w t h at o ur esti m at e d b o u n ds
o n s k et c h err ors ar e m u c h ti g ht er t h a n pr e vi o us o n es a n d m at c h
t h e a ct u al err or b o u n ds i n m ost c as es.
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1 I nt r o d u cti o n

R e c e nt a d v a n c es i n s k et c hi n g al g orit h ms (s k et c h es) e n a bl e a p pr o xi-
m at e fl o w m e as ur e m e nt usi n g s m all m e m or y f o ot pri nts. At a hi g h
l e v el, t h es e al g orit h ms ar e d esi g n e d t o c oll e ct a p pr o xi m at e fl o w
i nf or m ati o n (e. g. , fl o w si z es a n d b yt e c o u nts) as a s m all “s k et c h” s u m-
m ar y fr o m r es o ur c e- c o nstr ai n e d n et w or k d e vi c es ( e. g. , s wit c h es a n d
NI Cs). T h es e m e as ur e m e nt r es ults ar e cr u ci al t o v ari o us d e cisi o n-
m a ki n g pr o c ess es a n d s yst e m p erf or m a n c e pr e di cti o ns, s u c h as
tr a ffi c e n gi n e eri n g [ 2, 1 6] a n d l o a d b al a n ci n g [ 1, 1 4, 1 7, 2 2].

W hil e tr e m e n d o us e ff orts h a v e b e e n m a d e t o w ar ds o pti mi zi n g
t h e s k et c h a c c ur a c y f or s u p p ort e d t as ks [1 2 , 2 0 , 2 8 ] or d esi g ni n g
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Fi g u r e 1: T r a diti o n al e r r o r b o u n d s a r e n ot p r e ci s e.

n o v el s k et c h es f or n e w t as ks [ 1 9 , 2 4 , 3 1 ], a f u n d a m e nt al iss u e i n
s k et c hi n g is h o w t o esti m at e t h e err ors of t h e s k etc h r es ults . O n c e a
s k et c h is c o n fi g ur e d wit h c ert ai n m e m or y, t h e a ct u al err ors of its
r es ults c a n v ar y si g ni fi c a ntl y d e p e n di n g o n t h e w or kl o a d distri b u-
ti o ns. F or i nst a n c e, w h e n t h e w or kl o a d is “s k e w e d” wit h l ar g e fl o ws
a c c o u nti n g f or a l ar g e p orti o n of t h e tr a ffi c, t h e a ct u al err ors of
t h es e l ar g e fl o ws c a n b e si g ni fi c a ntl y l o w er t h a n t h e err or b o u n ds
d eri v e d fr o m t h e tr a diti o n al w orst- c as e- b as e d a n al ysis. Fi g ur e 1
s h o ws a n e x a m pl e of C o u nt- Mi n s k et c h, a n d err or b o u n ds ar e si mi-
l arl y o v er esti m at e d i n ot h er s k et c h es t o o ( m or e d et ails i n § 2). T h e
q u esti o n w e t h e n as k i n t his p a p er is c a n w e p r e ci s el y e sti m at e
t h e e r r o r s o f s k et c h r e s ult s at t h e q u e r y ti m e ?

We t a c kl e t his pr o bl e m b y i ntr o d u ci n g a si m pl e y et ri g or o us
m e c h a nis m t o pr e cis el y esti m at e err or b o u n ds wit h o ut pri or k n o wl-
e d g e a b o ut t h e w or kl o a d distri b uti o n. T h e k e y i nsi g ht is t h at t h e
“ aft er-t h e-f a ct” c o u nt er v al u es i n t h e s k et c h es c a n b e hi g hl y i n di c a-
ti v e of t h e a ct u al err ors of t h e c urr e nt w or kl o a d. S p e ci fi c all y, w h e n
q u er yi n g a C o u nt- Mi n S k et c h of 𝑟 c o u nt er arr a ys, o ur t e c h ni q u e

tr a v ers es all c o u nt ers i n a n arr a y a n d us es t h e (𝛿
1
𝑟 )-fr actil e l ar g est

v al u e a m o n g all c o u nt ers as t h e esti m at e d err or b o u n d wit h c o n fi-
d e n c e 1 -𝛿 (i. e., a ct u al err ors f all i n t h e b o u n d wit h 1 -𝛿 pr o b a bilit y).
I n c o ntr ast, tr a diti o n al err or b o u n ds of s k et c h es [6 , 8 ] ar e d eri v e d
b ef or e t h e m e as ur e m e nt st arts, w hi c h m a k es t h e m d e p e n d e nt o n
t h e w orst- c as e i n p ut a n d o bli vi o us t o t h e a ct u al fl o w distri b uti o n,
c a usi n g t h e r es ulti n g err or b o u n d t o b e hi g h er t h a n t h e a ct u al err ors
i n m ost c as es. We f or m all y pr o v e t h at o ur m et h o d yi el ds ti g ht er
( n e ar- o pti m al) err or b o u n ds t h a n tr a diti o n al o n es ( § 3) a n d e m piri-
c all y s h o w t h at t h e o ur err or b o u n ds m at c h t h e r e al err ors w ell i n
pr a cti c e ( § 4).

B y f urt h er e xt e n di n g t his t e c h ni q u e t o ot h er s k et c h es ( e. g., C o u nt-
S k et c h [ 6 ]), w e d e m o nstr at e t h at it is a g e n er al i nsi g ht f or a v ari et y
of s k et c h es. O ur tr a c e- dri v e n e v al u ati o n wit h t hr e e r e pr es e nt ati v e
s k et c h es ( C o u nt- Mi n, C o u nt- S k et c h, C U- S k et c h) i n f o ur t y p es of
n et w or k w or kl o a ds ( e. g. , W A N [5 ], d at a c e nt er [4 ], D D o S att a c k [2 1 ],
Zi pf-s y nt h eti c [ 2 5 ]) s h o w t h at o ur a p pr o a c h is 2 0 t o 7 0 0 ti m es m or e
a c c ur at e t h a n t h e tr a diti o n al w orst- c as e err or b o u n ds u n d er v ari o us
w or kl o a d distri b uti o ns.

W hil e o ur c o ntri b uti o n is o n t h e t h e or eti c al fr o nt, it b e ars si g-
ni fi c a nt pr a cti c al i m pli c ati o ns, as w e e n visi o n a wi d e s p e ctr u m
of p ot e nti al s k et c h- b as e d a p pli c ati o ns ( d e cisi o n m a ki n g a n d p er-
f or m a n c e pr e di cti o n) e n a bl e d b y ti g ht er err or b o u n ds o n s k et c h
r es ults at t h e q u er y ti m e. C o nsi d er t w o e x a m pl es. ( 1) I n- n et w or k
c a c hi n g a n d l o a d b al a n ci n g i n C D N us e s k et c h es t o i d e ntif y h ot

1 1 3

https://doi.org/10.1145/3487552.3487856
https://doi.org/10.1145/3487552.3487856
https://doi.org/10.1145/3487552.3487856


I M C ’ 2 1, N o v e m b er 2 – 4, 2 0 2 1, Virt u al E v e nt, U S A P ei qi n g C h e n et al.

o bj e cts [ 1 4 , 1 7 ]. A l o os e err or b o u n d gi v es n et w or k o p er at ors l ess
c o n fi d e n c e i n t h e s k et c h r es ults, f or ci n g t h e m t o r es er v e m or e m e m-
or y f or w orst- c as e w or kl o a ds, r at h er t h a n t h e a ct u al w or kl o a d.
I n c o ntr ast, b y o ff eri n g m or e pr e cis e err or b o u n ds, o ur m et h o d
c a n h el p o p er at ors s a v e c a c h e s p a c e a n d b al a n c e t h e l o a ds m or e
e ffi ci e ntl y. ( 2) W h e n d e pl o yi n g t el e m etr y c a p a biliti es, o p er at ors
oft e n n e e d t o m e et s p e ci fi c m e as ur e m e nt a c c ur a c y. Wit h l o os e err or
b o u n ds, o p er at ors will h a v e t o c o m mit m or e h ar d w ar e r es o ur c es
t o r u n t h e s k et c h es t o e ns ur e w orst- c as e s k et c h a c c ur a c y. I n c o n-
tr ast, b y e n a bli n g pr e cis e r u nti m e err or a n al ysis b as e d o n s k et c h
c o u nt ers, o ur m et h o d c a n h el p o p er at ors i d e ntif y t h e b est r es o ur c e
c o n fi g ur ati o ns f or t h e a ct u al tr a ffi c w or kl o a d. We d e m o nstr at e t h e
r e al- w orl d b e n e fits of a m or e pr e cis e err or esti m at or i n t h e first
s c e n ari o usi n g t h e si m ul at or of [ 1 7 ]: o ur pr e cis e err or esti m ati o n
i n cr e as es t h e c o n fi d e n c e of s k et c h- b as e d p erf or m a n c e pr e di cti o n
a n d r e d u c es r es o ur c e o v er pr o visi o ni n g.

I n s u m m ar y, t h e m ai n c o ntri b uti o ns of t his p a p er ar e:
• We i ntr o d u c e a n e w pr e cis e o nli n e err or esti m at or f or s k et c h es

usi n g t h e i nsi g ht fr o m s k et c h c o u nt ers.

• We ri g or o usl y pr o v e t h at o ur a p pr o a c h yi el ds ti g ht er b o u n ds
t h a n t h e pri or w orst- c as e err or b o u n ds.

• We e v al u at e o ur a p pr o a c h i n a n u m b er of r e al- w orl d tr a c es
r e pr es e nti n g di ff er e nt t y p es of n et w or k tr a ffi c a n d c o n d u ct a
c as e st u d y t o d e m o nstr at e t h e p ot e nti al pr a cti c al b e n e fits of
ti g ht er err or b o u n ds.

2 B a c k g r o u n d

We b e gi n wit h t h e b a c k gr o u n d of s k etc h es, f oll o w e d b y t h e li mit a-
ti o ns of e xisti n g a p pr o a c h es t o s k et c h err or esti m ati o n.

S k et c h e s f o r fl o w m e a s u r e m e nt: S k et c h es ar e k n o w n t o b e us e-
f ul i n pr o vi di n g v ari o us fl o w m e as ur e m e nt st atisti cs, s u c h as h e a v y
hitt ers [ 6 , 8 , 1 0 , 1 8 , 3 0 ], c h a n g e d et e cti o n [1 5 , 1 8 ], a n d hi er ar c hi c al
h e a v y hitt ers [ 3 , 7 ]. I n t his p a p er, w e c o nsi d er p o p ul ar s k et c h es
f or m e as uri n g fl o w si z es, i n cl u di n g C o u nt- Mi n S k et c h ( C M) [8 ],
C o ns er v ati v e- U p d at e S k et c h ( C U) [ 1 0 ], a n d C o u nt S k et c h ( C S) [6 ].

T o m a k e t h e dis c ussi o n m or e c o n cr et e, w e us e C M as a n e x a m-
pl e. At a hi g h l e v el, C M m ai nt ai ns 𝑟 arr a ys (r o ws) of 𝛿 c o u nt ers
( c ol u m ns). W h e n r e c ei vi n g a p a c k et wit h fl o w i d e ntit y 𝑟 (e. g. , 5-
t u pl e), C M c o m p ut es 𝛿 p air wis e i n d e p e n d e nt h as h v al u es b as e d o n
𝛿 . E a c h h as h v al u e pr o vi d es a n o ffs et wit hi n o n e of t h e 𝑟 arr a ys
i n C M, a n d t h e n w e i n cr e m e nt t h e c orr es p o n di n g c o u nt ers. Si n c e
𝑤 is us u all y m u c h s m all er t h a n t h e n u m b er of fl o ws (t o r e d u c e
m e m or y f o ot pri nts), di ff er e nt fl o ws m a y u p d at e t h e s a m e c o u nt ers
(i. e., c ollisi o ns), r es ulti n g i n o v er- esti m ati o n err ors. T h us, w h e n
q u er yi n g t h e si z e of fl o w 𝑘 , w e l o c at e 𝑟 c o u nt ers usi n g t h e s a m e
𝑟 h as h f u n cti o ns t h at ar e us e d t o u p d at e t h e s k et c h c o u nt ers a n d
r et ur n t h e mi ni m u m a m o n g t h e 𝑟 c o u nt ers. T his mi ni m u m c o u nt er
r e pr es e nts a n esti m at e d fl o w si z e wit h mi ni m u m o v er- esti m ati o n.

Li mit ati o n of w o r st- c a s e e r r o r e sti m ati o n: L et us c o nsi d er a
C M s k et c h c o n fi g ur e d wit h 𝑤 = 𝑂 ( 1

𝜖 ), 𝑟 = 𝑂 (l o g( 1
𝛿 )). It h as b e e n

s h o w n [ 8 ] t h at a n esti m at e d si z e of e a c h fl o w 𝑘 f alls i n [ 𝑓 (𝑘 ), 𝑓 (𝑘 ) +
𝜖 |𝐹 |1 ) wit h pr o b a bilit y 1 − 𝛿 , w h er e 𝑓 (𝑘 ) a n d |𝐹 |1 ar e t h e a ct u al
si z e of fl o w 𝑘 a n d t h e t ot al si z e of all fl o ws, r es p e cti v el y. T his err or
b o u n d 𝜖 |𝐹 |1 w as d eri v e d b y c o nstr u cti n g t h e “ w orst c as e”: 𝛿 p orti o n
of fl o ws h a v e 𝜖 |𝐹 |1 esti m ati o n err ors a n d t h e ot h er fl o ws h a v e z er o
err ors. T his w orst c as e m a xi mi z es t h e n u m b er of fl o ws t h at h a v e

err or of 𝜖 |𝐹 |1 . Si n c e t h e t ot al si z e of all c o u nt ers i n o n e arr a y is |𝐹 |1 ,
t o r e a c h t h e af or e m e nti o n e d w orst c as e, 1

𝜖 c o u nt ers s h o ul d h a v e
t h e s a m e fl o w c o u nts, w hil e t h e r e m ai ni n g c o u nt ers ar e z er o.

W hil e t h e w orst- c as e err or b o u n d of 𝜖 |𝐹 |1 o ff ers a n a pri ori err or
esti m ati o n ( i. e., b ef or e m e as ur e m e nts st art), it is m or e us ef ul t o
esti m at e t h e act u al err ors i n pr a cti c e, b e c a us e t h e y c a n b e m u c h
l o w er t h a n t h e w orst- c as e err or b o u n d. T o c o n fir m it, w e e v al u at e
t h e w orst- c as e err or b o u n d i n C M usi n g s y nt h eti c tr a c es of 3 0 M
p a c k ets wit h s k e w n ess es r a n gi n g fr o m 0. 3 t o 3. 0 a n d r e al- w orl d
tr a c es [5 ] of 1 0 M t o 3 0 M p a c k ets. C M is c o n fi g ur e d wit h 4 r o ws
e a c h c o nt ai ni n g 1 0, 0 0 0 c o u nt ers. We us e 𝜖 = 0 .0 0 2 7 a n d 𝛿 = 0 .0 1 8
i n c al c ul ati n g t h e err or b o u n ds. As d e pi ct e d i n Fi g ur e 1, t h er e is a
l ar g e g a p b et w e e n t h e w orst- c as e b o u n d pr o vi d e d i n t h e ori gi n al
p a p er [ 8] a n d t h e a ct u al ( gr o u n d-tr ut h) err or b o u n d 1 .

Li mit ati o n of r el at e d w o r k: T h e cl os est e ff orts t o us ar e S C R E A M
[2 3 ] a n d D. Ti n g’s err or esti m at or [2 9 ]. S C R E A M is a d y n a mi c r e-
s o ur c e m a n a g e m e nt s yst e m f or s k et c h es. T o m e et a gi v e n a c c ur a c y
r e q uir e m e nt, S C R E A M pr o vi d es a n a c c ur a c y esti m at or f or t h e r e c all
a n d pr e cisi o n of h e a v y hitt er d et e cti o n b y t a ki n g i nt o a c c o u nt t h e
s k e w n ess i n t h e s k et c h o ut p ut. H o w e v er, S C R E A M o nl y s e p ar at es
t h e esti m at es of l ar g e fl o ws a n d t h os e of s m all fl o ws, a n d t h e fl o w
si z e esti m ati o n f or l ar g e ( or s m all) fl o ws still h as t h e s a m e w orst-
c as e err or b o u n d as i n [ 8 ]. T h us, t h e y c a n n ot pr e cis el y esti m at e
t h e fl o w si z e err ors. T h o u g h D. Ti n g’s w or k [2 9 ] als o d eri v es a n
i m pr o v e d err or b o u n d t h at is pr o v e n t o b e ti g ht er t h a n t h e ori g-
i n al o n e i n [8 ], t h e y d o n ot a c hi e v e a n e ar- o pti m al b o u n d, si n c e
t h e y o nl y utili z e u n us e d c o u nt ers t o esti m at e t h e err or distri b uti o n,
w h er e as o ur m et h o d l e v er a g es all c o u nt er i nf or m ati o n i n t h e s k et c h.
M or e o v er, D. Ti n g’s m et h o d is m or e c o m p ut e-i nt e nsi v e t h a n o urs
d u e t o its us e of Li k eli h o o d Esti m ati o n.

3 P r e ci s e E r r o r E sti m at o r

I n t his s e cti o n, w e st art b y d es cri bi n g o ur err or esti m ati o n al g o-
rit h ms a n d t h e n pr o vi d e ri g or o us pr o ofs t h at t h e y al w a ys yi el d
ti g ht er b o u n ds. T h e s y m b ols us e d ar e s u m m ari z e d i n T a bl e 1.

3. 1 E r r o r E sti m ati o n Al g o rit h m s

We gi v e o ur err or esti m ati o n al g orit h m f or C o u nt- Mi n ( C M) i n
Al g orit h m 1 a n d d ef er t h e al g orit h m a n d its a n al ysis f or C U- S k et c h
a n d C o u nt- S k et c h ( C S) t o A p p e n di x A. 1. Gi v e n a C M- S k et c h wit h
𝑟 r o ws of 𝑤 c o u nt ers ( i. e., a c o u nt er m atri x 𝐴 [𝑟 𝑜 𝑤 ] [𝑐 𝑜𝑙 𝑢 𝑚 𝑛 ] ), o ur
g o al is t o pr o vi d e a pr e cis e err or b o u n d b y o nl y a c c essi n g m atri x 𝐴 .

Al g o rit h m 1: Err or Esti m at or f or C M.

I n p ut: 𝐴 [1 . . . 𝑟 ] [1 . . . 𝑤] wit h c o n fi d e n c e 1 − 𝛿 .

1 𝑝 ← 𝛿
1
𝑟 ;

2 S ort T o D es c e n di n g Or d er( 𝐴 [1 ] [1 ] . . . 𝐴[1 ] [𝑤 ] );

O ut p ut: 𝐴 [1 ] [ ⌈𝑤 𝑝 ⌉ ]

L et 𝑔 (𝛿 ) b e t h e gr o u n d-tr ut h err or b o u n d t h at w e w a nt t o es-
ti m at e (i. e., t h e a ct u al err or is b el o w 𝑔 (𝛿 ) wit h 1 − 𝛿 pr o b a bilit y).
I n Al g orit h m 1, l et 𝑝 b e t h e pr o b a bilit y t h at t h e err or of t h e c orr e-
s p o n di n g c o u nt er i n e a c h r o w is n o l ess t h a n 𝑔 (𝛿 ), i. e., n ot b o u n d e d

1 Gi v e n a n ar bitr ar y s et of fl o ws F = { 𝑒 1 , 𝑒2 , . . ., 𝑒𝑛 } , w e c al c ul at e t h e a ct u al fl o w-si z e
esti m ati o n err or 𝑥 𝑖 o n fl o w 𝑒 𝑖 a n d r et ur n t h e 1 − 𝛿 l ar g est fr a ctil e of 𝑥 1 , 𝑥2 , . . . , 𝑥𝑛 as
t h e a ct u al ( gr o u n d-tr ut h) esti m ati o n err or.

1 1 4
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O ur err or b o u n d f or 
ar bitr ar y fl o w s ( Al g orit h m 

1)

O ur err or b o u n d f or 
z er o -si z e d fl o w s

Gr o u n d- tr ut h err or b o u n d 
f or z er o-si z e d fl o w s

Gr o u n d- tr ut h err or b o u n d 
f or ar bitr ar y fl o w s

( B y d efi niti o n)

Cl o s e

( T h e or e m 3. 4)

Cl o s e

( T h e or e m 3. 1 & 3. 2)

Cl o s e a p pr o xi m ati o n

E q u al

Fi g u r e 2: T h e k e y st e p s i n t h e p r o of t h at o u r e r r o r b o u n d ( Al g o rit h m 1) i s cl o s e t o t h e g r o u n d-t r ut h e r r o r b o u n d.

S y m b ol D e s c ri pti o n

F tr a ffi c str e a m F = { ( 𝑟 𝛿 , 𝑟𝛿 ) }

𝛿 𝑟 fl o w i d e nti fi er of 𝑤 𝑘

𝑟𝑟 si z e of fl o w 𝑟 𝑤

𝑂 𝜖 𝑟 t h e a d diti v e err or of fl o w 𝑂 𝛿 i n o n e s k et c h r o w 2

𝑘 t h e a d diti v e err or of a n o n- e xist e nt fl o w (si z e 0 )

𝑓𝑘, 𝑓 a v ari a bl e i n di c ati n g fl o w 𝑘 𝜖 a n d 𝐹 𝛿 c olli d es

𝑓 𝑘 ( .) t h e c u m ul ati v e distri b uti o n f u n cti o n of 𝐹

𝑘 𝜖 𝐹 (𝛿 ) gr o u n d-tr ut h err or b o u n d f or fl o w 𝜖 𝐹 wit h c o n fi d e n c e 𝜖

𝐹 n u m b er of r o ws i n C o u nt- Mi n S k et c h

𝐹 n u m b er of c o u nt ers i n e a c h r o w

𝜖 𝜖 l ar g est 𝐹 -fr a ctil e of 𝜖 𝛿 ( .)

𝑟 𝑤 𝐴 -t h l ar g est of c o u nt er v al u es

|𝑟 |1 t h e t ot al si z e of fl o ws i n F

T a bl e 1: Li st of s y m b ol s a n d n ot ati o n s.

b y 𝑜 (𝑤 ). T h e n t h e pr o b a bilit y 𝑐 t h at all 𝑜 c orr es p o n di n g c o u nt ers

ar e n ot b o u n d e d b y 𝑙 (𝑢 ) is 𝑚 𝑛 . T h er ef or e, 𝐴 = 𝐴
1
𝑟 . T o esti m at e 𝑤 (𝛿 ),

w e pi c k a n ar bitr ar y r o w ( e. g. , r o w 1 : 𝑝 [1 ] [1 ] . . . 𝛿[1 ] [𝑟 ] ), s ort all
its c o u nt ers b y n o n- as c e n di n g or d er, a n d r e p ort t h e ⌊𝐴 𝐴 ⌋ -t h l ar g est
c o u nt er as o ur esti m ati o n f or 𝑤 (𝐴 ).

3. 2 A n al y si s

N e xt, w e will pr o v e t h at t his err or esti m ati o n al g orit h m pr o vi d es
a n err or b o u n d t h at is cl os e t o t h e gr o u n d-tr ut h err or b o u n d u n d er
all cir c u mst a n c es.

P r o of o utli n e: F or e as e of u n d erst a n di n g, w e b e gi n b y s k et c hi n g
t h e k e y st e ps (ill ustr at e d i n Fi g ur e 2) i n o ur f or m al pr o of:
• St e p 1: We first s h o w i n T h e or e m 3. 1 t h at t h e gr o u n d-tr ut h

err or b o u n d f or n o n- z er o fl o ws (t h os e t h at e xist i n t h e tr a ffi c) is
s m all er t h a n t h at of z er o-si z e d fl o ws (t h os e t h at d o n ot a p p e ar i n
t h e tr a ffi c). A n i nt uiti v e e x pl a n ati o n is t h at t h e err or of fl o w 𝑤 𝑝

gr o ws wit h t h e t ot al si z e of ot h er fl o ws e x c e pt 𝑔 𝛿 , s o t h e err or is
at t h e hi g h est w h e n 𝑔 𝛿 its elf is z er o-si z e d. F urt h er, w e will s h o w
i n T h e or e m 3. 2 t h at t h e gr o u n d-tr ut h err or b o u n ds f or a n y fl o ws
ar e si mil ar. T o g et h er, t h e y i m pl y t h at t h e gr o u n d-tr ut h err or
b o u n d of a n ar bitr ar y fl o w (t h e first bl o c k i n Fi g ur e 2) is ti g htl y
u p p er b o u n d e d b y t h e gr o u n d-tr ut h err or b o u n d of a z er o-si z e d
fl o w (t h e s e c o n d bl o c k i n Fi g ur e 2).

• St e p 2: We t h e n s h o w i n T h e or e m 3. 4 t h at f or z er o-si z e d fl o ws,
t h e di ff er e n c e b et w e e n gr o u n d-tr ut h err or b o u n d (t h e s e c o n d
bl o c k i n Fi g ur e 2) a n d o ur err or b o u n d pr o d u c e d b y Al g orit h m 1
(t h e t hir d bl o c k i n Fi g ur e 2) c a n b e ti g htl y b o u n d e d. Fi n all y,
si n c e Al g orit h m 1 b y d e fi niti o n r et ur ns t h e s a m e err or b o u n d
f or all fl o ws, o ur err or b o u n d f or ar bitr ar y fl o ws (t h e l ast bl o c k
i n Fi g ur e 2) cl os el y a p pr o xi m at es t h e r e al gr o u n d-tr ut h err or
b o u n d (t h e first bl o c k i n Fi g ur e 2). I n p arti c ul ar, E q u ati o n ( 5)
gi v es a f or m al b o u n d of t his a p pr o xi m ati o n.

2 F or a fl o w 𝛿 𝑝 a n d o n e r o w i n t h e C M- S k et c h, t h e a d diti v e err or is t h e di ff er e n c e
b et w e e n t h e h as h e d c o u nt er v al u e a n d 𝑔𝛿 .

St e p 1: G r o u n d-t r ut h e r r o r b o u n d s f o r a n y fl o w s a r e si mil a r.
I n t his st e p, w e first s h o w t h at t h e gr o u n d-tr ut h err or b o u n d f or
a n y n o n- z er o fl o w is s m all er t h a n t h e gr o u n d-tr ut h err or b o u n d f or
a z er o-si z e d fl o w ( T h e or e m 3. 1). We t h e n pr o v e t h at t h e di ff er e n c e
b et w e e n b ot h gr o u n d-tr ut h b o u n ds is s m all ( T h e or e m 3. 2).

F or ar bitr ar y fl o w 𝑒 𝑒 , its a d diti v e err or is X 𝑒 𝑛 . F or t h e 𝑥𝑖 ℎ r o w

of a s k et c h, l et 𝑒
( 𝑖)
𝛿 𝑥

b e t h e a d diti v e err or of fl o w 𝑥 𝑥 i n t h e 𝑛𝑡 ℎ r o w.

F or C M- S k et c h, 𝑋
( 𝑗)
𝑒 𝑎

= 𝑒 𝑖 ∈ 𝑆 \ { 𝑒 𝑎 } 𝑓𝑖 · 𝐼𝑎,𝑖 , w h er e 𝑆 is t h e s et of all
fl o ws a n d 𝐼𝑎,𝑖 i n di c at es w h et h er fl o w 𝑒 𝑎 a n d fl o w 𝑒 𝑖 ar e h as h e d t o
t h e s a m e c o u nt er b y ℎ 𝑗 (.). T h e v al u e of 𝐼𝑎,𝑖 is eit h er 0 or 1. T h e
a d diti v e esti m ati o n err or of 𝑒 𝑎 is t h e mi ni m u m err or a m o n g all

r o ws of t h e s k et c h, i. e., X 𝑒 𝑎 = 𝑚𝑖 𝑛 𝑟
𝑗= 1 { 𝑋

( 𝑗)
𝑒 𝑎

} .

T h e gr o u n d-tr ut h err or b o u n d of ar bitr ar y fl o w 𝑒 𝑎 is d e n ot e d as
𝑔 𝑒 𝑎 (𝛿 ), w hi c h s atis fi es:

Pr X 𝑒 𝑎 > 𝑔 𝑒 𝑖 (𝛿 ) = 𝛿, ∀ 𝛿 ( 1)

F or z er o-si z e d fl o w 𝑒 0 (i. e., 𝑓0 = 0 ), t h e a d diti v e err or is X 𝑒 0 a n d
its gr o u n d-tr ut h err or b o u n d is 𝑔 𝑒 0 (𝛿 ). N e xt, w e pr o v e t h at t h e
gr o u n d-tr ut h err or b o u n d f or z er o-si z e d fl o ws is n o l ess t h a n t h e
gr o u n d-tr ut h err or b o u n d f or ar bitr ar y fl o ws.

T h e o r e m 3. 1. Gi v e n t h e tr a ffic str e a m F a n d t h e s k etc h c o n fi g u-
r ati o ns (i. e., 𝑤 c o u nt ers i n e ac h r o w a n d 𝑟 r o ws). We h a v e

𝑔 𝑒 𝑎 (𝛿 ) ⩽ 𝑔 𝑒 0 (𝛿 ),∀ 𝑒 𝑎 ( 2)

P r o o f. Si n c e 𝑋
( 𝑗)
𝑒 𝑎

= 𝑒 𝑖 ∈ 𝑆 \ { 𝑒 𝑎 } 𝑓𝑒 𝑖 𝐼𝑎,𝑖 a n d 𝑋
( 𝑗)
𝑒 0

= 𝑒 𝑖 ∈ 𝑆 𝑓𝑒 𝑖 𝐼0 ,𝑖,

w e h a v e ∀ 𝑡, Pr 𝑋
( 𝑗)
𝑒 𝑎

> 𝑡 ⩽ Pr 𝑋
( 𝑗)
𝑒 0

> 𝑡 . T h er ef or e,

Pr X 𝑒 𝑎 > 𝑡 ⩽ Pr X 𝑒 0 > 𝑡 ,∀ 𝑡

Fr o m t h e d e fi niti o n of 𝑔 𝑒 𝑎 , w e h a v e

𝑔 𝑒 𝑎 (𝛿 ) ⩽ 𝑔 𝑒 0 (𝛿 ),∀ 𝑒 𝑎

□

As T h e or e m 3. 1 o nl y s h o ws n o n- z er o fl o ws h a vi n g a l ar g er
gr o u n d-tr ut h err or b o u n d t h a n t h at of z er o-si z e d fl o ws, w e n o w
ar g u e t h at a n y n o n- z er o fl o w’s gr o u n d-tr ut h err or b o u n d c a n b e
cl os el y a p pr o xi m at e d b y z er o-si z e d fl o w’s gr o u n d-tr ut h err or b o u n d.

T h e o r e m 3. 2. ∀ 𝑡 as a b o u n d, a n ar bitr ar y fl o w 𝑒 𝑎 (c a n b e a z er o-
si z e d fl o w) a n d 𝑒 0 , 0 ⩽ 𝐹 X 𝑒 𝑎

(𝑡 ) − 𝐹 X 𝑒 0
(𝑡 ) ⩽ 𝑟

𝑤 , w h er e X 𝑒 𝑎 is t h e

err or of fl o w 𝑒 𝑎 a n d 𝐹 (.) is t h e C u m ul ati v e Distri b uti o n F u ncti o n
( C D F) of err ors.

P r o o f. R e c all t h at 𝑋
( 𝑗)
𝑒 𝑎

= 𝑒 𝑖 ∈ 𝑆 \ { 𝑒 𝑎 } 𝑓𝑒 𝑖 𝐼𝑎,𝑖 .
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We h a v e

𝑟
𝛿

( 𝑟 )
𝛿 𝛿

(𝑟 ) = Pr 𝑤
( 𝑘)
𝑟 𝑟

⩽ 𝑟

𝑤
𝑂

( 𝜖 )
𝑟 0

(𝑂 ) = Pr 𝛿
( 𝑘)
𝑓 𝑘

⩽ 𝑓 1 −
1

𝑘
+ Pr 𝜖

( 𝐹)
𝛿 𝑓

⩽ 𝑘 − 𝐹𝑘 𝜖

1

𝐹

A n d t h e n,

0 ⩽ 𝛿
𝜖

( 𝐹 )
𝜖 𝐹

(𝐹 ) − 𝜖
𝜖

( 𝐹 )
𝜖 0

(𝛿 ) ⩽
1

𝑟

Si n c e X 𝑤 𝐴 = 𝑟𝑜 𝑤 𝑐
𝑜= 1 { 𝑙

( 𝑢)
𝑚 𝑛

} , w e h a v e 0 ⩽ 𝐴 X 𝐴 𝑟
(𝑤 ) − 𝛿 X 𝑝 0

(𝛿 ) ⩽ 𝑟
𝐴 .

□

T h e or e m 3. 2 e n a bl es us t o us e t h e gr o u n d-tr ut h err or b o u n d
f or z er o-si z e d fl o ws as t h e gr o u n d-tr ut h err or b o u n d f or a n y s p e-
ci fi c fl o ws. F or si m pli cit y, w e d e n ot e 𝐴 𝑤 0 (𝐴 ) as 𝑤 (𝑝 ). O ur g o al is t o
esti m at e 𝑔 (𝛿 ).

St e p 2: O u r e r r o r b o u n d f o r a r bit r a r y fl o w s i s cl o s e t o z e r o-
si z e d fl o w’ s g r o u n d t r ut h e r r o r b o u n d. F or o n e r o w of a s k et c h,
t h e v al u e of e a c h c o u nt er c a n b e vi e w e d as a s a m pl e of t h e s a m e
r a n d o m v ari a bl e, d e n ot e d as 𝑔 . 𝛿 = 𝛿 𝑝 ∈ 𝑔 𝛿𝑒 𝑒 𝑒 𝑛 , w h er e Pr [𝑥 𝑖 =

1 ] = 1
𝑒 a n d 𝑖 𝛿 = 0 ot h er wis e. Fr o m t h e d e fi niti o n of 𝑥 a n d 𝑥

( 𝑥)
𝑛 0

(t h e err or of z er o-si z e d fl o w i n o n e r o w), w e fi n d t h at t h e y ar e
e x a ctl y t h e s a m e. T h er ef or e, w e c a n esti m at e t h e 𝑡 (𝑋 ) fr o m t h e
distri b uti o n of t h e c o u nt er v al u es. I n o n e r o w of C M- S k et c h, t h e
𝑗 c o u nt er v al u es c a n b e vi e w e d as 𝑒 s a m pl e r es ults. We t h e n s ort

t h e 𝑎 c o u nt er v al u es, a n d pi c k t h e k-t h l ar g est c o u nt er 𝑒 𝑖 , w h er e

𝑆 = ⌈𝑒 𝑎 ⌉ a n d 𝑓 = 𝑖
1
𝐼 . N e xt, w e tr y t o pr o v e t h at o ur esti m ati o n of

𝑎 (𝑖 ) (𝑆 (𝐼 ) = 𝑎 𝑖 𝑒 ) is a c c ur at e.
I n L e m m a 3. 3, w e pr o v e t h at, f or a n y 𝑎 -fr a ctil e c o u nt er v al u e

pi c k e d ( i. e., 𝑒 𝑖 𝑗 ), it is a cl os e a p pr o xi m ati o n t o t h e gr o u n d-tr ut h
err or b o u n d of a z er o-si z e d fl o w wit h c o n fi d e n c e 𝐼 .

L e m m a 3. 3. F or a n y pr o b a bilit y 𝑎 , t h e s a m pl e d s k etc h c o u nt er

v al u e 𝑖 (𝑒 ) = 𝑎 𝑒 𝑎 f alls i n a cl os e r a n g e of t h e C D F 𝑚 𝑖 at v al u e 𝑛 .

Pr [𝑟 − 𝑗 < 𝑋 𝑗 (𝑒 (𝑎 )) < 𝑒 + 𝑎 ] ⩾ 1 − 2 𝑔 − 2 𝑒 ·𝑎 2
( 3)

P r o o f. L et 𝛿 𝑒 b e t h e (𝑎 )-t h l ar g est fr a ctil e or q u a ntil e of 𝑔 𝑒 ,

𝑖 𝛿 = 𝛿 − 1
𝛿 (𝑒 ) = i nf{ 𝑓 |𝑒 (𝑔 ) ≥ 𝑒 } .

Pr 𝛿 𝑤 𝑟 𝑔 𝑒 ⩾ 𝑎 + 𝛿

= Pr






 𝑔

𝑒 𝛿 𝑒 > 𝑎 𝑋 + 𝑗 > 𝑒 (1 − 𝑎 )








= Pr






 𝑒

𝑖 𝑆 𝑒 > 𝑎 𝑓 + 𝑒 − 𝑖 (1 − (𝐼 + 𝑎 )) > 𝑖 𝑋








D u e t o H o e ff di n g’s i n e q u alit y, v ari a bl es 𝑗 𝑒 is stri ctl y b o u n d e d b y

[0 , 1 ] . Als o 𝑒 𝑖 𝑆 𝑓 > 𝑒 𝑖 + 𝐼 = 1 − (𝑖 + 𝑡 ). T h er ef or e w e h a v e

𝑋 𝑗 𝑒 𝑎 𝑡 > 𝑋 𝑗 + 𝑒 − (1 − (𝑡 + 𝑒 )) < 𝑎 < 𝑡 −
2 𝑒 2 𝑡 2

𝑡 = 𝑔 − 2 𝑒 ·𝑎 2

Si mil arl y, w e h a v e

𝑔 𝑒 𝑎 𝛿 𝑔 > 𝑒 𝛿 − 𝑒 − (1 − (𝑎 − 𝑡 )) > 𝑒 < 𝑎 −
2 𝑒 2 𝐹 2

𝑒 = 𝑎 − 2 𝑡 𝐹 2

B y H o e ff di n g b o u n d, w e pr o v e t h e a b o v e t h e or e m.
□

Fr o m L e m m a 3. 3, w e c a n esti m at e t h e bi as of o ur b o u n d:

T h e o r e m 3. 4. Gi v e n t h e tr a ffic str e a m F a n d t h e s k etc h c o n fi g-
ur ati o ns (i. e., 𝑒 , a n d 𝑡 ). T h e bi as of o ur esti m at e d b o u n d 𝑟 (𝑤 ) fr o m
𝑒 (𝑎 ) is s m all.

Pr [ |𝑒 (𝑎 ) − 𝐹 (𝑋 )| > 𝑗 (𝑒 𝑎 ) − 𝑒 (𝑖 𝑆 )] ⩽ 2 𝑒 − 2 𝑎 𝑓 2
,∀ 𝑒 > 0 ( 4)

w h er e 𝑖 𝐼 = 𝑎
1
𝑖 − 𝛾

𝑟
, 𝛿 𝑟 = 𝛿

1
𝑟 + 𝛾

𝑟
.

L et 𝛾 = 𝑡 (2 𝑤 ) − 0 .5 . We h a v e 1 − 2 𝑒 − 𝑡 2
c o n fi d e n c e t h at t h e bi as

of o ur esti m ati o n is n o gr e at er t h a n 𝑔 (𝛿 𝑙 ) − 𝑔 (𝛿 𝑟 ). 𝛿 𝑙 a n d 𝛿 𝑟 ar e
b ot h cl os e t o 𝛿 , a n d t h er ef or e 𝑔 (𝛿 𝑙 ) − 𝑔 (𝛿 𝑟 ) is oft e n a s m all v al u e
c o m p ar e d wit h t h e tr ut h 𝑔 (𝛿 ). T h us w e d eri v e o ur b o u n d:

𝑔 (𝛿 ) = 𝜉 𝑤 𝑝 ∈ 𝑔 𝛿 · 1 − 𝑂
𝑟

√
𝑤

, 𝑔 𝛿 · 1 + 𝑂
𝑟

√
𝑤

( 5)

wit h hi g h pr o b a bilit y.

S u m m a r y: I n St e p 1, w e pr o v e i n T h e or e m 3. 1 t h at t h e gr o u n d-
tr ut h err or b o u n d of z er o-si z e d fl o ws is t h e l ar g er t h a n t h at of a n y
ar bitr ar y fl o w, m a ki n g t h e err or b o u n d f or z er o-si z e d fl o ws a f e asi bl e
err or b o u n d f or all fl o ws. T h e n, T h e or e m 3. 2 s h o ws t h at t h e gr o u n d-
tr ut h err or b o u n d of z er o-si z e d fl o ws is a cl os e a p pr o xi m ati o n t o a n y
n o n- z er o fl o w’s err or b o u n d. B ot h t h e or e ms i m pl y t h at, if w e c a n
d eri v e a n err or b o u n d t h at is cl os e t o t h e gr o u n d-tr ut h err or b o u n d
f or z er o-si z e d fl o ws, t h at b o u n d will b e a cl os e a p pr o xi m ati o n err or
b o u n d f or ar bitr ar y fl o ws. T h us, i n St e p 2, w e pr o v e i n T h e or e m
3. 4 t h at t h e err or b o u n d w e dri v e is a cl os e a p pr o xi m ati o n t o t h e
gr o u n d-tr ut h err or b o u n d f or z er o-si z e d fl o ws. Wit h b ot h st e ps, o ur
err or b o u n d fr o m Al g orit h m 1 s h o ws its n e ar- o pti m alit y.

3. 3 A d diti o n al A n al y si s f o r t h e O ri gi n al B o u n d

O u r e r r o r b o u n d i s ti g ht e r t h a n t h e o ri gi n al b o u n d: Gi v e n a

c o n fi d e n c e of s u c c ess 1 − 𝛿 , t h e ori gi n al C M b o u n d ( w hi c h r e q uir es
𝑟 = 𝑙 𝑛( 1

𝛿 ) a n d 𝑤 = 𝑒
𝜖 as i n [ 8 ]) g u ar a nt e es Pr X 𝑒 𝑖 > 𝜖 |𝐹 |1

< 𝛿, 𝑤 ℎ 𝑒𝑟 𝑒 𝜖 = 𝑒
𝑤 , 𝛿 = 𝑒 − 𝑟 . O ur a p pr o a c h gi v es a n err or b o u n d

𝑔 (𝛿 ) = 𝜉 𝑤 𝑝 (r e c all t h at 𝑝 = 𝛿
1
𝑟 ) w hi c h s atis fi es 𝑃 𝑟 𝑋 𝑒 𝑖 > 𝜉 𝑤 𝑝 < 𝛿 .

N o w w e pr o v e t h at 𝜉 𝑤 𝑝 ⩽ 𝜖 |𝐹 |1 . D u e t o t h e pr o p erti es of q u a ntil e,

w e h a v e Σ 𝑤
𝑗= 1 𝜉 𝑗 = |𝐹 |1 . Als o, 𝜉 1 ⩽ 𝜉 2 ⩽ ... ⩽ 𝜉 𝑤 . T h us, w e h a v e

𝜉 𝑤 𝑝 = 𝜉
𝑤 1 − 𝛿

1
𝑟

= 𝜉
𝑤 1 − (𝑒 − 𝑟 )

1
𝑟

= 𝜉 1 − 1
𝑒

⩽
|𝐹 |1

𝑤 × 1
𝑒

= 𝜖 |𝐹 |1 ( 6)

T h er ef or e, t h e b o u n d gi v e n b y o ur m et h o d is al w a ys ti g ht er t h a n
t h e ori gi n al b o u n d.
A n al y zi n g t h e w o r st- c a s e s c e n a ri o s i n t h e o ri gi n al b o u n d:

T h e ori gi n al err or b o u n d of C M- S k et c h is m et if a n d o nl y if t h e
M ar k o v i n e q u alit y is r e a c h e d. If w e s e e t h e M ar k o v i n e q u alit y:

𝐸 (𝑋 ) = Σ 𝑤
0 𝑥 𝑃 (𝑋 = 𝑥 )

= Σ 𝑎
0 𝑥 𝑃 (𝑋 = 𝑥 ) + Σ 𝑤

𝑎 𝑥 𝑃 (𝑋 = 𝑥 )

⩾ Σ 𝑤
𝑎 𝑥 𝑃 (𝑋 = 𝑥 ) ⩾ Σ 𝑤

𝑎 𝑎 𝑃 (𝑋 = 𝑥 )

= 𝑎 Σ 𝑤
𝑎 𝑃 (𝑋 = 𝑥 ) = 𝑎 𝑃 (𝑋 ⩾ 𝑎 )

w h er e 𝑎 st a n ds f or 𝑒 𝐸 (𝑋 𝑖,𝑗 ) a n d 𝑋 st a n ds f or 𝑋 𝑖,𝑗 , w hi c h is t h e

err or of fl o w 𝑒 𝑗 i n t h e 𝑖𝑡 ℎ r o w. R e a c hi n g t h e e q u alit y r e q uir es t h e
f oll o wi n g t w o e q u ati o ns:

Σ 𝑎
0 𝑥 𝑃 (𝑋 = 𝑥 ) = 0

1 1 6
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1 0 1 5 2 0 2 5 3 0 3 5
1 E + 2

1 E + 3

1 E + 4

Er
r
or

tr a c e si z e ( M p a c k et s)

( a) C AI D A T r a c e

1 0 1 5 2 0 2 5 3 0 3 5
1 E + 2

1 E + 3

1 E + 4

tr a c e si z e ( M p a c k et s)

( b) D C T r a c e

1 0 1 5 2 0 2 5 3 0 3 5
1 E + 5

1 E + 6

1 E + 7

1 E + 8

tr a c e si z e ( M p a c k et s)

( c) M A C C D C T r a c e
Fi g u r e 3: C M- S k et c h e v al u ati o n o n di ff e r e nt r e al- w o rl d t r a c e si z e s.

1 k 1 0 k 1 0 0 k
1 E + 2

1 E + 3

1 E + 4

1 E + 5

M e m or y ( # c o u nt er s)

( a) C AI D A T r a c e

1 k 1 0 k 1 0 0 k
1 E + 2

1 E + 3

1 E + 4

1 E + 5

M e m or y ( # c o u nt er s)

( b) D C T r a c e

1 0 1 0 0 1 k 1 0 k 1 0 0 k
1 E + 3

1 E + 4

1 E + 5

1 E + 6

1 E + 7

M e m or y ( # c o u nt er s)

( c) M A C C D C T r a c e
Fi g u r e 4: C M- S k et c h e v al u ati o n wit h di ff e r e nt m e m o r y c o n st r ai nt s.

Σ 𝑟
𝛿 𝑟 𝛿 (𝛿 = 𝑟 ) = Σ 𝑤

𝑘 𝑟 𝑟 (𝑟 = 𝑤 )

T his r e q uir es o n t h e distri b uti o n of v ari a bl e 𝑂 : 𝜖 s h all b e eit h er
0 or 𝑟 . F or z er o-si z e d fl o ws, t h eir err or distri b uti o n 𝑂 is t h e s a m e as
t h e c o u nt er v al u e distri b uti o n, w h er e e a c h c o u nt er v al u e is eit h er 0
or 𝛿 . Gi v e n t h at t h e s u m of all c o u nt ers is |𝑘 |1 i n a n y arr a y of C M,

t h er e s h all b e 1 − 𝑓
1
𝑘 𝑓 c o u nt ers wit h v al u e 0 a n d 𝑘

1
𝜖 𝐹 c o u nt ers

wit h v al u e 𝛿 i n e a c h arr a y. T h e C M r e a c h es t h e w orst c as e w h e n
e v er y its arr a y r e a c h es t h e w orst c as e. T his is t h e w orst- c as e c o u nt er
distri b uti o n c o nstr u ct e d i n t h e ori gi n al err or b o u n d a n d is n e arl y
i m p ossi bl e t o a c hi e v e i n pr a cti c e d u e t o h as hi n g.

4 E v al u ati o n
We e v al u at e o ur err or esti m at or f or C o u nt- Mi n S k et c h ( wit h a d-
diti o n al r es ults f or C o u nt- S k et c h a n d C U- S k et c h d ef err e d t o A p-
p e n di x B) o n r e al- w orl d tr a c es ( C AI D A [ 5 ], a d at a- c e nt er tr a c e
s et [ 4 ], a n d M A C C D C [2 1 ]) a n d s y nt h eti c tr a c es [2 5 ]. O ur e x p er-
i m e nts d e m o nstr at e t h at o ur esti m at or ( 1) pr o vi d es si g ni fi c a ntl y
m or e a c c ur at e err or b o u n ds t h a n t h e pri or a p pr o a c h [ 8 ] o n all t hr e e
s k et c h es, ( 2) m at c h es t h e gr o u n d-tr ut h err or b o u n d u n d er all tr a ffi c
p att er ns, a n d ( 3) s h o ws p ot e nti al b e n e fits t o r e al- w orl d us e c as es.

4. 1 M et h o d ol o g y

T r a c e s: We us e t h e fi v e-t u pl e as t h e fl o w i d e ntit y i n all e x p eri-
m e nts. E v al u at e d tr a c es i n cl u d e: ( a) a n a n o n y mi z e d p a c k et tr a c e
fr o m C AI D A [5 ] c o nt ai ni n g 3 3. 6 M p a c k ets a n d 7. 7 M fl o ws; ( b) a
c a m p us d at a c e nt er tr a c e ( D C) [ 4 ] c o nt ai ni n g 3 0. 3 M p a c k ets a n d
4. 2 M fl o ws; ( c) a D D o S att a c k tr a c e fr o m M A C C D C [ 2 1 ] c o nt ai ni n g
3 2. 2 8 M p a c k ets a n d 1 9 5 fl o ws; ( d) 1 0 s y nt h eti c tr a c es g e n er at e d
fr o m We b- P ol y gr a p h [2 6 ], f oll o wi n g t h e Zi pf [2 5 ] distri b uti o n wit h
s k e w n ess es r a n gi n g fr o m 0. 3 t o 3. 0 a n d wit h a g a p of 0. 3. E a c h tr a c e
h as 3 0 M p a c k ets. T h e d ef a ult s k et c h si z e is 4 × 1 0 0 0 c o u nt ers f or
C AI D A, D C, a n d t h e s y nt h eti c tr a c es. T h e d ef a ult s k et c h si z e f or
t h e D D o S att a c k tr a c e is 4 × 1 0 c o u nt ers, d u e t o a s m all er n u m b er

0 1 2 3
0

2 E + 3

4 E + 3

6 E + 3

8 E + 3

Er
r
or

s k e w n e s s

Fi g u r e 5: E r r o r b o u n d s u n-
d e r di ff e r e nt s k e w n e s s e s.

0. 4 0. 6 0. 8 1
1. 2 E + 3

1. 6 E + 3

2 E + 3

2. 4 E + 3

2. 8 E + 3

Er
r
or

L ar g e c o u nt er p er c e ntil e

Fi g u r e 6: Fi n di n g “ w o r st-
c a s e ” w o r kl o a d s.

of fl o ws. We us e 𝑓 = 𝑘 − 𝐹 as d e fi n e d i n [ 8 ], w hi c h is 0 .0 1 8 . We us e
𝑘 = 𝜖

𝐹 as d e fi n e d i n [ 8], w hi c h is 0. 0 0 2 7.

E sti m at o r s u n d e r e v al u ati o n: Ori gi n al b o u n d r ef ers t o t h e er-
r or b o u n d gi v e n b y t h e ori gi n al p a p ers of C M- S k et c h [ 8 ], C o u nt-
S k et c h [ 6 ], a n d C U- S k et c h [1 0 ]. Gr o u n d tr ut h r ef ers t o t h e gr o u n d-
tr u e err or b o u n d. O ur m et h o d r ef ers t o o ur err or b o u n d.

4. 2 E v al u ati o n of E r r o r E sti m at o r

We e v al u at e t h e af or e m e nti o n e d err or b o u n ds u n d er 1) di ff er e nt
tr a c e si z es, 2) di ff er e nt m e m or y c o nstr ai nts, a n d 3) d at as ets wit h
di ff er e nt s k e w n ess es.

I m p a ct of t r a c e si z e s: O ur m et h o d o ut p erf or ms t h e ori gi n al err or
b o u n ds u n d er v ar yi n g tr a c e si z es. Fi g ur e 3 a, 3 b, 3 c s h o w t h at t h e
ori gi n al err or b o u n ds h a v e a 2 0 0 0 % t o 4 4 0 0 % d e vi ati o n fr o m t h e
gr o u n d tr ut h f or C M- S k et c h, w h er e as o ur m et h o d h as o nl y a 0 .8 %
t o 1 4 % d e vi ati o n.

I m p a ct of m e m o r y c o n st r ai nt s: Fi g ur e 4 a, 4 b, 4 c s h o w t h at,
u n d er di ff er e nt m e m or y c o nstr ai nts, t h e ori gi n al m et h o d h as a
9 5 0 0 % t o 1 3 0 0 0 % d e vi ati o n fr o m t h e gr o u n d tr ut h. I n c o ntr ast, o ur
m et h o d r e d u c es t h e d e vi ati o n t o l ess t h a n 4 0 .4 % .

I m p a ct of t r a c e s k e w n e s s: Fi g ur e 5 d e m o nstr at es t h at o ur m et h o d
o ut p erf or ms t h e ori gi n al err or b o u n d u n d er di ff er e nt v al u es of fl o w-
si z e s k e w n ess. O ur m et h o d h as a n err or b o u n d v er y cl os e t o t h e
gr o u n d tr ut h, wit h o nl y 0 .1 6 % t o 2 .6 % d e vi ati o n f or C o u nt- Mi n

1 1 7
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2 4 6 8 1 0 1 2
- 0. 0 4

- 0. 0 2

0

0. 0 2

S a m pli n g S k et c h

Er
r
or

Tr a c e Si z e ( M p a c k et s)

( a) S pi n e C a c h e Hit

2 4 6 8 1 0 1 2
- 0. 0 4

0

0. 0 4

0. 0 8

Ori gi n al b o u n d O ur s

Tr a c e Si z e ( M p a c k et s)

( b) L e af C a c h e Hit

0 1 2 3
0

5 0

1 0 0

1 5 0

2 0 0
ori gi n al
o ur  m et h o d

E
xt

r
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e
s
o
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c
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a
g
e

S k e w n e s s

( c) R e s o u r c e U s a g e
Fi g u r e 7: B e n e fit s of m o r e p r e ci s e e r r o r e sti m ati o n.

S k et c h. As t h e fl o w-si z e s k e w n ess r ais es fr o m 0. 3 t o 3. 0, t h e err or
r e d u cti o n of o ur m et h o d, c o m p ar e d t o t h e ori gi n al b o u n d, i n cr e as es
fr o m 8 0× t o 7 0 0× .

Fi g ur e 6 e x pl or es t h e w orst- c as e s c e n ari os i n w hi c h t h e ori gi n al
err or b o u n d mi g ht w or k. We cr e at e t h es e w orst- c as e s c e n ari os as
f oll o ws: w e us e 1 0 0 0 s k et c h c o u nt ers, a n d w e s et t h e s a m e v al u e

t o 𝑟
1
𝛿 𝑟 = 3 6 8 c o u nt ers ( i. e., “l ar g e” c o u nt ers) a n d a n ot h er v al u e

t o all r e m ai ni n g 6 3 2 c o u nt ers (i. e., “s m all” c o u nt ers). We s et t h e
c o u nt ers s u c h t h at t h e s u m of t h e l ar g e c o u nt ers o v er t h e t ot al s u m
of c o u nt ers v ari es fr o m 1 0 0 % t o 5 0 %. Fi g ur e 6 s h o ws t h at t h e ori gi n al
b o u n d e q u als t h e gr o u n d tr ut h o nl y w h e n t h e s u m of l ar g e c o u nt ers
e q u als t h e t ot al c o u nt ers ( i. e., s m all c o u nt ers ar e z er o-si z e d), w hi c h
is ar g u a bl y r ar e i n r e al- w orl d tr a ffi c.

4. 3 C a s e St u d y: Di st ri b ut e d C a c hi n g

C o u nt- S k et c h c a n b e us e d i n c a c hi n g t o d et e ct h ot o bj e cts. H er e w e
s h o w t h e b e n e fits of o ur esti m at or t o i m pr o v e c a c h e p erf or m a n c e
i n a p arti c ul ar distri b ut e d c a c h e s etti n g [1 7 ], w h er e t w o l a y ers
of pr o gr a m m a bl e s wit c h es ( e. g. , s pi n e a n d l e af s wit c h es i n a Cl os
t o p ol o g y) s er v e as t h e c a c h e n o d es t o st or e h ot o bj e cts a n d b al a n c e
t h e s er v er l o a ds.

A c c u r at e c a c h e hit- r at e p r e di cti o n: We f e e d t h e C AI D A tr a c es
( wit h di ff er e nt si z es) t o C o u nt- S k et c h a n d N et Fl o w ( wit h 1 % s a m-
pli n g), a n d t h e n r e c o nstr u ct e a c h tr a c e usi n g t hr e e m et h o ds ( C o u nt-
S k et c h wit h t h e ori gi n al err or b o u n d or wit h o ur err or b o u n d, a n d
1 0 0 × r e pli c ati o n of t h e N et Fl o w-s a m pl e d p a c k ets). We t h e n us e t h e
r e c o nstr u ct e d tr a c es t o pr e di ct t h e r a n g e of hit r at e if t h e C AI D A
tr a c es ar e f e d t o t h e af or e m e nti o n e d t w o-l a y er c a c h es. T h e r e c o n-
str u cti o n a n d pr e di cti o n m et h o ds ar e d et ail e d i n § B. 1. Fi g ur e 7 a a n d
7 b s h o w t h at o ur m et h o d ( C o u nt- S k et c h-r e c o nstr u ct e d tr a c es wit h
o ur pr o p os e d err or b o u n d) pr o d u c es a m u c h n arr o w er esti m ati o n of
t h e hit r at e t h a n C o u nt- S k et c h wit h t h e ori gi n al ( w orst- c as e) err or
b o u n d ( i. e., ti g ht er g a p b et w e e n t h e gr e e n li n es t h a n b et w e e n t h e
bl u e li n es). It is als o m or e a c c ur at e t h a n N et Fl o w- b as e d s a m pli n g.
O ur g ai ns o v er t h e b as eli n es p ersist u n d er v ar yi n g tr a c e si z es.

B ett e r c a c h e s p a c e p r o vi si o ni n g: Gi v e n t h at t h e pr e di ct e d c a c h e
hit r at e will n ot b e 1 0 0 % a c c ur at e, o p er at ors m ust o v er pr o visi o n t h e
c a c h e s p a c e i n or d er t o e ns ur e t h at a gi v e n n u m b er ( b y d ef a ult, 1 0 0)
of h ott est o bj e cts ar e c a c h e d [ 1 1 ]. H er e, w e s h o w t h at o ur m et h o d
( C o u nt- S k et c h wit h t h e pr o p os e d err or b o u n d) c a n h el p o p er at ors
o v er pr o visi o n l ess c a c h e s p a c e. T o t his e n d, w e ass u m e t h at o ur
g o al is t o c a c h e t h e t o p- 1 0 0 h ott est o bj e cts, a n d t h at t h e fl o w si z e

of t h e 1 0 0 t h h ott est o bj e ct is 𝛿1 0 0 . We us e C o u nt- S k et c h t o esti m at e
t h e fl o w si z es wit h a n err or b o u n d 𝛿 𝑟 , a n d p ut all o bj e cts wit h
esti m at e d si z e gr e at er t h a n 𝑤1 0 0 − 𝑘 𝑟 i n t h e c a c h e m e m or y. Fi g ur e
7 c s h o ws t h at si n c e o ur esti m at or of 𝑟 𝑟 is m u c h s m all er t h a n t h e

ori gi n al err or b o u n d, it c a n us e l ess o v er pr o visi o n e d c a c h e s p a c e,
w hil e still c a c hi n g t h e t o p- 1 0 0 h ott est o bj e cts.

5 A F ut u r e R o a d m a p

We h a v e s h o w n t h at s k et c h err ors c a n b e esti m at e d m u c h m or e
a c c ur at el y a p ost eri ori ( aft er t h e s k et c h o ut p ut is k n o w n) t h a n a
pri ori ( b ef or e t h e fl o ws arri v e). T his r es ult, t o g et h er wit h t h e ri g or-
o us n ess of s k et c h es, s u g g ests a n e x citi n g dir e cti o n t o s yst e m ati z e a
n e w a p pr o a c h t o s k et c h- b as e d a n al yti cs, w hi c h c a n b e n e fit m a n y
n et w or k m a n a g e m e nt t as ks. H er e, w e o utli n e a p ossi bl e r es e ar c h
a g e n d a t o w ar ds a visi o n of hi g hl y acc ur at e s k etc h- b as e d a n al ytics .

Di st ri b ut e d s k et c h a n al yti c s wit h p r e ci s e e r r o r e sti m ati o n:
S k et c h es s h o w a vi a bl e p at h t o w ar ds a r es o ur c e- e ffi ci e nt, s c al a bl e
a n al yti cs pl atf or m. T h e i n cr e asi n g d e m a n ds o n p erf or m a n c e a n d
r eli a bilit y r ais e t h e b ars f or i d e ntif yi n g a n d pr e v e nti n g f ail ur es i n
t h e n et w or k. T h e a bilit y t o pr e cis el y m e as ur e t h e err ors of s k et c h
r es ults w o ul d f a cilit at e a d o pti o n of s k et c h es as a r eli a bl e d at a s o ur c e;
e. g. , L 4 l o a d b al a n c ers [1 3 , 2 2 ] r e q uir e pr e cis e esti m ati o n of l ar g e
fl o ws t o r e b al a n c e t h e l o a d, a n d tr a ffi c e n gi n e eri n g [ 1 6 , 2 7 ] r e q uir es
pr e cis e esti m ati o n of d y n a mi c li n k utili z ati o n. T h e o p p ort u niti es
a n d c h all e n g es li e i n h o w t o b o u n d t h e err ors of n et w or k- wi d e
a n al yti cs r es ults.

E n a bli n g a c c u r at e “ w h at-if ” a n al y si s: S k et c h- b as e d a n al yti cs
c o ul d e n a bl e s c al a bl e, a c c ur at e “ w h at-if ” a n al ysis: if w e l e v er a g e
s k et c h es t o pr o c ess r e al- w orl d w or kl o a ds a n d r e c o nstr u ct t h e ori gi-
n al w or kl o a ds wit h pr e cis e err or esti m at es. T his is b e c a us e f ull y
c a pt uri n g t h e tr a ffi c ( e. g. , at b a c k b o n e W A N a n d a n I S P i n gr ess) is
n ot i nf e asi bl e b ut m a y b e v er y e x p e nsi v e, a n d tr a diti o n al p a c k et
s a m pli n g a p pr o a c h es ( e. g. , N et Fl o w) ar e k n o w n t o b e i n a c c ur at e [9 ].
W h e n d esi g ni n g s k et c h- b as e d “ w h at-if ” a n al y z ers, c ar e m ust b e
t a k e n t o a u g m e nt t h e s k et c h f e at ur es as n e e d e d (e. g. , a d diti o n al
i nf or m ati o n a b o ut fl o w ti m e-s p a n a n d l oss r at e of t h e fl o ws) a n d
a n al y z e t h e i m p a ct of err ors.

E n a bli n g r eli a bl e s elf- d ri vi n g n et w o r k c o nt r ol: S k et c h- b as e d
a n al yti cs c a n f a cilit at e a ut o n o m o us c o ntr ol i n di v ers e n et w or k e d
a p pli c ati o ns. W h e n a d e cisi o n- m a ki n g pr o c ess n e e ds t o q u er y t h e
a n al yti cs pl atf or m, it is criti c al t o ass ess t h e c o n fi d e n c e of t h e r es ult
a n d w h et h er a n r e fi n e m e nt of t h e r es ult is n e e d e d. O ur pr e cis e err or
esti m at or is a pr o misi n g first st e p t o w ar ds t his g o al, wit h s e v er al
o p e n q u esti o ns t o b e a d dr ess e d i n f ut ur e w or k, s u c h as d y n a mi c
s k et c h a dj ust m e nt a n d o n- d e m a n d err or c orr e cti o n.

6 A c k n o wl e d g e m e nt s

We w o ul d li k e t o t h a n k o ur s h e p h er d W alt er Willi n g er a n d t h e
a n o n y m o us r e vi e w ers f or t h eir c o nstr u cti v e f e e d b a c k. T his w or k
w as s u p p ort e d i n p art b y N S F gr a nts C N S- 2 1 0 7 0 8 6 a n d C N S- 2 1 0 6 9 4 6.
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A D et ail e d P r o of s f o r S e cti o n 3. 2

B a c k g r o u n d o n C U- S k et c h a n d C o u nt- S k et c h: I n a d diti o n t o

C M- S k et c h, C U a n d C S ar e t w o ot h er wi d el y- us e d s k et c h es. O ur
err or esti m at or c a n als o p erf or m w ell o n t h e m aft er mi n or u p d at es.
S p e ci fi c all y, C U a n d C S s h ar e t h e s a m e 𝑟 × 𝛿 c o u nt er str u ct ur es
wit h C M b ut h a v e di ff er e nt i ns erti o n a n d q u er y str at e gi es. T o i ns ert
fl o w 𝑟 , C U o nl y i n cr e m e nts t h e s m all est c o u nt er(s) a m o n g t h e 𝛿
r o ws w hil e C M i n cr e m e nts all 𝛿 c orr es p o n di n g c o u nt ers. C S n e e ds
t o u p d at e all 𝑟 c o u nt ers, t h e s a m e as C M. B ut i nst e a d of al w a ys
i n cr e m e nt t h e c o u nt ers, C S u p d at es t h e c o u nt ers b y 𝑤 (𝑘 ), w h er e
𝑟 (·) is a h as h f u n cti o n t h at o ut p uts { + 1 , − 1 } wit h e q u al pr o b a bilit y.
W h e n q u eri e d wit h t h e 𝑟 h as h k e ys of a fl o w i d e ntit y, C S r e p orts
t h e m e di a n v al u e of t h e 𝑟 c orr es p o n di n g c o u nt ers ( w h er e as C M a n d
C U r e p orts t h e mi ni m u m v al u e).

A. 1 Al g o rit h m d et ail s f o r C U- S k et c h a n d

C o u nt- S k et c h

We first s h o w t h e ps e u d o c o d e of err or esti m at or f or C U- S k et c h i n
Al g orit h m 2 a n d f or C o u nt- S k et c h i n Al g orit h m 3. N oti c e t h at t h e
al g orit h m f or C U- S k et c h is e x a ctl y t h e s a m e as t h at f or C M- S k et c h
d u e t o t h eir si mil ar pr o p erti es i n g e n er ati n g s k et c h: t h e y s h ar e a
c o m m o n q u er y p ar a di g m t h at r et ur ns t h e mi ni m u m c o u nt er v al u e
a m o n g t h e 𝑤 r o ws as t h e esti m at e d fl o w si z e.

F o r C o u nt S k et c h: I n C S, t h e fl o w si z e is esti m at e d b y t h e m e di a n
v al u e of a m o n g t h e c orr es p o n di n g c o u nt ers. L et 𝑂 (𝜖 ) b e t h e gr o u n d
tr ut h err or b o u n d. I n Al g orit h m 2, l et 𝑟 0 b e t h e pr o b a bilit y t h at,
f or o n e r o w, t h e a bs ol ut e err or of t h e c orr es p o n di n g c o u nt er is n o
l ess t h a n 𝑂 (𝛿 ). F or C S, t h e r el ati o ns hi p b et w e e n 𝑘 0 a n d 𝑓 is m or e
c o m pl e x t h a n t h at of C M/ C U. T h e pr o b a bilit y t h at t h e m e di a n v al u e

is n ot b o u n d e d b y 𝑘 (𝑓 ) is 2 × 𝑘
𝜖= 𝐹 + 1

2

𝛿
𝑓

𝑘 0
2

𝐹
(1 −

𝑘 0
2 )𝜖 − 𝐹 = 𝛿 w h e n

𝜖 is a n o d d n u m b er3 ( Pr o of i n S e cti o n 3. 2). We fi n d t h e v al u e of 𝐹 0

b y e n u m er ati o n f or e as y u n d erst a n di n g, w hi c h c a n als o b e s ol v e d
b y f ast er bis e cti o n a p pr o a c h. T h e n, w e s ort 𝜖 [1 ] [1 ] . . . 𝐹[1 ] [𝐹 ] b y
n o n- as c e n di n g or d er b as e d o n t h eir a bs ol ut e v al u es a n d r e p ort t h e
⌊𝜖 𝜖 0 ⌋ -t h l ar g est c o u nt er as o ur esti m ati o n r es ult.

Al g o rit h m 2: Err or Esti m at or f or C U- S k et c h.

I n p ut: 𝐹 [1 . . . 𝜖 ] [1 . . . 𝛿] wit h c o n fi d e n c e 1 − 𝑟 .

1 𝑤 0 ← 𝐴
1
𝑟 ;

2 S ort T o D es c e n di n g Or d er( 𝑜 [1 ] [1 ] . . . 𝑤[1 ] [𝑐 ] );
O ut p ut: 𝑜 [1 ] [ ⌈𝑙 𝑢 0 ⌉ ]

3 Si mil ar e q u ati o n f or a n e v e n 𝑚 .
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Fi g u r e 8: C o u nt- S k et c h e v al u ati o n o n di ff e r e nt r e al- w o rl d t r a c e si z e s.
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Fi g u r e 9: C o u nt- S k et c h e v al u ati o n wit h di ff e r e nt m e m o r y c o n st r ai nt s.
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Fi g u r e 1 0: C U- S k et c h e v al u ati o n o n di ff e r e nt r e al- w o rl d t r a c e si z e s.
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Fi g u r e 1 1: C U- S k et c h e v al u ati o n wit h di ff e r e nt m e m o r y c o n st r ai nt s.

A. 2 O u r b o u n d f o r C o u nt- S k et c h i s ti g ht e r

C S h as t h e si mil ar pr o p ert y w h e n gi vi n g a b ett er err or b o u n d as
C M.

T h e o r e m A. 1. F or C o u nt- S k etc h wit h 𝑟 = 2 𝛿 + 1 , 𝑟 ∈ Z , t h e o pti-
m al err or b o u n d 𝛿 (𝛿 ) is 𝑟 𝑤 , w h er e𝑘 s atis fi es e q u ati o n 𝑟

𝑟= 𝑟 + 1
𝑤
𝑂 𝜖 𝑟 (1 −

𝑂 )𝛿 − 𝑘 = 𝑓
2 .

P r o o f. B e c a us e o ur al g orit h m s orts all t h e a bs ol ut e c o u nt er
v al u es, it is sli g htl y di ff er e nt fr o m t h e f or m ul a us e d h er e. S u p p os e

t h e err or of t h e 𝑘 -t h r o w is 𝑓 𝑘 𝜖 [𝐹 ] [ℎ 𝛿 (𝑓 𝑘 )] − 𝐹𝑘 . W h e n 𝜖𝐹 = 0 ,
w e c al c ul at e err or b o u n d 𝛿 (𝜖 ):

𝐹 (𝜖 ) Pr [|𝐹 𝐹 𝜖𝜖 𝐹 𝜖 𝛿 (𝑟 𝑤 )| > 𝐴 (𝑟 )] = 𝑜, ∀ 𝑤

As 𝑐 𝑜 ar e distri b ut e d s y m m etri c all y a b o ut 0, w e h a v e

Pr [𝑙 𝑢 𝑚𝑛 𝐴 𝐴 𝑟 (𝑤 𝛿 ) < 𝑝 (𝛿 )] =
𝑟

2
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Al g o rit h m 3: Err or Esti m ati o n f or C o u nt S k et c h.

I n p ut: 𝑟 [1 . . . 𝛿 ] [1 . . . 𝑟] wit h c o n fi d e n c e 1 − 𝛿 .
1 f o r 𝛿 = 1 → 𝑟 d o

2 𝑤 0 ← 𝑘 + 1
𝑟 ;

3 if 2 · 𝑟
𝑟 = 𝑤 + 1

2

𝑂
𝜖

𝑟 0
2

𝑂
(1 −

𝛿 0
2 ) 𝑘 − 𝑓 ≥ 𝑘 t h e n

4 B r e a k ;

5 S ort T o D es c e n di n g Or d er( 𝑓 [1 ] [1 ] ] . . . 𝑘 [1 ] [𝜖 ] );

O ut p ut: 𝐹 [1 ] [ ⌈𝛿 𝑓 0 ⌉ ]
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( a) C o u nt- S k et c h
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( b) C U- S k et c h

Fi g u r e 1 2: E r r o r b o u n d s u n d e r di ff e r e nt s k e w n e s s e s f o r
C o u nt- S k et c h a n d C U- S k et c h.
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Fi g u r e 1 3: Fi n di n g “ w o r st- c a s e ” w o r kl o a d s o n C o u nt- S k et c h
a n d C U- S k et c h.

T h e n

Pr [
𝑘

𝐹 = 1

𝑘 (𝜖 𝐹 < 𝛿 (𝜖 )) ⩾ 𝐹 + 1 ] =
𝜖

2

l et 𝐹 = 𝐹 (𝜖 𝜖 < 𝐹 (𝜖 ))

𝛿

𝑟= 𝑤 + 1

𝐴

𝑟
𝑜 𝑤 (1 − 𝑐 )𝑜 − 𝑙 =

𝑢

2

□

B E v al u ati o n o n C o u nt- S k et c h a n d C U- S k et c h

I m p a ct of t r a c e si z e s: O ur m et h o d o ut p erf or ms t h e ori gi n al err or
b o u n ds u n d er v ar yi n g tr a c e si z es o n all t hr e e s k et c h es. Fi g ur e 8 a,
8 b, 8 c ( C o u nt- S k et c h), a n d Fi g ur e 1 0 a, 1 0 b, a n d 1 0 c ( C U- S k et c h)
s h o w t h at o ur m et h o d a c hi e v es a n err or b o u n d wit h l ess t h a n 0 .7 %
d e vi ati o n f or C o u nt- S k et c h, a n d l ess t h a n 4 1 % d e vi ati o n f or C U-
S k et c h.

I m p a ct of m e m o r y c o n st r ai nt s: C o u nt- S k et c h a n d C U- S k et c h
usi n g o ur a p pr o a c h h a v e ti g ht er b o u n ds t h a n t h e ori gi n al err or
b o u n ds u n d er di ff er e nt m e m or y c o nstr ai nts t o o. Fi g ur e 9 a, 9 b, 9 c
( C o u nt- S k et c h), a n d Fi g ur e 1 1 a, 1 1 b, 1 1 c ( C U- S k et c h) s h o w t h at o ur

m et h o d i m pr o v es t h e err or b o u n ds wit h a l ess t h a n 4 0 .4 % d e vi ati o n
f or C o u nt- S k et c h, a n d a l ess t h a n 2 0 .7 % d e vi ati o n f or C U- S k et c h.

I m p a ct of t r a c e s k e w n e s s: Fi g ur e 1 2 d e m o nstr at es t h at o ur
m et h o d o ut p erf or ms t h e ori gi n al err or b o u n d f or C o u nt- S k et c h
a n d C U- S k et c h w h e n s k e w n ess v ari es. O ur m et h o d g ets a n err or
b o u n d e xtr e m el y cl os e t o t h e gr o u n d tr ut h ( 0 .7 % t o 5 .6 % d e vi ati o n
f or C o u nt- S k et c h a n d < 9 .3 % d e vi ati o n f or C U- S k et c h). B esi d es, as
s k e w n ess gr o ws, o ur m et h o d o ut p erf or ms t h e ori gi n al m et h o d m or e.
C o u nt- Mi n S k et c h a n d C U- S k et c h h as a c o nst a nt err or b o u n d b e-
c a us e it o nl y d e p e n ds o n t h e s u m of all fl o w si z es. C o u nt- S k et c h h as
a n err or b o u n d t h at gr o ws wit h tr a c e s k e w n ess. W h e n usi n g tr a c e
s k e w n ess fr o m 0 .3 t o 3 .0 , o ur m et h o d’s err or b o u n ds ar e 8 0 t o 7 0 0
ti m es ti g ht er o n t est e d s k et c h es.

Fi n di n g w o r st- c a s e s c e n a ri o s: I n Fi g ur e 1 3, w e e x pl or e t h e s c e-
n ari os i n w hi c h t h e ori gi n al err or b o u n ds m a y w or k. I n C U- S k et c h
( Fi g ur e 1 3 b), t h e s etti n g is e x a ctl y t h e s a m e as C M- S k et c h b e c a us e
t h es e t w o s k et c h es h a v e t h e s a m e err or b o u n d. T h e m aj or di ff er-
e n c e is t h at, it is e v e n m or e di ffi c ult f or C U- S k et c h t o r e a c h s u c h
a c o u nt er v al u e distri b uti o n. B e c a us e it o nl y a d ds t o t h e s m all est
c o u nt er w h e n i ns erti n g a p a c k et, t h e s u m of c o u nt er v al u es i n o n e
r o w m a y b e s m all er t h a n |𝑚 |1 . T h er ef or e, t h e l ar g est p ossi bl e v al u e

of t h e 𝑛
1
𝐴 -fr a ctil e s h all b e e v e n s m all er. F or C o u nt- S k et c h, w e a p-

pr o a c h t h e w orst c as e b y s etti n g t h e t ot al si z e of fl o ws as 1 M a n d
t h e si z e of e a c h fl o w e q u all y (fr o m 1 0 t o 2 0). R es ults i n Fi g ur e 1 3 a
s h o w t h at a “ b ett er” s c e n ari o f or t h e ori gi n al b o u n d is w h e n all
fl o w si z es ar e 1 0, w hi c h is di ffi c ult t o a c hi e v e i n r e al- w orl d tr a ffi c.

B. 1 T r a c e R e c o v e r y M et h o d s i n C a s e St u d y

H er e w e d e m o nstr at e h o w w e us e u nif or m s a m pli n g a n d s k et c hi n g
t o p erf or m st atisti cs o n t h e ori gi n al tr a c e a n d l at er r est or e t h e tr a c e.
U ni f o r m S a m pli n g of s a m pl e r at e 1

1 0 0 r e c or ds e a c h p a c k et i n

t h e d at a str e a m wit h pr o b a bilit y 1
1 0 0 . W h e n r est ori n g t h e tr a c e, it

e nl ar g es t h e s a m pl e d tr a c e 1 0 0 ti m es (i. e., d u pli c ati n g e a c h p a c k et
b y 1 0 0 ti m es). T h er e ar e t w o m aj or li mit ati o ns of u nif or m s a m pli n g
m et h o d: ( 1) it h as l ar g e esti m ati o n err or o n t h e si z e of l ar g e fl o ws;
( 2) it c a n n ot pr o vi d e a n err or b o u n d f or fl o w si z es.
S k et c hi n g is a b ett er m et h o d w hi c h c a n pr o vi d e err or b o u n ds. We
us e C o u nt- S k et c h( 5 r o ws of 1 2 0 0 0 c o u nt ers e a c h) t o m e as ur e t h e
fl o w si z es a n d st or e t h e t o p- 1 6 0 0 fl o w I D. F or fl o w si z e r est or a-
ti o n, w e first r est or e t h e si z e of T o p- K fl o ws a n d gi v e t w o err or
b o u n ds b as e d o n t h e ori gi n al err or b o u n d a n d o ur m et h o d. Aft er
t h e r est or ati o n of T o p- K fl o w si z es, w e c al c ul at e t h e r e m ai ni n g tr a c e
si z e a n d u nif or ml y all o c at e t h e m t o all s m all fl o ws.
P r e di cti o n m et h o d: I n t h e “ A c c ur at e c a c h e hit-r at e pr e di cti o n”
e v al u ati o n, w e f e e d Dist C a c h e wit h t h e r e c o nstr u ct e d tr a c es. I n
t his s etti n g, w e s u p p os e t h at all s wit c h es c a n h a v e t h e a c c ur at e h ot
o bj e cts st or e d o n t h e s wit c h c a c h e, w hi c h is t h e i d e al c as e. Aft er
t h at, w e esti m at e t h e n u m b er of c a c h e hits g e n er at e d o n t w o l a y ers
of c a c h e n o d es a n d c o m p ar e t h e m wit h t h e gr o u n d tr ut h ( i. e., c a c h e
hits g e n er at e d b y t h e ori gi n al tr a c e).

1 2 1
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