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Abstract. The problem of portfolio optimization when stochastic factors drive returns and volatilities has been
studied in previous works by the authors. In particular, they proposed asymptotic approximations for
value functions and optimal strategies in the regime where these factors are running on both slow and
fast timescales. However, the rigorous justification of the accuracy of these approximations has been
limited to power utilities and a single factor. In this paper, we provide an accurate analysis for cases
with general utility functions and two timescale factors by constructing sub- and supersolutions to
the fully nonlinear problem so that their difference is at the desired level of accuracy. This approach
will be valuable in various related stochastic control problems.
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1. Introduction. The study of the portfolio optimization problem in continuous time has
a long history dating back to [14, 15]. Specifically, an agent aims to maximize her expected
utility of the terminal wealth when the investment is divided between risky assets and a riskless
asset, with particular types of utility functions. In Merton’s seminal work, the risky assets are
assumed to follow the Black—Scholes model, where the expected returns and volatilities are
constant. Since then, the problem has been studied extensively in various settings and levels
of generality, including considering transaction costs [4, 10|, stochastic volatility models for
risky assets (see, for instance, [9] and references therein), and various trading constraints (see
[16] for a survey).

In this paper, we consider the portfolio optimization problem in a stochastic environment,
where both the expected return p and volatility o of a stock price S are driven by two factors
Y; and Z; evidenced in empirical study [8]:
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(1.1) ‘%Sft — (Y, Z)) dt + o (Y, Z4) AW,

Here W is a standard Brownian motion. The two factors are characterized by the small
parameters € and 4, the fast timescale being represented by ¢, and the slow timescale by 1/0.
Along this direction, results have been developed in [9] about asymptotic expansions of the
optimal trading strategy and the maximized utility when the utility function is general, as
both € and ¢ tend to zero.

However, the accuracy of approximation was rigorously justified only in the cases with
power utilities and one stochastic factor, when a distortion transformation of Hopf-Cole-type
introduced in [17] enables a reduction to a linear PDE problem. This is only possible in the
case of multiple factors in special cases; see [1]. After that, several attempts have been made
to partially justify these expansions in more general cases, e.g., in [5, 12, 6]; see also [11]
for a comprehensive review. The technique of sub- and supersolutions to prove the accuracy
of asymptotic approximations is used in [2] for a model of power utility maximization with
two nearly correlated factors corresponding to a regular perturbation problem and in [3] for
optimal investment under stochastic volatility and transaction costs. The contribution of
this paper is to rigorously justify the heuristic expansion provided in [9]. The methodology
presented here can be adapted to the derivation of accuracy results in various contexts, as in
[7], for instance, where fast mean-reversion is shown in data and the corresponding control
problem appears as a Riccati equation with fast mean-reverting random coefficients. Proof of
accuracy of an approximate solution to this singular perturbation problem was obtained by
constructing sub- and supersolutions.

We shall construct two functions close to the value function of the problem. These two
functions act as lower and upper bounds, namely, sub- and supersolutions of this problem.
By requiring certain properties for each function and, most importantly, by constructing their
difference to reach the desired order, one can show that the asymptotic approximations derived
in [9] are rigorous under general utility. The requirement for the subsolution is rather relaxed,
and we shall work with a particular zeroth-order strategy. Since the supersolution acts as an
upper bound of the problem, we need to ensure the property holds for all admissible strategies.

The rest of this paper is organized as follows. In section 2, we first introduce the Merton
problem in a multiscale stochastic environment and the associated Hamilton—Jacobi-Bellman
(HJB) equation, and we describe the main result of the paper, Theorem 2.1. In section 2.1,
we briefly explain our approach which consists in constructing sub- and supersolutions so
that their difference is at the desired level. The asymptotic approximations derived in [9]
are reviewed in section 2.2. Section 2.3 summarizes standing assumptions in this paper and
some preliminary estimates which facilitate the asymptotic analysis in section 3. Section 3
is dedicated to the construction of the sub- and supersolutions, thus completing the proof of
Theorem 2.1. We make concluding remarks in section 4.

2. Merton problem under multiscale stochastic environment. We consider the utility
maximization problem on the finite horizon [0, 7] with general terminal utility U, where the
(single) underlying asset S; is driven by two factors: one fast mean-reverting Y;, and one
slowly varying Z;:
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(21) dSt == ,LL(YVt,Zt)St dt+0’(Y;§,Zt)St th,
1 1

(2.2) d¥; = 2b(¥3) dt + —za(¥y) aw;’,

(2.3) AZ; = 6¢(Z;) dt + Vdg(Zy) AWE.

Here W, WY W7 are standard Brownian motions on a filtered probability space (€2, F,P) that
are correlated:

AW, W), =prdt, d(W,W?), =ppdt, d(WY,W%), =ppdt,

where |p1| < 1, |p2| < 1, |p12| < 1, and 1+ 2p1pap12 — p2 — p3 — p35 > 0 to ensure the
positive definiteness of the covariance matrix of (W, WY W?#). The timescales of Y; and Z;
are described by the small positive parameters € and §, respectively. We shall assume that
the process Y; is ergodic and has a unique invariant distribution ® which is independent
of € as its infinitesimal generator is of the form s_lﬁy. Further assumptions on the model
parameters u,0,b, a,c,g will be listed in section 2.3. In particular, they will imply that the
system (2.1)—(2.3) has a unique strong solution.

Let X7 be a wealth process with 7; being the dollar amount invested in the underlying
asset at time ¢ and the remaining held in a money market earning interest at rate r. Under the
self-financing assumption, and without loss of generality, assuming r = 0, the wealth process
follows:

(24) Cl)(lzT == ﬂ't[‘u(Y},Zt) dt+0’(Y2,Zt) th]
We are interested in the utility maximization of the terminal wealth:
sup E[U(X7)]
for all admissible strategies m (see Definition 2.4), and where U(+) is a general utility function
satisfying Assumption 2.3.

Restricting the problem to Markovian strategies of the form 7(¢,x,y,2), we denote by
VE9(t, 2,1, z) the value function

(2.5) VE’J(t,:c, y,z) :=supE[U(XT)], Ei | =E[X] =2, =y, Z; = z].

As described in [9], the HJB PDE associated to this problem is
(2:6) sup Q7[VE0)(t, 2,y,2) =0, VT ,y,2) = Ula),

where Q™ = 0, + L™ and L™ is the infinitesimal generator of (X7, Y;, Z;) for any Markovian
strategy 7 (t,x,y, z). Specifically,

1 h) 1
(2.7) Q" =0, + gﬁy + \[:Myz +6L, + 57r2<r(y, 2)%04s

+ 7 [u(y, 2)0z + \kma@/)a(y, 2)0y + Vop29(2)0(y, 2)0zz | ,
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where

Ly = b(y)ay + %GQ(y)ayya L, =c(2)0; + %.92(2)6:5,27 My, = p12a(y)g(z>ayz-
We stress the fact that, in general, it is not known if the PDE (2.6) admits a classical solution.
The formal asymptotic expansion in the regime where (e, d) are both small, performed in
[9, section 4], shows that V9 ~ v + /e 4 /5001 where v, (1.0 and v are
functions of (¢, x, z) given here in section 2.2. The main result of this paper is to justify this
asymptotic expansion, i.e., to prove the following theorem.

Theorem 2.1. Under Assumptions 2.3 and 2.5, the following accuracy estimate for V&?°
defined in (2.5) holds:

(2.8) ‘veﬁ - (v@) + /e 4 \/gv(o’l)) ‘ (t,2,y,2) < O + 6)

for fized (t,x,y, z) € [0,T] x Rt x R? and sufficiently small (,8), where v, v(1L0) gnd (1)
will be given in section 2.2.
Additionally, the strategy 7 given by (3.2) is asymptotically optimal in the sense

VOt m,y, 2) — B[U(XE)]| < O(e +6).

2.1. Methodology. The method for proving Theorem 2.1 is to construct two functions
V*(t,x,y, z) as sub- and supersolutions, whose asymptotic expanded terms of the orders up
to O(v/ 4+ v/3) coincide with v(®) + /2010 4 /5001 Specifically, we aim to find a function
V'~ for the subsolution such that, for all (z,y, z) and sufficiently small (e, ), the following
requirements are satisfied:

(R1) The function value V(T x,y, z) is dominated by U(z);
(R2) The process V~(t, XLZT(O),Yt,Zt) along a zero-order strategy, denoted by (. is a
submartingale.

Thus, by the definition of V=(¢, 2,7y, ), (R1) and (R2), one can obtain:

(0) 7(0)

(29) Vs’a(tvxzyv Z) > ]Et[U(XT )] > Et[v_ (T’ XT 7YTa ZT)] > V_(tvxaya Z)‘

Then, we aim to find a function V* for the supersolution such that, for all (z,y,2) and
sufficiently small (e, d), the following requirements are satisfied:

(R3) The function value V(T z,y, z) dominates U(x);

(R4) Q[VT(t,z,y,2) :=sup, Q"[V*](t,z,y, 2) exists and is nonpositive;

(R5) The It6 integrals [y V. wo(Ys, Z,) dWs, [y VyF Jza(Ys) dWY, and [§ V. Vog(Zs) AW/

are true martingales for any admissible 7.
Then, as in the argument used for (2.9), one can deduce

B [U(XF)] < B[ V(T XF, Y, Z7)]

T
V(2. 2) + By [ / Q[V*+(s, X7, Yo, Z,) ds
t
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T T 1
t t \/‘g

T
TR, [/ V;WSg(Zs)dWSZ]
t
T/\
(2.10) <Vt 2) + [ | vy xrvz ds] <Vt 2).
t

Taking the supremum over all admissible 7 on both sides of (2.10) gives V(¢ z,y, 2) <
V*t(t,z,y,z). Combining (2.9) and (2.10) gives

=00 4 e 1 V5O 1 o(/e + V6).

In fact, the next order terms after v(® + \/z0(19) 4 /50(®D) in the construction of V* are
O(e + 6). Therefore o(y/z + V/9) can be replaced by O(e + §) and (2.8) follows.
Our choice of V* takes the following form:

(2.11) VE = 0O 4 200 4 Va0 4 epZ0) 4 32530 4 e/51p(31)
+ (2T — t)(eNa + 0Np + VedN¢) + €2 F + 326 H + £6G,

where (N4, Ng, N¢) are functions of (¢,z,z2), and (F,G, H) are functions of (¢,z,y,z). The
intuition for such form is the following: (a) functions w9 w0 (21 are added to eliminate
terms of O(1), O(y/2) and O(v/) when applying the operator Q™ to V*; (b) (N4, Ng, N¢)
and (F, G, H) helps to fulfill (R2) and (R4); (c) the coefficient 27" — ¢ is for (R1) and (R3). In
section 3, we shall show how these functions are determined and why they can be chosen as
functions of particular variables such that the requirements (R1)—(R5) are satisfied. In the rest
of this section, we briefly review the existing derivations of v(9 v(1:9) (1) the definition of
w0 B0 (2D the standing assumptions in this paper, and some preliminary estimates.

2.2. Multiscale asymptotic expansions. Generally, closed-form solutions are barely avail-
able for HJB equations. In our setup, we do not even know if V=9 solves (2.6) in the viscosity
sense. In [9], a first-order expansion of V= around small (¢, §) is formally derived via singular
and regular perturbation techniques. Since the formulas of these terms and the equations
they satisfy play an important role in proving our main theorem, we summarize them below
for readers’ convenience. For detailed derivations, we refer the readers to [9, section 4] and [6,
sections 2 and 3.

The combined expansion in slow and fast scales of V9 is of the following form:

Vel =0 4 \/Ev(l’o) + VoD 4 g0 4 5002 4 VesphD) 4. )

where the superscript of v corresponds to the powers in /¢ and V4 and where v(%% has been
rewritten as v(®). To precisely give the equations which identify these terms, we introduce the

following notations, following [9]. Denote by (-) the average with respect to the e-independent
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invariant distribution ® of Y: (g) = [g(y) ®(dy), and by M(¢,z;\) the solution to the
classical Merton PDE where i and o are constants:

M, — ;)\2]\]\5 =0, M(T,z;\)=U(z), A=upj/o (Sharpe ratio).
We define the associate risk-tolerance function
M, (t,z; A
R(t,z; \) == _]\4m((t,x;)\))
and the differential operators
Dr(\) = R(t,z; NFOF, k=1,2,...; Li.(\) =09 + %AQDQ(A) +AZD;(N).
We denote the “square-averaged” Sharpe ratio A(z) = \/(A2(-,2)), and the version of Dj(\)

that will be used in the sequel is Dy(\) = R(t,z;\(2))*0k. We shall use Dy for brevity
(omitting the argument ). We also define the averaged Sharpe ratio: A(z) = (\(+, 2)). Now
we are ready to present the formulations of 0@ v(10) and v,

Proposition 2.2 ([9, section 4] and [6, sections 2 and 3]).
(i) The leading order term v©) is defined as the classical solution to the Merton PDE

X (vw))Q
—9 z
Ung) - 5/\ (Z> O 0, U(O)(T7‘rvz) = U(w)

Uz

Since it possesses a unique solution (see [6, Proposition 2.2]), we have

(2.12) v O (t,x,2) = M(t, 25 M(2)).

(1,0)

(ii) The first order correction in the fast variable v is defined as the solution to the

linear PDE:

Et@(X(z))v(l’o) = %plB(Z)D%U(O), p10) (T,z,z) =0,

where B(z) = (A(-, 2)a(-)0,0(-, 2)), and 0 is a solution of the Poisson equation

(2).

(2.13) L,0(y,2) = N2y, 2) — A

It is explicitly given in terms of v(©) by
1
(2.14) o0 (¢, 2) = —5(T — t)p1B(z) D3O (¢, x, 2).

(iii) The first-order correction in the slow variable v\ is defined as the solution to the
linear PDE:

R (0)
LooN=)wOD = paA(2)g(2) 0@, v O(T,2,2) =0,
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and v O can be expressed in terms of v'% by
V01,7, 2) = £(T ~ )poA(2)g(2) Dro® 1,7, 2)
(2.15) = %(T — )20 A(2)A(2)N (2)g(2) D3O (L, 2, 2).

(iv) The z-derivatives of the leading order term v and the risk-tolerance function R
satisfy

(2.16) 0O (t, 2, 2) = (T — )M2)X (2) D1 O (t, , 2),
Ra(t,2:X(2)) = (T = ONz)X (2) R* Rua (t, 23 X(2)).

(v) The term v39 solves the linear PDE L0320 + L, .(A(y, 2))v(®) = 0, and so has the
form

VB0t 2,,2) = ~ 2005, D10 + C (t,,2),

where 6 solves (2.13).
(vi) The term v(®0) solves the linear PDE

L0590 4 L2\, 200 = L ;i\, 2)a(y),0(5) D3
and so has the form
(3.0) _ 1 1 2,(0)
vtz y, 2) = §(T— t)p16(y, 2)B(z) §D2 + D | Djv
1
+ 5/)191(97 2)D}) + Co(t, 2, 2),

where 01(y, z) solves the Poisson equation L,01(y,z) = My, 2)a(y)0,0(y, z) — B(z).
(vii) The term v31) solves the linear PDE

L0 + LAy, 2))0O + pag(2)A(y, ) D1v® = 0.

With (2.12) and (2.15), v is given by
o, 0,5.2) =~ 5= 02000 ARV (o) 302+ D1 ) DR
= (T = 1)62(y, 2)g()M)X (2) D}v'® + C (8, 3, 2),

where 0y, z) solves the Poisson equation Ly02(y,z) = Ay, z) — /)\\(z)

In what follows, when deriving the concrete formula of V*, we shall choose w(%0), w(3.0),
and w1V to be the corresponding terms in the expansion of V0 with Ci(t,x,z) =0, i =
1,2,3. That is, we choose
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(2.17) w0 (t, 2.y, 2) = —%G(y,z)Dlv(o),

1 D 1
(218) W (t,2,y,2) = (T = )pi0(y, 2)B(2)(5 + D) DY + S prbi(y, 2)Diu?,
1 ~ = = D
W (t,,,2) = —2 (T = 1)°0(y. 2)p2A()A ()X (2)g(=) (5 + D1) Dfo
(2.19) — p2(T — )0y, 2)g(2)\(2)X (2) D}v ).

2.3. Model assumptions and preliminary estimates. We first make precise the regularity
assumptions on the utility function U, on the risk tolerance —U’/U”, and on the inverse
marginal utility (U’)(=1). They will be satisfied by mixtures of power utilities or sums of
inverse marginal power utilities for instance, and we refer to Appendix A in [5] for further
details. The advantage of these mixtures is that the Arrow—Pratt risk aversion (—2U"/U’) is
wealth dependent as opposed to constant for pure power utilities.

Assumption 2.3. We make the following assumptions on the utility function U(z):
1. U(x) is C?(0,00), strictly increasing, and strictly concave and satisfies the following
conditions (Inada and asymptotic elasticity):

U'(0+) =00, U'(o0) =0, AE[U]:= lim UG <1
! ’ o5 U(x) ’
2. Assume the risk tolerance R(x) := —U'(z)/U"(z) satisfies R(0) = 0, strictly increas-

ing, R'(x) < oo on [0, c0), and there exists K € R, such that forz > 0,and 2 < i < 7,
‘agmi(m)\ <K.

3. Define the inverse function of the marginal utility U’'(z) as I : Rt — R, I(y) =
U= (y), and assume that, for some positive a, I(y) satisfies the polynomial growth
condition

I(y) < a+ry~.

Now, we make precise the definition of a Markovian admissible strategy.

Definition 2.4 (admissibility). A Markovian strategy m is admissible if X[ stays positive
a.s. for allt € [0,T] and

T 2
(2.20) E/ (Tr(t, X;T,Yt,zt)a(yt,Zt)vg())(t,XgT,Zt)) dt < oo,
0
T 2
(2.21) IE/ (Dlv“))(t,ng,zt)) dt < co.
0

Next, we make the following technical assumptions on the model parameters and the vari-
ous quantities appearing in our expansion. In particular, it involves several Poisson equations
for which we assume that the solutions are bounded.
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Assumption 2.5. 1. For any starting points (s,y,z) and fixed (e,d), the system of
Stochastic differential equations (SDEs) (2.1)—(2.2)—(2.3) has a unique strong solu-
tion (Sy, Yz, Z¢). The process Y is ergodic and has a unique invariant distribution ®
(independent of ).

2. The following functions are bounded with bounded derivatives:

Ay:2), 9(2), e(2), aly), B(2), A(2), A(2), B1(2), 0(y, 2), 0i(y, 2), 1 < i < 11,

where 6; are solutions of the Poisson equations:

Ly01(y,z) = My, 2)a(y)9y0(y, z) — B(z), B(z) = (A(-,2)a(-)0,0(-, 2)),
Ly0(y,2) = Ay, 2) = M=), A2) = (A(2)),

(2.22)  Lyb3(y,2) = a(y)A(y, 2)9yb1(y, z) — Bi(2), Bi(z) = (a(-)A(+,2)0y01 (-, 2))

(2.23)  Ly04(y,2) = 0(y, z)/\z(y, z) — <9)\2> ,

(2.24)  Ly05(y,2) = 0(y,2) — (0),

(2.25)  Lybs(y,z) = 9y=0(y, 2) — (9y20(-, 2)) ,

(2.26)  Ly07(y,z) = 9,0(y, z) — (9,0(-,2)),

(2.27)  Ly8s(y,2) = a(y) Ay, 2)9y02(y, 2) — (a(-)A(, 2)0yb2(:, 2)) ,

(228)  Lyfo(y.2) = a*(y) (0,0)° (v, 2) — (*() (9,0) (%) )

(2.29)  Lybio(y, 2) = a(y)0y0(y, 2) — (a(-)0y0(-, 2)) ,

(2.30)  Lyb1(y,2) = a(y)0,0(y, z) — (a(-)0y:0(:, 2)) .

Moreover, A(z) is bounded away from 0.

With all the notations and assumption introduced, we obtain the following propositions
by lengthy but straightforward calculations. We omit the proofs here and refer to [5, 6].

Proposition 2.6. Under the above assumptions, the functions v gnd wd) | i+3j>0 (cf
(2.14), (2.15), (2.17), (2.18), and (2.19)) satisfy

o(B9)

(m)

(m)

IN

h(y, 2) D100, with a bounded function h(y, z),
h(y, z)v O with a bounded function h(y, z),
h

IN

1‘

(y, z)v ©) " with a bounded function h(y, z),

xw’

IN

where h(y, z) denotes a bounded function iny and z, and may vary from case to case. Similar
inequalities hold for w3 . In particular, one has

D’iDngfv(O) < h(z)Dlv(O) for alli,j,k € NT

with a bounded function h(z).
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Proposition 2.7 (Fjoposition 2.6in [6]). Under Assumption 2.3 of the general utility, the
risk-tolerance R(t,z; \(z)) function satisfies the following: there exists K; > 0 for 0 < j <6,
such that for all (t,z,\(2)) € [0,T) x RT x R,

|RI (1,5 X(2) (09D R(E 2 X(2)| < K.

Or equivalently, for all 1 < j < 7, there exists IN(]' > 0, such that for all (t,x,z) € [0,T) x
Rt x R,

OV RI(t,a:)(2))| < K.

Moreover, 0 < R(t,x;\(2)) < Koz, and the following quantities are uniformly bounded:
RRy,, RQRxac:cz; R;.., RRyy.., and R2szxzz

3. Proof of the main theorem. Recall the sub- and supersolution we shall construct are
of the form

(3.1) Vi _ ,U(O) + \/gv(l,o) + \/gv(o,l) +€w(2,0) +€3/2w(3,0) +€\/gw(2,1)
+ (2T — t)(eNa + 6N + VedNe) £ £2F + 3V H + ¢6G.

This section is dedicated to identify the terms (N4, Np, N¢) which will be functions of (¢, x, z)
and (F,G, H) which will be functions of (t,z,y,2) in V*.

3.1. Subsolution. We shall first work with the process V= (¢, Xt’rw) ,Y:, Zy) along the given
zeroth order strategy m(?):

z ~ z vg(go) T, 2
(32) W(O) (t7 x,y, Z) = 28’7 Z; R(t’ x; )‘(2)) = 2(?/’ Z; U( )Ez’ {E’ Z;

Lemma 3.1. The strategy 7 is admissible (in the sense of Definition 2.4).
Proof. From (2.4) and (3.2), we have
dx7” = R(t, X7, X(20)) [N(V, Z0) dt + A(Yy, Z,) AW7] -

Using that 0 < R(t,7;\(2)) < Koz and the boundedness of A, one deduces that ng“” is a
proper exponential and stays positive. Moreover, it has pth-moments for any p € N, uniformly
int € [0,T]. Next we observe that the condition (2.20) applied to 7(?) reduces to the condition
(2.21) after using the boundedness of A. Thus it suffices to verify (2.21) when 7 = 7(%).

To this end, we recall the H-transform used in [13]. Let H : R x [0,7] x R — R* be
defined by

— -2
(3.3) v O (t, H(z, t,X(2)), 2) = e =~ 3> @I,
It satisfies the heat equation

1_
(3.4) H, + §A2(z)Hm =0,
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with the terminal condition H(t,z,A(z) = I(e”")). Now define the spatial inverse function
HED(y,t,0(2) : RY x [0,T] x R = R, ie., HHEY (y,t,X(2),t,M(2)) = y. Using (3.3) and
0 < R(t,z; M\(2)) < Koz, it remains to show

T () -0 x~® ;¥ 32
(3.5) B[ (e Oz 2000 gt < o,
0

To further proceed, we need a lower bound for the inverse function H(~1), or equivalently an
upper bound for H since H is positive and strictly increasing. Using the fact that H solves
(3.4) with a terminal condition I(e™%) < a + ke®®, A(z) is bounded above and below away
from zero, and ¢t € [0,7], one can deduce that (by writing down the solution of H as the
convolution of I(e™*) with the heat kernel)

_ — 1
H(x,t,X\(2)) < Ce“®; thus HTY (z, ¢, X(2)) > glog(x/C) for a generic contant C.

Consequently, (3.5) is bounded by
r (0)
B [ (rd p=2-2/0,
0

which is finite as we have shown that X[ “© has bounded moments of any other. Therefore,

79 is admissible. [ |

For the derivations presented below, the submartingality requirement (R2) will enable us
to pin down certain formulas for (N4, N, N¢) and (F,G, H) up to some constants
(C4,Cp,C¢). Then with sufficiently large choices of (C4, Cp, C) and sufficiently small (g, §),
(R1) is fulfilled.

3.1.1. The submartingality requirement (R2). To fulfill it, we first write down the op-
erator Q™ with m = 7(®) given in (3.2):

1 ) 1
<T@ZQAM%m+€%+V:Mw+M9+ﬁmde%AM%+¢®w@M%@&@-

In what follows, to avoid cumbersome notations, we will systematically omit the variables

of all functions. Consider (N4, Np, N¢) as functions of (¢,z,z) and using the formula of
v p10) HO1) (20) 35(3.0) 121 one has

Q" [v7]

:s@mMM@m—@F+mMDmf®—QAMWT—WWD
+Ved (—ﬁw()\)[(QT — t)N¢| — LyH + Myw® + pradDyw(®H + pggwlvgm))
+0 (—Et,x()\)[(QT —t)Np] + L.0O + pogADyv®D — EyG> + higher order terms

(3.6) :=el. + Vedl.s + 015 + h.o.t.
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Then, by the It6 formula,
AV, Xr" v, 2) = Q" v dt + Vi n Qo dW, + Vy—\}gathY +V, VegdWf.
Thus it suffices to show that
(R2-1) Q’rm) [V™] >0 for all (¢,z,y, 2) and sufficiently small (g, 6);
(R2-2) The It6 integral terms are true martingales.

For the item (R2-1) we first require that I., I.s, and 15 are strictly positive. This will
enable us to determine the forms of (N4, Np, N¢) up to some constants and the formulas
of (F,G,H). Precisely speaking, the form of N4 is determined by the necessary conditions
(I) > 0, and F' is the solution to I, — (I.) = 0. Np, N¢,G, H are determined in a similar
manner, and we present the detailed computations for the pair (N4, F') as follows.

Regarding O(e) terms in Q™" V=], we have I. = £;,(\)w?% — £, F + pla)\Dlwz(,?”O) -
L (N)[(2T — t)N 4], and we compute

2

Lo = 3000, 0D = =500 ) = X) (3D + D1 ) Drol?,

1 1 1
Pla)\D1w§3’0) = praAD;y (2(T —t)p10yB(2) <2D2 + D1) D@ 4 2P191yD%U(0)) ;

thus
(1) = (LoD ) + (praADyw®) - £,,(N[(2T ~ )N4]
1 2 32 1 (0) 1 2 2 1 2..(0)
= ((6?)\ Y — (0) X ) 5D2+ D1 ) D™ + (T = )52 B()?Dy (5D + D1 ) Dio
(3.7)

+ 3ABIEDRO — L (N[(2T ~ )N,
where Bj(z) is defined in (2.22). Note that all terms in (3.7) except the last one are bounded
by a multiple of D;v(®) by Assumption 2.5 and Proposition 2.6. Therefore, we can choose
(3.8) Ny = CaD109 for some constant Cj.
Then the last term in (3.7) becomes

—Li N[ = t)Na] = = (2T — )Lt (N CaD10® + C4x D10 = €4 D10

as LN\ D1v® = D1 £, ,(M\)v® = 0. Thus, the choice (3.8) indeed does the job of making
(Ic) positive for sufficiently large C4.
We next derive the formula for F'. Identifying F' as the solution to I, — (I.) = 0, we have

L,F = —% (042 = X" = (6X%) + (6) X" @Dz + D1> Do

1 1
+ (T — t)pi(aXd, — B(2))B(2) Dy <2D2 + D1> D3O + Zp2(arby, — Bi(z))Div®)

1
2 2

— (2T — t)(\? — XQ) (;DQ + D1> CaD1w0),
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which yields a formula for F":
1 -2 1 (0)
F(t,z,y,z) = —3 (94 — A 95) §D2 + Dy | Div
1 2 1 2. (0)
+ §(T — t)plng(z)Dl §D2 + D1 Dl’U
1 1
(3.9) + 5;)%031)11”1;(0) — (2T — )0 <2D2 + Dl) CaD10 .
Here 03,04, and 65 solve the Poisson equations (2.22), (2.23), and (2.24), respectively. With
such choices of N4 and F, we are able to let I. = (I.) > 0.
Regarding the O(9) terms, with the choice of Np = CpD1v®, one deduces that
1) = L0 + pag(z)AD10 %Y + Np.
By the vega-gamma relations (2.16), Assumption 2.5, and Proposition 2.6, it suffices to choose

a large Np so that (Is) is strictly positive. For identifying G from 15— (I5) = 0 , we first write
down

- - (1
£,G = pag(A — N DOV — (2T — 1)(A\? — 22) <2D2 + D1> CpD1v©
and then obtain for G

1
(310) G(t,ﬂl‘,y, Z) = p2902(y7 Z)Dlv:gOJ) - (2T - t)@(y, Z) <2D2 + D1> CB-DIU(O)-

For terms of O(v/6), a similar derivation yields
Ng = C(;Dlv(o), for sufficiently large C¢,
and
H(t,z,y,2) = paghaDyvH0) — %eﬁplv“’) - %&ﬁ'(T — )RRy D10
- %(%(T — )M (Ry — 1) D10 ©® — plelé(T —1)2pa AN gDy (;D2 + D1> D3

_ 1
(3.11) — p1p20sg(T — )N D3v© — (2T — 1) <2D2 + D1> C.Dv ),

where 6, 67, and 0g solve the Poisson equations (2.25), (2.26), and (2.27), respectively.

The next step is to ensure that Q™ [V~] > 0, i.e., the higher-order terms in (3.6) are
indeed negligible and can be dominated by terms of O(e + ¢). By straightforward but te-
dious calculation, with Assumption 2.5, and Propositions 2.6 and 2.7 we can verify that all
terms higher than O(e 4+ §) can be bounded f(y, z,C;)D1v(?), where the function f(y, z, C;)
is bounded in (y, z) and linear in C; for i = A, B,C. This is because (F,G, H) contribute to
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higher-order terms, and their formulas contain linear functions in (Ca, Cp,C¢). On the other
hand, we have I. = (I.) > f(y, 2)D10® + C4D1v©), 15 = (Is) > f(y,2)D10® + CgDyv®
and I.5 = (I5) > f(y, 2) D10 + CoD1v®), which are the coefficients at order &, and /0.
The function f (y,z) is also bounded in (y,z) and may vary from case to case but is free of

(C4,Cp,Cc). More precisely, one has the following:

Q" V] = e(f(y, 2) + CaD10 ) + 6(F(y, 2) + CpDy1v®)
+ \/>(f(y7 Z) + CCDlU(O)) + Z 626jf(y7 Z, C’i)Dlv(O)~
i+j>1

Therefore, one can first choose ¢ < ¢’ and § < ¢’ such that the coefficients of C; are positive;
then for C; > C/, i = A, B, C, Q“(O) [V~] is always nonnegative.

We now take care of (R2-2) . With our choice of N; = C; D10 for i = A, B, C and choice
of (F,G,H) (cf. (3.9), (3.10), (3.11)), we observe that terms in V, 7(®g = AD;V~ are all of
the form h(y, z)Dv(®), with D being the following operators:

Dy, D3, D%, DyDyD?, D}, D1 DyDy, D3DyD?, D3, Dy RR. D1, D1(R, — 1)Dy, D30,, D30, D3.

Under model assumptions, and with Propositions 2.6 and 2.7 we deduce that h(y, z) is always
bounded and Dv(® can be bounded by a multiple of D;v(®). Therefore, for

fg V., 7o dW; being a martingale, we essentially require that fot D1v(© dW; is square in-
tegrable, which is fulfilled by Lemma 3.1 and (2.21). Repeating this argument with similar
calculations for fg Vy_%a dW}Y and fot V. \V/6gdW#, we claim such choices of N; = C;D1v(®)
and (F,G, H) satisfy (R2).

3.1.2. The requirement (R1): U(x) > V (T, z,y,z). With our choices of N; =
C;D1v® and (F,G,H), (R1) essentially requires

U(x) >U(x) + ew(20) (T,z,y,2) + £3/2(3:0) (T,z,y,z) —T(eNgs+ N + \/5>5Nc)(T, x,z)
— 52F(T, x,Y,2) — 63/2\/5H(T, z,y,z) —edG(T,x,y, z),

which reads as

(3.12)
0>¢ <—;9D1v(0)> + &% 2%;)1911)%@(0) — T(eCaD10 4 6C D10 + VesCo D)

— 52 <—;(94 — X2(95) (;DQ + D1> Dlv(o) + %p%ﬁgD:{’y( ) TO < Dy + D1> CAD1U(0)>
1 1
— 63/2\/5 <p2992D1U§1’0) — 596D1U(0) - T6 <2D2 + D1> Cch’U(O)>

1
—&d <p2992D1U§0’1) -T0 (2D2 + D1> CBD1U(0)> .
Since all 8; and g are bounded functions and with Proposition 2.6, we can again first choose

e <&” and § < ¢” such that the coefficients of C; are negative; then for C; > C/, i = A, B,C
the above inequality holds.
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Finally, combining the two upper bounded for (g,0) and for C;, we conclude that the
requirements (R1)—-(R2) are fulfilled for ¢ <&’ Ae”, § < ' A" and for C; > C/ v CY.

Remark 3.2. Observing that, under our choices of N; and (F,G, H), terms with nonzero
terminal values in V= are either O(e) or o(e), one could have chosen (21 —t) for N4, and
(T —t) for (Np, N¢) in the definition (2.11) of V—. This would eliminate the Cg and C¢
terms in (3.12), while the conclusion still holds.

3.2. Supersolution. Similar to the derivation in section 3.1, we shall first take care of
(R4). This will allow us to derive the form of N; in V' which are also given by

(3.13) N; = ;D109 = A, B,C.
With such forms, the requirement (R5) is shown as a consequence of Definition 2.4, and (R3)
will be satisfied with sufficient large choices of C; and sufficiently small (g, d).

3.2.1. The existence and nonpositivity of Q[V ] (R4). Recall the definition of Q™ in
(2.7), the first order condition gives an optimizer of Q™[V ], which we denote by 7*:

o A(l', y)vx+ + %pla(y)vxy/ + \/SPQQ(Z)V;;
O—(xay)vil‘—;‘ .

The requirement (R4) is equivalent to for all (¢, z,y, z) and sufficiently small (g, ¢) that
(Ra-1) Q7 [V < 0; A
(R4-2) V,t <0, so that 7* is a maximizer and Q[V 1] := sup, Q" [V ] = Q™ [V T].
To this end, let 7 = 7* in the operator Q™, and apply it to VT (cf. (3.1)):
Q™ V7]
=Vt + £, (w?? + ewBO) 4 Vw4 cF + 6G 4 VedH)
+ \/SMyz (\@w(z’o) + ew®0) 4 Vedw@V + S32F 4 o/6H + \/556’) +6L, VT

(3.14) — W [Avéo) + \@(/\vél’o) + plango)) + \/5()\1)9(60’1) + pggvég))
Vzx
(3.15) +5(A2T = t)(NB)a + p2gvi2Y) + (A w®Y + (2T — t)Na)s + prawls?)
2
(3.16) + Ved(M2T — t)(Ne )z + prawV + pogolbV) + h.o.t.]
(1,0) (0,1) (2,0) _ 1,0\ 2
Vxx Vxx (U} + (2T t)NA):m: Uz
N R g\
1)\ 2 1,0) (0,1)
(2T - t) (NB)[L'x Ua(n(il) (2T — t)(NC)a:x 21}&17 (%
(3.18) —6 - —Ves -
) o9 o) (0i9)?
(3.19) + 63/2R1(t, x,Y,2) + 6\/3732(75, z,y,2) + VEOR3(t, x,y, 2) + 53/2R4(t, x,vy, z)]
(3.20)  =el. + 85 + Vebls + heot.,
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where (I, Is,1.5) are given by

(1,0) 2
1 T
I. = L,F + Et,z(/\)(w(Q’O) + (2T —t)Ny) — O] (Aug(co)v = Aot pmw%o))
Vxx Vxx
(3,0)

+ pla)\Dlwy ,

(0,1) 2
1 (o
I = £,G+ LT~ ONp) ~ (Avg@ Y pwv;g))
Vzx Vzx

+ pagAD1v Y + £.00)
Ls = LyH + L12(A) (2T — t)Ne) + Myw®9 + pradDyw(Y + pagADyol?

1 0V (1,0) (2,0) o)V (0,1) 0)
-0 Avy, NS Avg ™ = prawgy Av,, NN Avy " — paguyy |-

Vzx Vax Vzx

As in the subsolution case, we first show that with the choice (3.13), (I;) , (Is), and (I_s) can be
strictly negative. Then by letting (F, G, H) be the solution of (I, Is, I.5)—((L¢) , (Is) , (Iss)) = 0,
we have terms at O(e+9) are strictly negative. The computation and reasoning are very similar
to the subsolution case; thus we omit it here and summarize the results.

Regarding O(e) terms, one has

(Ie) = —Na + <£t7$()\)w(2’0)> + <,01a)\D1w§3)>

1 (s H(10) 2 L (10)
—— A vg(ﬁo)%—vél’o) +mB(z) | v z(gi)) — o0 ) (D),

2'1);02 Vg Vax
L o202y 1D, 12 ).
+ 4/)1 <a > [( 1v )1’] )

F(txz,y,z)

1 1 1
— 5T = 0680 B)D1 (5024 D1 ) DR = L pa(y 2Dl
1 — 1
+ 50402) = X65(.2) (3D + D1 ) Dl

— (2T — t)0(y, 2) (;D2 + Dl) CaD 0

1 0 v&’o) 1,0 i 0 Ur(t}c’o) 1,0 0
5 [ 0, 2) (0O — 0O )t by, 2) 0O — 01O | (D),
V04 Vex Uz

¥ ip%eg<y,z>[<0w<0>>m12>,

where 0y (y, z) solves the Poisson equation (2.28).
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For terms of O(¢), we have

(Is) = Ezv(o) + pgg(z)/)\\Dlvgo’l) — Np

1 2 ng(c(g)él) 0,1 i N ova(c%l) 0,1 0 2 21 (0)12
i (X (MO a0 ) g (w0000 )0 4 22l |

(
U4 (o Vzz

G(t,z,y,2)

1
= —pagha(y, 2) D1v"Y — (2T — 1)6(y, 2) (2172 + D1> CpDyo¥

1 0 vg(c?gl) o 2 . v;(c%l) o .
+ 72 ©) 0(y, 2) vé) o vg(ﬁ DN - 2p2902(y, z) Ua(c )W _ U{g 1) U;S;Z)

Vzz Uz Vzz

Regarding O(v/€d) terms, we deduce

<I€6> = <Myzw(2’0)> + p1 <a)\D1w3(/2’1)> + ng(z)/)\\Dlvglvo) _ NC

Ly (0)1)%0) (1,0) (@“ggl) (0,1) 2 (o)véi’o) (1,0) | (0
_@ A (% Ua(gs) — Uy’ Uy ,U‘S:)E) — U, —pQg)\ (O vg)f) — v, Uy

(0,1)

1 1 v 1

_ - (0)Zzx___ (0,1) 0y _ = (0) (0)

vg(gc) <2P1B(z) <vm vg@) vg(c > (D10, 5P1P29 (0y) vy, (D )x> ,

with the first two terms calculated as
1
(Myew®) = —=pig ((a8yz) Do + (a8,) (D))
1 —~— 1
<a)\D1w(2’1)> = —5 (T = 20 B(x)AWg(:) Dy <2D2 + Dl) D%©
— pa (aMay) g(2)(T — t)AN D3,

Then the function H(¢, z,y, z) is identified as

1 1
H= —§P19910(y7 2)D10® 4 5/}19911(% 2) (Do),

1 ~ 1
+ o1 (T = 0Pt (0.3 (D1 ( 3D2+ D1 ) D300 = pag(2)0a(y. ) Dot

_ 1
+ p1p20s(y, 2)g(2) (T — t))\A/D?U(O) — (2T - t)0(y, ) <2D2 + D1> Co Do

1 OV 10 O o
W Q(y, Z) Uy (0) — Uy ’ Uy (0) — Uy ’
Vxz (e Vzz

_l’_
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(1,0)
— p2902(y, 2) <U§:O)% - US’O)> Ué%)

Vxx

O.1)
1 1 Vzz 1
O <2'0101(y’z) (”;0) © Ua(co’l)> (D10 )z = 5 p1p2907(y, Z)Ug(c(,)z)(Dl’U(o)):v> :

T Vxx 2

where 019 and 617 solve the Poisson equations (2.29), and (2.30), respectively.

Next, we show that all high-order terms in (3.20) can be eliminated by the strictly negative
terms el + 0I5 + Vedl.s at order € + & by increasing Nj; thus (R4-1) is fulfilled. To proceed
further, we need the following lemmas, which are obtained by lengthy but straightforward
calculations and thus are omitted.

Lemma 3.3. Under standing assumptions, we have the following estimates:

(Dv D)y < fly, 200, (D), < f(y, 2)0l,

T xT

where f(y, z) is a bounded function, and D takes the following operators:
D1, D3, D}, D}, DoD1, Do D%, D1 Dy D3

Lemma 3.4. Under standing assumptions, we have the following estimates (with bounded

f(y,2)):

Lemma 3.5. Under standing assumptions, we have the following estimates (with bounded

fy,2)):

Fy < fly, 20, Gy < fy, )0, and Hy < f(y, 2)0l0,
Fuw < f(y,2)09,  Guw < fly,2)0D,  and Hyy < f(y, 2)0l2).

T

Following Lemmas 3.3-3.5 and Propositions 2.6-2.7, the terms in (3.14)—(3.16) are
bounded by a multiple of véo), and terms in (3.17)—(3.18) are bounded by constants, both
depending linearly in C;. Terms in (3.19) are bounded in (¢,x,y,2) for any ¢ < &', § < ¢’
and C; > C{, due to the boundedness of vg(cigj ) /vg(c(;)g), w(®) /vg(f;), etc., and the asymptotically
behavior O(1/C;) as C; — o0, i = A, B,C. Other terms in (3.20) involving 0y, My, and L,
can be are verified by direct differentiations. To summarize, all terms higher than O(e + ¢)
in Q™ [V *] are bounded by functions of the form 67 f(y, z) D1v("), where o + 3 > 3/2, and
f(y, z) is bounded in (y, z) and at most linearly growth in C;. Thus, one can first choose small
e <&’ and § < 6" so that the coefficient in front of C; are negative; then by letting C; > C7,
we will have Q™ [V*+] < 0.
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Lastly, we show (R4-2), that is, V!, < 0. Observing that

(3.21)
(1,0) (0,1) (2,0) (3,0) (2,1)
+ _ (0 Vzx Vzx Wy 3/2 Wax Wy QF:L":E
e Rl R R SO R

v esGon o5 | op (s(NA)m+5<NB>M+\/?5<NC)M> )

v v vl

and we recall that vg(c? < 0 by the concavity of classic Merton problem. As a consequence of

Lemmas 3.3-3.5, all ratios in (3.21) are bounded in (y, z). Therefore, for given C;, i = A, B, C,
one can choose sufficiently small e < ¢ and § < §" such that the sum in the parentheses
stays positive, and consequently VI < 0 for all (¢,z,y, 2).

Now by first taking C; = max{C/,C/} + 1, then by determining £” and ¢", and finally
taking e < min{e’,e”, "}, § < min{d’,d”,6"}, (R4) is fulfilled.

3.2.2. The requirement (R3): U(z) < VT (T, z,y, z). The argument here is parallel
to section 3.1.2. So one can first choose € < ¢”” and ¢ < §"” and then C; > C}” so that (R3)
holds.

Therefore, to let both (R3) and (R4) hold, we need first take C; = max{C},C/,C!"} + 1,
then determine £” and ¢" so that (3.21) is negative, and finally take ¢ < min{e’, ", &"” "},

§ < min{d’,0”,8",8""}.
3.2.3. The martingality of It6 integral terms (R5). Following Lemma 3.3-3.5, all func-
tions vg’]), wg(cw), (Na,Np,N¢)g, and (F,G, H), are bounded by f(y, z)vg(co), where f(y, z) is

a bounded function in (y, z). Therefore, for a given 7, the first It6 integral is a true martingale
if

T 2
E/ (w(t,Xt”,Yt,Zt)a(Yt,Zt)véo)(t7Xf,}Q,Zt)) dt < oo,
0

which is automatically satisfied by any admissible control 7 by (2.20) (cf. Definition 2.4).
For the rest two to be true martingales, we need

T 2
E/ (Dlv@)(t,ng,n?Zt)) dt < oo,
0

which is part of the definition of admissibility (2.21). Therefore, we obtain the desired result.

4. Conclusion. This paper provides the accuracy analysis of asymptotics for the portfolio
optimization problem with general utility functions and two (fast and slow) stochastic factors.
This sets up the theoretical foundation of using asymptotic expansion to derive approximations
for value functions and optimal strategies in the regime where these factors are running on
both slow and fast timescales. Specifically, we construct the sub- and supersolutions to the
fully nonlinear problem so that their difference is at the desired level of accuracy. In the present
context, the fast varying factor requires a careful treatment of the singular perturbation for a
fully nonlinear equation. Moreover, the proofs presented here can be adapted to justify other
derivations of accuracy in various contexts as in [7] for instance.
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