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ABSTRACT

In collaboration with the Center for Microbiome Analysis through
Island Knowledge and Investigations (C-MAIKI), the Hawaii EP-
SCoR Ike Wai project and the Hawaii Data Science Institute, a
new science gateway, the C-MAIKI gateway, was developed to
support modern, interoperable and scalable microbiome data anal-
ysis. This gateway provides a web-based interface for accessing
high-performance computing resources and storage to enable and
support reproducible microbiome data analysis. The C-MAIKI gate-
way is accelerating the analysis of microbiome data for Hawaii
through ease of use and centralized infrastructure.
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1 INTRODUCTION

The Microbiome is composed of microbes which include bacteria,
fungi and viruses and are an integral part of the biosphere. Microbes
are relied on by animals and plants extensively for carrying out
many critical processes that span fighting off disease to sustaining
the air we breathe and the water we drink. In fact, microbes occupy
almost every surface of the human body and are the most abun-
dant organisms on Earth, with a diversity estimated at close to 1
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trillion species [17]. While the last decade has produced a surge
in microbiome research, the field is still considered in its infancy.
This research commonly produces large datasets from next gen-
eration sequencing of microbiomes which can be challenging to
manage. The analysis of these datasets often requires advanced
computational tools and workflows in addition to familiarity with
the complex cyberinfrastructures required to run the analyses at
scale.

Currently there are a number of tools and pipelines for analyzing
the most widespread and fundamental types of microbiome data
which includes taxonomic abundance profiles from high through-
put DNA amplicon sequencing (e.g. amplicon surveys of marker
genes such as 16S, ITS or CO1). Notable among these tools are
Mothur[20], QIIME2[7] metaAMP[12], VSEARCH/USEARCH][19]
and DADA2[10]. These tools provide an extensive ecosystem of sub-
programs to carry out the vast majority of the steps involved in the
analysis of microbiome marker data. Often, rather than selecting a
single one of these tools or pipelines, experienced researcher will
implement a customized workflows choosing subprograms from
each of these ecosystems to fit their exact needs. Unfortunately, the
lack of smooth interoperability across these ecosystems can make
designing and implementing these hybrid pipelines difficult due
to connecting inputs and outputs of subprograms that may be in
custom or differing formats. Further, extensive dependencies associ-
ated with such pipelines render their deployment time-consuming
for experts and impossible for novices, particularly when deploying
to new computational environments. Similarly, updating pipelines
to account for new subprograms often involves writing new code or
scripts, making them challenging to maintain and update. With the
increasing popularity of microbiome research coupled and a flood
of new bioinformatics, computational tools and the rapid increases
in data volume accompanying new sequencing technology, there is
a large need for cyberinfrastructure solutions to enhance usability,
interoperability and scalability for microbiome analysis.

To overcome some of these challenges a collaboration between
the Center for Microbiome Analysis through Island Knowledge
and Investigations (C-MAIKI), the Hawaii EPSCoR Ike Wai project
and the Hawaii Data Science Institute developed a set of pipelines
- MetaFlow|mics[2] - for automating the processing of micro-
biome data. This suite of tools, although relatively straightfor-
ward to use, still requires knowledge of the underlying compu-
tational resource to deploy and experience with command line
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tools which can be obstacles towards adoption. In order to pro-
mote MetaFlow|mics adoption, enhance usability and simplify the
overall workflow we developed and deployed the C-MAIKI Science
Gateway (https://cmaiki.its.hawaii.edu].

The C-MAIKI gateway provides a web-based interface for ac-
cessing advanced high-performance computing resources and stor-
age to support and accelerate microbiome research. By leverag-
ing the Tapis framework, this gateway makes microbial sequence
analysis workflows and data easier to access, launch, track, man-
age and reproduce through a user-friendly web-accessible inter-
face. The extendable application interface currently supports the
MetaFlow|mics pipeline analyses and provides the tracking of all
input/output data and analysis parameters to provide notifications
and provenance information for every analysis run.

In this paper we will describe the C-MAIKI gateway features,
implementation, user interfaces and future opportunities.

2 BACKGROUND

2.1 Science Gateways

Science gateways, virtual laboratories and virtual research environ-
ments are all terms used to refer to community-developed digital
environments that are designed to meet a set of needs for a re-
search community[22][4]. These Science gateways are frequently
implemented as Web and mobile applications, providing access to
community resources such as software, data, collaboration tools, in-
strumentation, and high-performance/cloud computing[16]. These
research environments are enabling significant contributions to
many research domains, facilitating more efficient, open, repro-
ducible research in ways that accelerate science.

2.2 Tapis

Tapis is an open source, NSF funded Application Program Interface
(API) platform for distributed computation. It provides production-
grade capabilities to enable researchers to 1) securely execute work-
flows that span geographically distributed providers, 2) store and
retrieve streaming/sensor data for real-time and batch job process-
ing with support for temporal and spatial indexes and queries, 3)
leverage containerized codes to enable portability, and reduce the
overall time-to-solution by utilizing data locality and other “smart
scheduling” techniques, 4) improve repeatability and reproducibil-
ity of computations with history and provenance tracking built into
the API and 5) manage access to data and results through a fine-
grained permissions model, so that digital assets can be securely
shared with colleagues or the community at large. Researchers and
applications are able to interact with Tapis by making authenticated
HTTP requests to Tapis’s public endpoints. In response to requests,
Tapis’s network of microservices interact with a vast array of phys-
ical resources on behalf of users including high performance and
high throughput computing clusters file servers and other storage
systems, databases, bare metal, and virtual servers. Tapis aims to
be the underlying cyberinfrastructure for a diverse set of research
projects: from large scale science gateways built to serve entire
communities, to smaller projects and individual labs wanting to
automate one or more components of their process.

Tapis can be leveraged as a hosted solution or distributed be-
tween various institutions. Tapis is multi-tenant, meaning that there
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can be a number of organizations (i.e. a grouping of users, such
as an institution, lab or project) using the same set of Tapis API
services but persisting data in logically separate, secure, names-
pace. The central hosted instance is currently hosted by the Texas
Advanced Computing Center (TACC) at the University of Texas at
Austin. Other institutions, such as the University of Hawaii (UH),
have a hybrid deployment with subsets of Tapis API services de-
ployed locally while leveraging others hosted at TACC. The UH
Tapis instance is what the C-MAIKI gateway leverages for backend
API services.

2.3 MetaFlow|mics

MetaFlow|mics is a collection of three pipelines that address analy-
sis for some of the most popular metagenomic marker-genes (Fig-
ure 1). The first pipeline is a “demultiplexing” tool that assigns
sequences to their corresponding samples in pooled-sample se-
quencing runs based on oligonucleotide indexes [14][15][8][21][9].
The second and third are end-to-end analysis pipelines specifically
designed for bacterial(16s) and fungal (ITS) marker gene amplicon
metagenomics, respectively. Both of these pipelines include the
most common analysis steps:

(1) Applying quality control filters, instrument “denoising”
algorithms[10][18] and assemble paired-end reads into con-
tiguous sequences.

(2) Identifying and purging rare, contaminated and/or chimeric
sequences.

(3) Clustering the final sequences based on their sequence simi-
larity to define Operational Taxonomic Units (OTUs), which
are proxies for microbial species or strain.

(4) Annotating OTUs with their respective taxonomic lineage.

(5) Computing various ecological and evolutionary metrics,
such as alpha and beta diversity and phylogenetic related-
ness.

All of these steps are implemented using R, python, or a dedicated
compiled algorithm (e.g. VSEARCH or Mothur).

3 USAGE AND IMPACT

To date the C-MAIKI gateway has enabled more than 44 researchers,
graduates and undergraduates to run over 1,250 pipeline jobs which
breaks out into more than 805,000 parallel sub-jobs. These com-
putational jobs have enabled users to access more than 150,000
CPU hours and process more than 6 TB of data. If these sub-jobs
would have run sequentially it would have taken close to 17 years
to process the data up to this point.

4 IMPLEMENTATION AND FEATURES

The C-MAIKI gateway was designed and implemented with the
objectives of promoting the adoption of MetaFlow|mics, facilitating
analysis of microbiome data and maximizing usability.

4.1 Authentication and Authorization

To support authentication the C-MAIKI gateway integrates the
Tapis identity services with the UH LDAP service for enabling UH
credential usage and leverages the UH affiliate account provisioning
process for external collaborators in addition to a gateway LDAP
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Figure 1: Diagram of the C-MAIKI gateway and how Tapis(orange arrows) connects the user interface, storage, compute and
the MetaFlow|mics software pipelines (Demultiplexing pipeline, 16S pipeline, and ITS pipeline). Globus (blue) also provide a

second interface for storage access.

for accounts that fall outside those user, such as third party appli-
cation accounts and service accounts. The usage of Tapis allows
the gateway to support OAuth flows but primarily relies on the
password flow where a token and refresh token are generated for a
set length of validity (typically four hours). Authorization is pro-
vided by Tapis Tokens API and data and metadata authorization
is handled by the Tapis APIs which allow Access Control Levels
(ACLs) on individual files and metadata objects in addition to the
gateway storage and compute resources.

4.2 User Interface

The user interface has been separated from the backend imple-
mentation by leveraging Tapis as the middleware to power the
backend services (Figure 2). This separation allows continued up-
date/maintenance of the backend by a wider development commu-
nity, the Tapis community, and the UI to be focused towards the
microbiome community in the C-MAIKI gateway.

To provide cross-platform usability, the C-MAIKI gateway user
interface (UI) must function across desktop web environments and
mobile devices, especially for the wider community. The UI for
the gateway is a fully responsive, mobile friendly javascript web
application. The gateway Ul is a based on Agave ToGo[13] and has
been customized to match the needs and workflows of the C-MAIKI
project. The design utilizes an "admin dashboard" theme featuring
a collapsible primary navigation menu pinned to the left of the
screen with content appearing in the main panel. A static header
displays session length and the logout button in the upper right
corner (Figure 2).

The user interface application is hosted on a linux (Centos7)
virtual machine with 4GB of memory and 4 cores. The application

is served by the Apache webserver and uses LetsEncrypt Secure
Sockets Layer (SSL) certifications to insure traffic is encrypted.

Dashboard

C-MAIKI Gateway

Figure 2: C-MAIKI gateway dashboard view that provides
user the latest activity happening in the gateway and quick
access to their recent jobs and statues.

4.3 Data Management and Transfer

The gateway allows users to manage data in a shared storage re-
source. The data interface appears as a navigable directory structure
allowing users to organize (create, delete and move) folders, and
navigate the directory structure (Figure 3). Within the folders a
user can upload, download, copy, move and rename files and, for
supported formats such as images, txt and pdf, even preview file
contents. In addition to the C-MAIKI UI for managing data, the
gateway is also integrated with the Globus[1] data transfer service
to allow simple, and robust transfers of the large datasets common
in microbiome research to and from personal computers and lab
servers.
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Figure 3: C-MAIKI gateway file browser that allows users to access and manage their data.

4.4 Sharing And Collaborative Capabilities

For data produced by the C-MAIKI project, data sharing and dissem-
ination is an important feature. The gateway UI allows researchers
and their collaborators to actively share files with their immediate
research teams through the "Data" storage interface. This supports
download for account users as well as the generation of limited
use download links for external collaborators that expire after a set
amount of time or number of uses.

4.5 Scalability

Within the MetaFlow|mics pipeline, many of the modules used
process each sample independently, making paralleization ideal, es-
pecially when analyzing thousands of samples. MetaFlow|mics’ use
of Netxtflow streamlines parallelization by automatically transfer-
ring data between allocated machines, running independent tasks
in parallel (or linearly if resources are limited) and collecting re-
sults. In the gateway, MetaFlow|mics is configured to leverage the
university of Hawaii’s Mana High Performance Computing (HPC)
cluster currently but could be configured to facilitate deployment
on other HPC (SLURM, SGE) and cloud environments (e.g. Google
Cloud). In the gateway the selection of required resources, such as
queue/partition names can be specified by the user during execution
of the pipeline or assigned automatically simplifying the interface
for novices. During execution, MetaFlow|mics is configured to auto-
matically parallelize samples by submitting each individual sample
processing workflow as a job to the SLURM scheduler, allowing
them to run in parallel as resources are available on the system.
These processes are then managed by the main MetaFlow|mics
process allowing for the C-MAIKI gateway submitted pipelines to
run in a hybrid HPC and high throughput manner by submitting
to shared and pre-emptable resources to complete job execution
in a shorter timeframe. Further, MetaFlow|mics is able to resubmit
failed processes and request additional resources from the scheduler.
For example, if a process exceeds its wall time or uses too much

memory, it will be re-submitted with larger wall time or memory
requirements, resuming its computation where it was interrupted.

4.6 Application and Job Management

The C-MAIKI gateway infrastructure currently supports compu-
tations on the University of Hawaii High Performance Compute
(HPC) cluster. Tapis is responsible for handling incoming job re-
quests for the user and then staging the data and submitting the
MetaFlow|mics pipeline jobs to the HPC scheduler. Each pipeline
application is defined using the Nextflow workflow manager [11]
that handles all communication with the underlying operating sys-
tem and ensures reproducibility and traceability of the runs while
streamlining resource management and parallelization[2]. The user
interface allows researchers to launch the applications and manage
the computational jobs from the gateway web interface (Figure 4).
The job submission form displays not just fields for parameters and
input files but explanations of the parameters and reasonable de-
fault values when applicable (Figure 5). This makes MetaFlow|mics
pipeline executions simpler for novice users to understand. Users
receive notification in the gateway and by email about job status,
particularly when they start, complete or fail. Additionally, the
traditional workflow of staging, movement, and archiving of soft-
ware and data to the compute and storage resources is completely
managed by Tapis, making application execution fire and forget for
the researchers using the gateway.

Job management (Figure 4) provides the status of all current and
completed jobs with access to provenance metadata about the job
including inputs, outputs, systems, etc. Given these details, a job
could be re-run or reproduced by simply re-using its metadata and
input files.

5 REPRODUCIBILITY

In a 2016 study [3], 90% of the 1,576 researchers surveyed agreed
that reproducibility is an issue in research. Lack of reproducibility
is often due to insufficient or unclear method description [5] but
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can also stem from the version of the Operating System or software
in use [6]. Reproducibility is tackled on two fronts by the C-MAIKI
gateway. First, MetaFlow|mics addresses reproducibility in general
across environments (OS, architecture, program versions, etc.) in
particular by leveraging containerized computing: Details of the
computing environment required to run each of the pipelines is
described in Dockerfiles that bundle all necessary deployment in-
formation, such as operating system type and version and software
versions; the docker files are then used to faithfully reproduce any
environment as a standalone container. For backward compatibility
considerations, previous pipeline versions can be accessed on Dock-
erhub and the source on GitHub, providing the user with a way
to switch to previous run settings if needed. Second, the gateway
tracks provenance and provides the metadata on all parameters and
inputs for a given computational workflow execution, linking to
all the input and output data in the central project repository. The
provenance information is stored in the Tapis Job metadata service
to ensure reproducibility of the runs and can be accessed via the
user interface or the APL

5.1 Provenance

The gateway provides provenance of all application executions by
tracking the pipeline parameters, input files, outputs and logs. The
gateway stores the metadata about each application execution in
the Tapis MongoDB store automatically at the submission of the job
and updates through the completion of the execution and archiving
of the outputs. In addition, the gateway adds metadata about the
application along with the application version and deployment
location so in the future it could be re-used to reproduce results as
newer software versions are deployed to the gateway this is crucial
for ensuring reproducible future runs with the correct software.
Lastly, the gateway also tracks the execution start and end times
along with the execution resource used, which can be useful if
specific hardware configurations or troubleshooting is necessary
for an experiment.

6 FUTURE WORK

Future work will include adding additional configurations for
XSEDE resources to enable easier deployment of the pipelines to

some of these systems. Further, the integration with Jetstream’s
OpenStack API and commercial cloud offerings for accessing on-
demand cloud resources will be pursued. Additionally, the User
Inteface is in the process of being updated to React]S to leverage
the tapis-ui project (https://github.com/tapis-project/tapis-ui) for a
more modern and continually supported user interface implemen-
tation.

7 CONCLUSION

The key contributions of this paper are the description of the C-
MAIKI gateway’s feature and functionality as a purpose-specific
science gateway to support microbiome research. The C-MAIKI
gateway provides a modern, easy to use interface that enables the
usage of advanced analytical pipelines for processing microbiome
data with best practices and state-of-the-art cyberinfrastructure
standards to provide simple automated data and analysis manage-
ment that accelerates science.

8 SOFTWARE AVAILABILITY

The source code for the C-MAIKI gateway is available on Github
at https://github.com/UH-CI/cmaiki-gateway and code for the
MetaFlow|mics pipeline is available on GitHub at https://github.
com/hawaiidatascience/metaflowmics with the documentation
compiled and deposited on ReadTheDocs at https://metagenomics-
pipelines.readthedocs.io/en/latest/
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