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ABSTRACT

Advanced manufacturing techniques, such as additive manufacturing,
enable the design of increasingly complex components for a wide
range of industrial applications. However, this complexity makes
qualification of the parts, determining whether a part is within some
margin of error from the initial design, difficult. To inspect and
qualify complex internal geometries that are not accessible with an
external probe, parts are typically scanned with computed tomog-
raphy (CT), and manually compared to the computer-aided design
(CAD) model using visual inspections. Matching the CAD model to
the 3D reconstructed object is challenging in a traditional desktop
environment due to the lack of depth perception and 3D interaction.
An additional challenge comes from the geometric complexity of
CAD meshes and large-scale CT scans. We present a virtual real-
ity (VR) system for manual qualification, providing a novel defect
visualization method. First, we describe a semiautomatic CAD-
to-Scan Registration approach in VR using a finite element mesh.
Second, we introduce the Defect Box, which enables full-resolution
inspection for massive scans and CAD-CT comparison of local de-
fect regions. Finally, our system includes intuitive 3D Metrology
methods that enable natural interactions for the measurement of
features and defects in VR. We demonstrate our approach on both
real and synthetic data and discuss feedback from four expert users
in nondestructive qualification.

Index Terms: Human-centered computing— Visualization—
Visualization systems and tools; Human-centered computing—
Visualization—Visualization application domains—Scientific visu-
alization; Human-centered computing—Visualization—Empirical
studies in visualization

1 INTRODUCTION

3D printing and similar techniques are revolutionizing manufactur-
ing. These so-called additive manufacturing techniques can create
intricate truss structures, internal density gradients, and a host of
other complex features that are difficult and often impossible to
produce with traditional approaches [32]. However, additive manu-
facturing involves nascent technology that can result in unexpected
defects [31], such as internal voids, broken or missing features, or
superfluous material, all of which can significantly impact the perfor-
mance of the resulting part. Consequently, verifying that a given part
meets its specification is crucial to both improve the manufacturing
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process and confidently use the resulting components. In traditional
manufacturing, this verification step can be performed through high-
resolution surface scans or by using high-precision physical probes.
Unfortunately, these techniques cannot assess complex, internal fea-
tures and thus are of limited use for many additively manufactured
parts. Furthermore, the large variability between prints and the high
cost in both time and money to print a novel part make destruc-
tive evaluation unattractive. Instead, the field is moving toward
computer-supported inspection in which high-resolution computed
tomography (CT) scans (or other modalities such as neutron scans
or ultrasound) are used to assess the quality of a given build.

Although conceptually simple and powerful, virtual inspections
are creating their own challenges. First, the scans are often large,
with modern scanners producing volumes in excess of 4K voxels
and over 200 GB for a single measurement modality. Furthermore,
these scans are processed on a workstation because the target au-
dience has limited access and no practical experience with parallel
computing and the corresponding tools. Second, the scanning and
reconstruction process introduces its own artifacts, especially in
dense metal objects, creating volumes that are difficult to segment
automatically. Notably, there can exist significant local and global
drifts in value making a global isosurface an unsuitable representa-
tion of the boundary surface of the object [19]. Other artifacts, such
as streaks, further complicate the surface extraction. Finally, at the
cutting edge of additive manufacturing of interest to our collabo-
rators, components are often individually designed and printed in
very limited numbers or are even unique, rendering the development
of a specialized, automatic inspection pipeline impractical. Instead,
much of the current inspection process is performed manually, with
scientists visualizing a given scan to check for defects, and if nec-
essary, developing custom analysis routines to quantify features of
interest. This process is not only time-consuming and error prone,
but it is also rapidly reaching practical limits because the sheer data
sizes are overwhelming existing tools, and the complexity of parts
defies manual inspection using traditional desktop applications. For
example, performing measurements of struts in truss structures is
difficult because these struts may not lie on axis-aligned planes. Mea-
suring the width of these struts would require the placement on an
non-axis-aligned plane. In virtual reality (VR), taking measurements
in arbitrary orientations is natural [13, 16,23].

We present a virtual-reality-based system that significantly sim-
plifies the overall process by providing an intuitive approach to
directly compare the computed-aided design (CAD) model of the as-
designed part with the CT scan of the corresponding physical object.
Using natural gestures and interaction patterns, our CAD-to-Scan
Registration enables a fast manual alignment of the CAD model
with an isosurface-based representation. This initial alignment can
be further improved by offline registration tools. Subsequently, we
propose a Defect Box visualization approach that allows detailed
examination of defects using a combination of slicing and local
surface rendering techniques to help users explore differences be-
tween the as-designed and as-built part. Exploiting progressive,
multiresolution data layouts [35], the system can natively handle
even the largest scans. This multiresolution data layout was used,
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for example, to analyze the results of a large-scale climate simula-
tion [7]. The immersive visualization and interaction makes taking
measurements for 3D Metrology applications straightforward. Based
on expert feedback, the immersive 3D rendering and interaction is
more effective than the traditional screen and mouse approach of
existing tools. We present the following contributions:

* A problem characterization of the virtual analysis and mea-
surement of large-scale CT scans and CAD models from the
perspective of visualization.

* A VR system for inspection of complex parts that includes a
novel CAD-to-Scan Registration and 3D Metrology approach.

A specialized local defect visualization method (Defect Box)
that incorporates familiar desktop-based inspection approaches
to a VR environment.

* A set of publicly available synthetic datasets with example
defects for validating automated defect detection and visual-
ization tools.

2 BACKGROUND

Fabrication of novel parts relies on the ability of experts to visually
inspect defects. The workflow begins with the creation of a CAD
model, which is then additively manufactured and scanned with a
high-resolution CT system. The resulting scan is a 3D reconstruction
of the CT data. Nondestructive evaluation is usually performed using
2D slices of the reconstructed 3D volume, whereas the CAD model
is used as a reference.

Generating the CAD model, essentially a high polygon count
triangle mesh, requires intricate understanding of the additive man-
ufacturing process and the purpose of the targeted physical object.
Tools, such as nTopology [1], help generate structures with the
desired physical properties, including manufacturability.

Additive manufacturing processes have enabled the creation of
metal components with highly complex internal geometries and
unique physical properties, such as high specific strength and stiff-
ness. Our collaborators often create lattice structures that are com-
posed of repeated unit cells. These structures have intricate details
and allow design freedom beyond the capabilities of solid materi-
als [32]. Due to the control of the physical properties and shapes,
these lattice structures have shown great potential in medical [43],
aviation, and aerospace [53] applications. The individual unit cells
of a lattice structure consist of struts that form different topologi-
cal arrangements, such as an octet (Fig. 1a), which is also used in
the datasets in this paper. Defects are often associated with added
or missing material on the struts [31]. Detecting and classifying
these defects is crucial; therefore, we modeled a set of example
defects for validation purposes (Fig. 1). Furthermore, we generated
the corresponding volumetric datasets using a physics-based CT
reconstruction tool [6].

The current analysis workflow relies on inspecting 2D slices,
which requires increased cognitive effort to mentally reconstruct
the 3D object. Furthermore, performing 3D measurements on axis-
aligned slices is even more challenging as features and defects are
usually not located on an axis-aligned slice. Another challenge
is imposed by the 2D desktop screen because viewing complex
structures is difficult due to inaccurate depth perception. Although
CAD-to-Scan Registration is crucial for defect analysis, the experts
face the problem of time-consuming interaction with 3D models.
Yet, understanding the deviations of the CT volume from the CAD
model is necessary for both qualification of the manufactured part
and developing and improving the manufacturing process itself.
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3 RELATED WORK

We discuss the applications of VR to scientific visualization and a
set of frameworks and systems to guide and simplify development
of such visualization tools.

3.1

Research studies have demonstrated that VR can increase productiv-
ity and lead to new insights, such as in neuroscience [4,37,41,47,49],
biology [10,36], visualization of trajectories [8,18], atomistic simula-
tions [39], radiology [44], surgical planning [40], or graph visualiza-
tion [17,25]. Additionally, the Cave Automatic Virtual Environment
(CAVE) [9] has been applied to visualize potential factory improve-
ments [51]. For example, the system was used to view the noise
levels in a factory or equipment changes at the human scale.

The 3D Visualizer [23] is one of the first VR visualization tools
that supports measuring distances and angles and marking regions
of interest. It is built using the Vrui toolkit for rapid VR application
development [22]. The system’s responsiveness is maintained by
performing only a part of the work each frame and incrementally
constructing the output, e.g., an isosurface, over multiple frames.
The isosurface algorithm proposed is progressive [50] and can be
seeded by pointing a controller at a function value, for example, on
aslice. This system supports a variety of devices, such as CAVE [9],
head-mounted displays, or the Virtual Workbench [12,34]. More-
over, the interactive tool for protein manipulation [24] has been
extended to the VR environment [21] using this framework, and an
informal study showed a decrease in the training required to use
this tool compared to its desktop counterpart because of the direct
manipulation of protein substructures in 3D space. We do not use
Vrui toolkit because it does not support large-scale datasets.

A virtual laboratory [13, 16] is a virtual environment where scien-
tists can inspect, measure, and analyze their datasets. The laboratory
was primarily designed to support inspection of scaffold structures
in tissue engineering. The preliminary versions of this laboratory
supported length and volume measurements and the ability to plot
these measurements as histograms. The exploration of the data
was enhanced by plane and box clipping tools. Traditional desktop
graphical user interfaces and selection modes were used to interact
with the measuring tools. Unfortunately, the supported datasets are
required to be polygonal meshes, and the tool is not designed to han-
dle large-scale volumetric datasets. More importantly, comparison,
deformation, and interaction with two different modalities (CT and
CAD) are not directly supported, and thus the tool is unsuitable for
qualification of manufactured parts.

Length, angle, and volume measurements are an important part
of surgical planning, and desktop tools were developed to perform
these measurements directly on a desktop screen using perspective
projection and 2D view [38]. Furthermore, if a dataset is already
segmented, automatic measurements of object’s extent can be calcu-
lated with principal component analysis. These desktop tools were
extended to a VR environment [40], resulting in reduced time needed
to perform volume measurements. The distance measurements took
approximately the same time as on a desktop; however, the VR
environment was preferred by most users.

Data visceralization [28] is a technique to use VR for conveying
physical phenomena, such as distance, speed, height, and scale, and
abstract concepts, such as national debt. In the data visceralization
user study, VR visualizations were preferred for observing physical
phenomena (speed and height) compared to the abstract concept of
money. Moreover, annotations were useful to augment the visual
information without distracting the users, and it may be preferable
to prepare a set of viewpoints to avoid a user missing an important
information. The results suggest the application of VR to metrology
may be preferable, and future examples of visual inspection reports
should save viewpoints at which the measurements were made.

VR Visualization Applications
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a) No defect. b) Bent strut. (c) Broken strut. d) Missing strut. e) Dross defect. (f) Thin strut.

Figure 1: We simulated an octet truss unit cell with five geometric defects. A physics-based CT reconstruction tool [6] was used to simulate these
synthetic scans. The material used is Ti-6Al-4V, and the datasets are 256° in size. All defects are manually introduced at the same location. During
analysis, these defects are of particular interest because they have an adverse effect on the overall strength and stiffness of the structure. Fig. 1a
shows an octet truss unit cell without any defects. The strut direction can potentially result in bending (Fig. 1b). The bending can be followed by a
fracture, resulting in a broken (Fig. 1c) or entirely missing (Fig. 1d) strut. Other discrepancies between the CAD model and the manufactured part
are a buildup of additional material, called a dross defect (Fig. 1e), or a lack of material, resulting in thin struts (Fig. 1f). The CAD models and the
corresponding volumes are available at https://data-science.llnl.gov/open-data-initiative.

3.2 VR Frameworks and Systems Inside this region, we load the selected subset of a dataset at full
resolution and render its isosurfaces.

A recent study [52] has compared room-scale overview+detail
paradigm with zooming in three tasks on 3D scatterplots: comparing
distances of close points, comparing distances of far points, and
comparing point cluster sizes. In contrast to this work, we know the
regions of interest and do not use overview to navigate the dataset.
We use overview (minimap) to select defects for detailed inspection
and to gain a high-level understanding of the defect locations.

The fidelity of isosurfaces in VR has been investigated [26] and
compared to volume rendering [27], suggesting that isosurfaces
generally benefit more from stereo viewing. However, isosurfaces
are often not suitable to capture global boundary surface in CT scans
because the function values vary due to high metal occlusion, drifts,
or streaks. Localized techniques can be used to extract an accurate
global surface [19]. We use small regions capturing defects where
the value drift is expected to be small, and isosurfaces, especially
with adjustable isovalues, are sufficient.

The immersive metrology framework [5] is an approach to develop
and evaluate immersive metrology tools. The framework consists of
five stages: literature review, assessment of current technology, iden-
tification of components of an interface, development of a prototype,
and, finally, analysis of the results. The authors of this framework
propose a pre-test to familiarize the participants with the technol-
ogy, and the main test to assemble a satellite module and verify
the correctness of the assembly by performing measurements. This
assembly would require prior experience, needs to be accurate, and
would replicate an industrial application. Unfortunately, no applica-
tions of this framework were presented in this study, and suitability
of this approach to our use case is unclear.

The traditional game engines, such as Unreal Engine or Unity3D,
support VR rendering. However, research is ongoing into designing
rapid prototyping environments specialized for visualization. For ex-
ample, scenery [15] is a framework for building data visualizations
in VR and CAVE systems utilizing the Java virtual machine, which
enables an easy integration with other popular tools written in Java,

such as the image processing software Fiji [42], at the cost of incom- 4 DOMAIN OBJECTIVES AND CHALLENGES

patibility with C++ libraries, e.g., MFEM [3], we use to represent The described work is part of a larger effort to improve the analysis
deformations. The framework supports out-of-core rendering and and quantification in the nondestructive evaluation of complex parts.
provides both OpenGL and Vulkan rendering backends for multiplat- As part of the interdisciplinary team of scientists, we are responsible
form applications. To render and composite multiple overlapping for solving the urgent needs in the analysis of deviations of the CT
datasets in a single view, the framework generates the shader pro- scan from the CAD model. Over the course of the past 14 months,
grams dynamically depending on the scene. To handle large data, it we participated in weekly meetings with the relevant subteams. Be-
relies on an image pyramid in contrast to our data reorganization via ing embedded in this project has enabled us to obtain a thorough
the IDX format [35]. Other systems, such as Flex-ER [29], propose understanding of the domain background, its challenges and goals.
a JSON-based descriptive language for creating immersive analytics This close participation ensured that our developed approach meets
visualizations compatible with virtual and augmented reality. This their needs, and the collaboration allowed us to gather their ideas
system automatically supports user study trials and thus is suitable early on. In reports and presentations, we regularly demonstrate the
for comparison between different devices, e.g., a tablet and VR progress and incorporate their suggestions.

headset. A text file describes the configuration of the experiment )

as well as its state machines to handle the interactions. However, Codesign of Prototype  The collaboration started by investigat-
the supported interactions are limited to brushing and selection, and ing an application of VR to inspection of scans of manufactured parts.
therefore they are not suitable for interacting with complex objects We built a prototype tool that could display small-scale datasets us-
as enabled by our inspection system. ing isosurfaces, allowed object manipulation, and provided methods

for measuring distances and angles and marking defects. Various
experts tested this prototype and provided us with valuable input that

3.3 Defect Visualization in Large-Scale Volumes we used in future iterations. The goal of the initial prototype was

Local defects occupy only a small fraction of the entire volume, and to answer two questions: i) does VR help with understanding the
focus+context methods [45] are natural candidates for visualizing component structure and its defects, and ii) can we build an intuitive
these details at full resolution, whereas the entire structure is depicted interface and interactions for domain experts to effectively inspect
at low resolution. Interactive lenses [33] are typical examples of these datasets. We learned that local defects are often quite small
such techniques with which we locally embed a higher detailed view. relative to the size of the part. We observed that scaling up the object
However, due to the 3D nature of the data and the resulting occlusion and immersing users in the dense volume cause nausea, mostly due
issues [11], we choose to displace the focus region and enlarge it. to disorientation. Another problem with the magnified view is that
83
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rotations around the controller axis induce large rotations in the pe-
riphery. Finally, the experts raised the issue of needing to visualize
large scans, plot values alongside a line segment, and visualize and
register CAD meshes.

Informed by the prototype and feedback from our collaborators,
we focus on one of the main bottlenecks of advancing both the manu-
facturing methods and the nondestructive evaluation techniques, the
ability to understand how the as-built part deviates from the initial
design. In this context, we have distilled the following goals:

G-1 Visualize Large-Scale CT and CAD in the Same Space.
The experts would like to view the 3D structure of the CAD
model and the large-scale CT scan in the same environment
interactively and intuitively.

G-2 Validate CT Scan. CT produces a series of images that are

used to reconstruct the volume. Understanding the structure

and the defects in the as-built part is important to adjust the
scanner and reconstruction parameters, which can be changed
to reduce artifacts and increase fidelity of the scan.

G-3 Align CT with CAD Model. To study the differences between

the as-built and the as-designed part, it is necessary to align

the scan and the model. Typically, the initial alignment is
performed manually, and then it is refined by an automated tool.

The result of this automated registration needs to be visualized

to detect obvious deviations, which potentially correspond to

defects.

G-4 Inspect and Quantify Defects. Defects are likely small and

inside a volume and may be visually occluded. We need a

simple way to inspect these defects at the full resolution of the

volume. We have to take the locality of defects into account as
some defect are invisible at reduced resolutions.

5 DESIGN OF VIRTUAL REALITY INSPECTION SYSTEM

We have designed a set of interactions coupled with the application
of a finite element mesh to represent global deformations introduced
by the printing process, representing the CAD-fo-Scan Registra-
tion. Furthermore, we add a two-level focus+context inspection tool
consisting of a low-fidelity view, a Minimap, serving to navigate
between individual defects, and a high-fidelity Defect Box for in-
spection of a selected defect. Finally, we designed a 3D Metrology
approach to measure lengths, angles, and density profiles for the
Defect Box.

5.1

The CAD model is essentially the idealized version of the scan. Di-
rect comparison with CAD can reveal deviations, which in turn are
likely to be defects. Alignment of the CAD to the scan reduces the
complex task of defect inspection to a search for deviations. Due
to potential printing artifacts like sagging or twisting, we expect
an optimal registration to require a complex, nonlinear, and poten-
tially local transformation to map the as-designed CAD mesh to
the as-measured CT scan. A fully automatic, nonlinear registration
represents a significant challenge and is beyond the scope of this
paper. However, the first step in many iterative techniques, like
the one used here, is to provide a good initial alignment, and we
find the intuitive object manipulation and visualization in VR to be
particularly effective for this task (G-3). The manual registration
proceeds in two steps (Fig. 2): an initial rigid body transformation
by simultaneously moving and scaling both objects, and fine-scale
adjustments through manipulation of the deformation mesh. The
final registration uses an offline iterative technique that is not fully
completed, and thus it is not part of the presented system.

Visualization and CAD-to-Scan Registration
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Interaction. Objects, such as a CT scan or CAD model, have
their bounding boxes rendered and can be manipulated by the user.
The manipulation operations support exploration and registration
using translation, rotation, and scaling. The scaling operation uses
the metaphor of moving the controllers closer together [21] and is
proportional to the distance between the controllers. We plan to
investigate adding translation and rotation during scaling to keep the
controllers latched to their grab locations [52]. A controller is asso-
ciated with an object on a trigger press, instead of a frame-by-frame
test of the object under the controller’s pointer. We found the latter
method would produce an incorrect selection if a frame is missed or
the controller temporarily loses tracking. If objects overlap, the ob-
ject selection is resolved in a fixed order, prioritizing the deformation
mesh control points, then the CAD model, and finally the CT scan.
To aid a user with the selection, the hovered object is highlighted
by rendering its bounding box in white, and the controller vibrates
briefly. The objects can be positioned independently; for example,
the left controller can manipulate the CAD model while the right
controller is used to move the CT scan.

Nonrigid Alignment. The printing process often introduces
both local and global defects beyond what can be represented
through rigid body alignments. Independent of the specific reg-
istration technique, the first challenge is to develop a representation
for either the CAD mesh or the CT grid that can efficiently encode
nonlinear deformations. As visualizing a large-scale warped grid
would be significantly more expensive than manipulating a surface
representation, we have chosen the CT grid to remain fixed and de-
form the CAD mesh to match. To this end, we embed the CAD mesh
into a volumetric deformation mesh implemented in MFEM [3], a
finite element mesh library. The deformation mesh is initialized with
the bounding box of the CAD mesh and subsequently can be ma-
nipulated rigidly as an object or through moving individual control
points. At each change, the CAD model is transformed from the
parameter space of the deformation mesh to physical space (of the
CT grid) for rendering. The initial manual alignment is followed
by an offline iterative optimization process that further aligns both
objects. Note that the initial alignment is crucial for the iterative
process to converge (G-3), and an accurate registration is key to
detect local defects such as broken struts without the user being
overwhelmed by difference due to, for example, a global twist (G-4).
One of the technical challenges is that the direct manipulation of
objects through the controller as discussed in the previous section
is necessarily approximate as even in VR the user cannot simulta-
neously see, let alone easily match, all eight corners of a bounding
box. Additionally, small involuntary hand movements further com-
plicate an exact alignment. Instead, we allow detailed registration
by directly manipulating the control points of the MFEM mesh, de-
liberately damping the motion to by a linear combination of old and
current positions. This dampening causes the manipulated control
point to lag behind the controller’s motion, evoking the feeling of
an attachment by a weak rubber band. Another advantage of this
approach is that it hides potential latencies in updating physical
coordinates of very large CAD models while moving control points.

Rendering. The rendering system needs to present the CAD
and CT objects to the user (G-1). Since the CAD model is a triangle
mesh, we use rasterization. For CT scans, we have a choice of ray
casting the volume or extracting the surface using the Marching
cubes algorithm [30]. We choose the latter due to its simplicity.
For the Minimap visualization, we subsample the volume [35] to
fit it into memory and to reduce the surface size produced by the
Marching cubes algorithm. The scene is illuminated by a point light
placed at the headset, mimicking a headlamp.

5.2 Local Defect Selection Using Minimap

After the CAD and scan are registered and defects are detected
(either manually or automatically), we need a visualization mode
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(a) CAD model (red) and CT isosurface (gold) before manual alignment.

(b) CAD model aligned by object manipulation.

(c) Fine adjustment of CAD model using control points.

Figure 2: Manual registration of the Truss dataset. The alignment process starts by a user manipulating the CAD model (red) and CT scan (gold)
objects to obtain approximate alignment (a) and (b). A user can then perform fine adjustments to improve the alignment using the control points
(gray cubes) of the deformation mesh (c). Finally, the alignment result can be optionally improved by an offline registration tools.

(a) Low-resolution CT isosurface aligned with the CAD.

(b) Clipped CAD and CT surfaces in the minimap.

Figure 3: The synthetic truss CAD (red) registered to the simulated
CT scan’s isosurface (gold). The boxes with defects may be partially
or fully occluded by these meshes, and thus we map the menu button
to an option to hide everything except the surfaces inside these boxes.
The user can reach and select a box with a controller.

to obtain an overview of the local defect distribution and to select
from the set of all defects. Visualizing local defect distribution can
reveal issues in a registration technique, scanning issues, or printing
problems. The visualization of CAD and CT after registration serves
as a defect minimap that enables quick navigation between individ-
ual defects (Fig. 3). This minimap displays the position of boxes
containing a defect within the whole dataset. Since these boxes may
be internal and obscured by the data, a user has the ability to hide the
CAD mesh and isosurface outside these boxes using the controller’s
menu button. Inside each box in the minimap, we display both
isosurface (computed on a lower resolution scan) and clipped CAD
mesh because they may help a user to determine defect type. A user
can select the content of a defect box from the minimap by placing a
controller inside a box with a defect and pressing the trigger button.
5.3 Defect Box for Local Defect Visualization and
Metrology

A defect can be local or global. An example of a global defect is
twisting of a part, and a local defect can be a broken strut. Local
defects are only small in comparison to the entire volume and have
to be viewed at full resolution (CT) because some defects are not
resolved at reduced resolution (G-4). Furthermore, local defects
can be internal to an object, such as the local defects in the Honey-
comb dataset (Fig. 6), and geometric occlusion becomes a problem.
Moreover, the global isovalue may not be suitable for viewing the
local CT due to scanning and reconstruction artifacts, and thus the
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(a) A defect highlighted by clipped CAD and CT. (b) CAD contour and gradient magnitude CT slice.

Figure 4: An inspection of a thin strut in the Synthetic truss dataset
using the defect box. The user can adjust the isovalue (in the figure it
has a value 0.0090) by moving the gray cube up/down on the right.
The defect is highlighted with a green circle. On the left, clipped CAD
(red) and isosurface (gold) are shown for user-controllable thickness
alongside with the slice displaying the CT values. On the right, the
thickness is set to zero, and the slice is set to display the CT gradient
magnitude. The red lines correspond to the intersections of the CAD
mesh with the slice and help the user validate that these lines map to
the high gradient values representing the boundaries. In this view, the
user can observe the thin strut present in the CT scan not matching
the CAD model.

user needs an option to adjust the isovalue locally. Finally, the in-
spection of the CT scans (G-2) and quantification of defects require
measurements of values, distances, and angles (G-4), potentially on
a non-axis-aligned slice.

We present the defect box, an integrated set of tools and visual-
izations that are necessary to inspect local defects. The defect box
displays a portion of a CT scan at full resolution using an isosurface.
The isovalue can be adjusted per defect box by moving the slider
present on the edge of the box (Fig. 4). A slice is available to inspect
either values or gradient magnitude directly (useful for determining
boundaries). A user can display the 3D metrology approach at any
moment by pressing the Tools button and selecting a tool (Fig. 7).
If any of the tools is placed inside the defect box, the transforma-
tions of the defect box apply to the tool. This approach enables a
user to manipulate the box without tools becoming misaligned. The
individual features are discussed below in detail.

Local CAD-to-Scan Comparison. This approach combines a
slice with a user-controllable extent of the CAD and CT meshes. It
displays the data of the defect box by rendering a slice of function
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values or gradient magnitudes (computed using central differences).
The gradient magnitude slice is used by the experts to determine the
location of the surface boundary in CT scans. The controller’s menu
button is used to toggle between the two slice views. Initially, the
slice position and orientation were tied to that of a controller, but
after expert feedback we changed the slice to behave as an object
that can be selected and manipulated. Moreover, if the defect box
is moved or rotated, the slice is transformed with it. Furthermore,
we augment the slice with the ability to display a clipped part of
the CAD surface and the isosurface from the CT within a user-
controllable thickness. Users can adjust the thickness by scrolling
on the controller’s trackpad. If the thickness is set to zero, we extract
the intersection of the CAD mesh with the slice and display it as
contours on the slice. This rendering of the intersection of the CAD
mesh with the slice is useful both for validation of the alignment
produced by the registration and for defect inspection.

Lineout. We provide a lineout tool that allows a user to place
a line segment and plot the CT values as a graph alongside this
segment. This capability is useful for determining the boundary
of the scanned part (G-3) and inspecting the CT scan (G-2). We
sample the graph at a half-voxel rate using trilinear interpolation and
offset the rendering of the graph to avoid depth fighting with the line
connecting the manipulation points.

Length Measurement. This tool enables the user to measure
the length between two manipulation points. Both of these points
can be adjusted at the same time with controllers, or the whole tool
can be moved by grabbing the line connecting the points. The length
is scaled based on the input CT voxel size. Moreover, the displayed
unit is automatically adjusted to provide good resolution and avoid
flickering (coming from small involuntary hand movements).

Angle Measurement. Angles are measured by moving three
manipulation points. Often, it is more convenient to move two points
at the same time (since the user has only two hands), and thus we
allow the user to move the lines connecting the points.

6 VR DEVELOPMENT FOR LARGE-SCALE VOLUMES

The rendering and interaction latency requirements pose a significant
challenge for the development of VR systems, especially when the
system needs to query and display datasets in hundreds of gigabytes
in size. Our system generates two 1512x1680 images every 11 ms on
the laptop used for the case studies, and the response to interactions
falls within 100 ms [21] (except for the isosurface update on isovalue
change and the deformation mesh update for large CAD meshes).

We build the system in C++ using Direct3D 12 and OpenVR. The
choice of C++ is due to the use of external libraries: Eigen [14]
for matrix manipulation, MFEM [3] for CAD deformations, and
OpenVisus [2] for CT scan data management. We choose Direct3D
12 due to its excellent debugging and profiling tool PIX.

We rely on a job system wherein each frame is scheduled as a sep-
arate job. We use atomic counters accompanied by a version number
for synchronization between jobs. At any point in time, at least two
jobs are in flight: the frame construction job and the rendering job.
The frame construction job is responsible for executing user logic
and constructing commands for a graphics processor. It may spawn
additional jobs to extract an isosurface or compute alignment errors.
The rendering job is responsible for submitting the previous frame
to a graphics card and then to a VR headset. We query the latest
headset position before rendering, minimizing visual latency.

7 CASE STUDIES AND EXPERT FEEDBACK

We present three case studies that demonstrate the usability and
effectiveness of our approach. We invited four experts to test the
VR system. The purpose of these studies is to find out if the goals
described are achieved. In the test sessions, we listened carefully to
the users’ experiences and observed their performance. In addition,
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our users are not used to VR devices, and therefore they often
had questions about the controls and dropped out of the session.
Since our experts do not register the CAD data with the scan on the
desktop, we could not make a direct comparison. Therefore, we
decided to collect qualitative feedback from the experts while they
were using the proposed system to gain additional insights and ideas
for improvements. The experts did the case study depending on their
availability and focus. For the first case study, the experts performed
an interactive CAD-to-Scan Registration on the Truss dataset. For
the second case study, the experts analyzed the local defect boxes in
the Synthetic truss and Honeycomb datasets. For the last case study,
the experts performed metrology on the truss structures.

All four experts are scientists in nondestructive evaluation, but
have different backgrounds. The first expert is a group leader pri-
marily interested in a high-level inspection of defects. The second
is a scientist, focused on registration, detailed defect analysis, sur-
face texture testing, and measurements. The third expert is a lead
tomographic imaging researcher and developer interested in under-
standing and improving scanning and reconstruction algorithms. The
fourth is a senior scientist focusing on a wide range of applications
in nondestructive evaluation. Each session took around 30 minutes,
and none of the users reported discomfort using the system. We
observed the experts during their session. After a completion of a
task, we asked the expert users questions regarding the interaction
scheme, and we encouraged an open-ended discussion of poten-
tial improvements. We report our observations of each session and
provide users’ feedback.

In the evaluation, we used a laptop equipped with Intel i9-1088H
@ 2.4 GHz processor, 64 GB RAM, and Nvidia Quadro RTX 3000
(6 GB VRAM) graphics card. We used the HTC Vive (1080x1200 @
90 Hz per eye) headset and its two tracked wands in a 2x3 m space.
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Three datasets were used in the evaluation: Truss, Honeycomb,
and Synthetic truss (Table 1). The Truss dataset is 9x9x9 octet
lattice printed by a laser powder bed fusion. The Honeycomb
dataset (Fig. 6) is made by direct metal laser sintering with de-
fects purposely placed at known locations. The local defects consist
of a crack, missing layer of material, and partially missing layer of
material. This dataset serves as a validation case for the scanning
and inspection techniques. The experts have previously worked with
the Truss and Honeycomb datasets. Lastly, we created a 8x8x8
octet lattice (Synthetic truss) that contains five common local de-
fects (Fig. 5), and constructed a volume with a CT simulator [6].
The local defects are dross, missing strut, broken strut, bent strut,
and thin strut (Fig. 1).

Datasets

7.2 Case Study 1: CAD-to-Scan Registration of an Octet
Truss Structure

All experts agreed that the registration of the CAD model to the scan
is major bottleneck in the effective analysis of defects. They cited
limited depth perception, the difficulty of 2D interactions and the
large scans and high polygon count as main reasons why they were
not able to achieve this goal with desktop-based approaches.

Table 1: The datasets used in the expert evaluation of the VR system.
The Truss and the Honeycomb datasets are additively manufactured,
and the Synthetic truss dataset is simulated. 1 GB = 10243 bytes.

Dataset CAD CT

# triangles Resolution Size (GB)
Truss 09M  2900x2900x2600 87.5
Honeycomb 34 M 1407x389x1388 2.8
Synthetic truss 23M 1200x1200x1200 6.4
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Figure 5: The Synthetic truss dataset with five manually placed defects
at known locations used for validation purposes. All defects are placed
on the front side of the truss and capture the common defect types.

-

[} Crack 1}

Missing layer |

Figure 6: The CAD model (red) of Honeycomb aligned to the CT scan
of the manufactured part (visualized with gold isosurface) and the
three placed defects. The defect box slices (insets) show the gradient
magnitude alongside a contour of the slice-CAD intersection (red).
The full-resolution display in the defect box is especially needed for
the missing layer of material type of defects.

We decided to use the 9x9x9 octet Truss that is familiar to the
experts. For this case study, our goal was to understand how well
the experts can understand the spatial structure and align the CAD
model with the scan. The units of the CAD model differs from
those of the CT object, and it is therefore necessary to be able to
adjust object scale. A good fit is assessed by inspecting the objects
from various viewing angles. The final step is to deform the CAD
model to improve the fit by dragging the eight control points of the
deformation mesh.

Overall, the experts agreed that the main benefit of performing
this case study in VR is that manipulation comes naturally and the
inspection is intuitive. The experts could not compare our system
to a desktop-based approach, since they do not have access to one.
However, they were all able to quickly achieve an approximate
alignment of the CAD model to the isosurface of the CT scan. They
confirmed that this task is unquestionably fast and easy to perform
in the VR environment (G-3). One expert identified an issue with
the selection of overlapping objects, where the controller resolves
the selection in a predetermined order, first CAD model, then CT
isosurface. After the approximate alignment, all users adjusted
the control points of the deformation mesh. They liked the fine
manipulation of control points to improve the alignment of the CAD
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to the CT isosurface. None of the experts raised any issues with the
application of dampening to the control point movement, used to
reduce the impact of the natural slight hand movements.

At the end of this task, all experts achieved a CAD-to-Scan Reg-
istration under ten minutes. However, the result varied in precision
of the registration. One expert noted that better precision can be
obtained by spending more time at it. The nondestructive evaluation
expert suggested the initial alignment can be achieved by adding a
capability to place pairs of correspondence points and then using
least squares. The primary challenge is the design of an intuitive
interaction because the trigger button is now mapped to object ma-
nipulation. Another challenge is if the *solve’ step is triggered early,
the deformation can be severe, rendering the tool unusable. We
expect the point placement will be easier in VR than on a desktop.

At the time of evaluation, we allowed the experts to adjust the
isovalue only at the startup of the system. Several users asked if they
could adjust the isovalue while using the system. Hence, we added
the capability to adjust an isovalue inside the defect box. Overall,
the experts agreed that the result of a CAD-to-Scan Registration
will have a high impact in their general validation workflow (G-2)
because the inspection for defects is simplified to a direct comparison
of superimposed surfaces.

7.3 Case Study 2: Local Defect Inspection of Truss and
Honeycomb Structures

The second use case is to inspect a part for local defects by selecting
an active Defect Box via the minimap after CAD-to-Scan Registra-
tion. For this case study, we used the Synthetic truss (8x8x8 octet)
and Honeycomb. Both contain local defects that are deliberately
placed inside the structure. Three experts were inspecting both
datasets, whereas one expert was inspecting only the Truss dataset.

We expected this task to take considerable time because the cur-
rent desktop visualization tools are used for dozens of hours. Since
the defects can be subtle, the portion of the dataset around a defect
needs to be viewed at full resolution, and the Defect Box serves this
purpose. Interestingly, the first intuition of the users was to scale up
the scan so that they were immersed inside. The experts commented
that the analysis in VR enabled them to visualize and interact with
the scan and CAD model in ways, which was not possible for them
before (G-1). They were impressed by the immersion and the ability
to look at the structure closely. Although seemingly impressive, the
utility for inspecting defects is low. One expert pointedly noted that
one quickly loses the sense of orientation while being inside the
object and switched back to using the registered CAD-to-scan as
minimap. Boxes are placed around the local defects, and we asked
the expert users questions covering the manipulation of the slice
(orientation and thickness), the comparison approach, and naviga-
tion between different boxes. The users navigated easily between
the boxes using the defect minimap. Several users would like to
define and move a box inside the minimap to explore the data at full
resolution or explore the vicinity of a defect.

One aspect where our initial assumption was confirmed was the
use of familiar slice views to inspect a local defect at full resolution.
In their existing workflow, slices are axis-aligned whereas our VR
system enables arbitrary angles. The experts were at first surprised
by this additional degree of freedom; however, they got used to it
quickly. In the Truss dataset, the experts were surprised that the
dataset and mesh loaded almost instantly (due to our multiresolution
loading), since the CAD model has a high polygonal count and the
scan is tens of gigabytes in size (G-1). The experts stressed that the
ability to localize the defect inspection is a large improvement over
the usage of slice views of the entire volume. Although we did not
task them to look for all defects, they were all able to inspect for the
defects they were looking for. The advantage of our system is that
the slicing provides essentially the same features as they are used to,
but additional augmentations of slice, such as the registered CAD
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(a) Lineout measurement.

(b) Length measurement.

Figure 7: Screenshots from the expert applying the lineout approach
and length measurement.

model intersection, provide enhanced analysis capability and were
appreciated by the experts. However, experts wanted to adjust the
contrast of the slices, preferably using an automatic method. The
design of an intuitive interface to manipulate the contrast would be
challenging in itself.

7.4 Case Study 3: 3D Metrology of Truss Structures

Two experts were involved in the evaluation of the 3D Metrology
of Truss Structures. We loaded the 9x9x9 Truss and the 8x8x8
Synthetic truss. The measurements of these truss structures are
important to quantify their overall defect rate and quality. Measure-
ments usually are performed on the individual struts, which can
suffer from common defects (Sect. 7.1). We are interested in the
interaction with measurement tools and approximate measurements.
The first expert was primarily using the length measurement ap-
proach, as this is the most commonly applied metrology method.
By pressing the Tools button, the three measurements are displayed
as manipulatable objects (Fig. 7). They were immediately able to
understand to grab the objects and place them at the target location.
The second expert quantified the gap of the broken strut and the size
of the dross defect using the length measurement approach (Fig. 7).
This expert preferred to measure on the isosurface, and one issue
was placing the manipulation points inside the surface due to vis-
ibility issues. Although this expert preferred the straightforward
measurement on the isosurface, they acknowledged that for certain
metrology applications, a slice has to be used. As there were no
defects associated with angle deviations, the experts tested the an-
gle measuring approach by confirming the strut orientation in the
octet truss. Finally, the lineout approach was applied to obtain the
density profile along the dross defect. One issue raised here was
that the profile curve is difficult to see due to its color and line
thickness. Another problem was the font color, which is the same
as the background color on the slice. Both experts were able to
perform the measurements in a few minutes. The placement of
the start and end manipulation points was straightforward with the
controller. However, in some cases, the experts had to readjust the
local slice in the Defect Box. Although they were convinced of the
utility of performing measurements in VR, they suggested adding
the ability to create an inspection report. This report could range
from simple screenshots to the extraction of subvolumes augmented
with the measurements. Overall, the experts confirmed that using
the 3D Metrology approach on the local Defect Box is very fast and
intuitive and that they are able to quantify features and defects (G-4),
which they confirmed is a key task for validating the scans (G-2).

7.5 Discussion

All participating experts stated that they were impressed with the
smoothness and intuitiveness of the VR system. Even as a research
prototype, they confirmed that this system enables unprecedented
analysis capabilities and opens up new ways to qualify parts. We
are currently collaborating with the experts to install a permanent
VR inspection space within their facility. On one hand, this installa-
tion gives them the ability to test our approach for more scenarios;
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however, we still need to integrate more features that go beyond a
research prototype. On the other hand, this setup will give us the
ability to receive feedback from users during actual usage scenarios.
‘We summarize the experts’ feedback and our observations.

Consistent Interaction. 'We observed that consistent interac-
tion metaphor and visual/haptic feedback are crucial to usability.
Users were confused if the same manipulation metaphor did not
apply to all objects. For example, initially the defect box could
not be moved in space, and the slice in the defect box was tied to
the orientation and position of a controller. In the next iteration,
we made both the defect box and slice behave as regular objects.
Further evaluation is necessary to determine if the slice should be
moved with the defect box or stay in the same position. Moreover,
the experts highlighted the usefulness of the haptic feedback when
scrolling on the trackpad to adjust the thickness of the clipped CAD
and CT around the slice. Based on this feedback, we added haptic
feedback for all selections in the system to accompany the visual
highlighting of the bounding boxes already present.

Occlusion, Contrast, and Robustness. Measurements may
be obscured by the measured object. For example, the displayed
text or graph of lineout may be behind an isosurface. Furthermore,
we noticed the issue of contrast of rendered text with respect to
the slice view. If the slice is dark, users had difficulty reading text
and had to change their head position so the text was displayed
against the blue background or gold isosurface. Lastly, users have
a significant amount of freedom to place objects and move in the
space, potentially causing unexpected issues. One example is the
lineout graph, where if a user performs the measurement vertically,
the graph is severely distorted.

Integration with Existing Workflows. The experts highlighted
the need to record the inspection session for a replay by another
user. For example, a technician can annotate defects and record
viewpoints that are passed to the material scientist designing the
CAD model. In general, inspection reports need to support different
levels of abstraction: a detailed report for the scientists and a high-
level report for project leaders. Lastly, virtual reality systems are
still not widely available, and thus the report needs to be accessible
by desktop users. Moreover, the system needs to integrate with
existing desktop tools that may be more suitable for some parts of
the analysis, especially where keyboard shortcuts and many widgets
are needed. Furthermore, the output of the alignment from VR may
be used to compute global statistics, e.g., an average truss width.

Generalizability to Other Domains.  Our approach is applica-
ble to different scenarios, where we need to analyze a spatial object
with respect to an idealistic model. The application we are starting
to explore is nondestructive evaluation methods that acquire surface
information directly instead of CT scanning. Our approach would
be directly applicable to a comparison between the surface of the
scanned surface and the designed object (G-2, G-3, G-4). In such
a scenario, the CAD-to-Scan Registration could be applied without
any changes. However, we would need to replace the slice view in
the Defect Box with a clipping plane to provide a similar functional-
ity. As imaging modalities increase in resolution, we can also find
applications in the medical domain, especially in the investigation
of brain lesions because lesions are often small in comparison to the
entire dataset. We could apply the Defect Box approach, where the
anatomical atlas corresponds to our CAD model.

8 LIMITATIONS

The limitations of the proposed approach are technical and concep-
tual. On a technical level, the VR system was realized on tethered
head-mounted display. The current standalone devices do not have
the necessary capacity or rendering performance to handle CAD
models containing millions of triangles or CT scans of hundreds
of gigabytes. We use a predefined number of MFEM elements to
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represent the deformation mesh. During a VR inspection of the
Honeycomb dataset, we observed that the thickness of the top and
bottom lids differs from the thickness in the input CAD model, re-
quiring stretching deformation, but only of the lids. Placing more
MFEM control points would resolve the issue. Another approach
would be to dynamically insert control points as needed. A middle
ground would be a two-level MFEM mesh, the first level for quick
user interaction, and the second level for the offline registration to
perform fine adjustments. Additional work is needed to address the
inspection of internal structures because viewing inside the complex
truss structures is challenging. Space warping techniques, such as
obstruction-free lensing [46] or disocclusion headlight [48], may be
adapted to preserve the angles and distances, or a world-in-miniature
approach [52] could be used to navigate inside truss structures.

On a conceptual level, we focus on those tasks that are difficult
to achieve on a desktop. When using the system, our collaborators
wanted to access features they are used to from the desktop, such
as an overlaid coordinate system, axis-aligned slicing through the
entire volume, and exporting image and video material. Although
we do not intend to reimplement existing desktop solutions, we will
work on creating a data interface between the desktop system and
VR system. We noticed that the spatial degree of freedom causes
involuntary movements when aligning objects because the user holds
the controller in the air without support. We already dampen the
movement of the deformation mesh control points and would like to
apply this dampening to other manipulations. We will also explore a
zoomed-in lens where the controller motion is more precise. Despite
highlighting the subset of the data in a defect box, identifying low
contrast defects is challenging and time-consuming. Small-scale
defects, such as cracks or missing material layers in the Honeycomb
dataset, are especially hard to find. However, this problem is not
specific to our approach. We plan to try automatic slice placement
to highlight defects. If many defects are present, a user will be
overwhelmed. Defects will need to be categorized and ranked by
their severity to help a user select defects of greatest interest.

9 CONCLUSION

We facilitate consumer virtual reality technology to demonstrate an
efficient and intuitive inspection of highly complex metal additive
manufactured parts. Using natural human interfaces, stereoscopic
vision, and six degrees of freedom of head and controller movements,
we address the bottlenecks in the analysis of deviations of as-built
from as-designed. Our defect visualization approach, which uses
a low-resolution defect minimap and full-resolution Defect Box,
overcomes the challenge of large-scale-volume analysis.

We conducted a user study with four domain experts. We evalu-
ated the usability of the proposed VR system for registration, nav-
igation, and defect inspection. All experts found the tool intuitive
and effective, proposed improvements to the tool, and recommended
a follow-up study with material scientists who could benefit from
our system. They suggested improvements, from adding tools for
measuring area and volume to the ability record sessions and create
inspection reports.

In the future, we will add an offline registration approach after
fine adjustment of the deformation mesh to improve registration.
Similar to biology data with semantic information available [20], we
could extract the meta-information from the programs that generated
the CAD model, and use this information to annotate the CAD mesh
and the registered scan. For example, we could number the truss
cells on all three axes.
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